Weighted-PSO Applied to Tune Sliding Mode Plus PI Controller Applied to a Boost Converter in a PV System
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Abstract: In this paper, a sliding mode plus proportional-integral (PI) controller for a boost converter in a photovoltaic system is proposed. The proposed controller is characterized by being easy to implement and by operating with constant switching frequency. The parameters of the proposed controller are calculated using the weighted particle swarm optimization technique, ensuring low percentage of overshoot and short setting time. The use of this optimization technique allows one to ensure the stability of the controller. A linear lead-leg controller is considered in order to compare the performance of the proposed controller. Finally, experimental results using a solar kit are presented to verify the performance of the proposed controller.
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1. Introduction

Currently, the use of renewable energies is increasing due to the need to reduce the negative effects on the environment produced by the use of fossil fuels, such as the greenhouse effect and climate change. Among the renewable energies, photovoltaic (PV) solar energy stands out for being clean, inexhaustible, easy to obtain, and low maintenance [1]. PV energy has received a lot of attention since it gives the possibility of generating electricity both in isolated conditions and connected to network systems.

A disadvantage of PV systems is related to the low conversion of solar energy into electrical energy. The power generated is strongly influenced by environmental conditions such as solar radiation and the temperature of the PV module. For this reason, to increase the power of the system some methods are used to operate at the maximum power point of the PV module. Several maximum power point tracking (MPPT) algorithms have been presented in the literature [2], from the simplest ones such as the constant voltage method [3] or open-circuit voltage method [4], through to the most used ones such as Perturb and Observe [5] or Incremental Conductance [6], to the most sophisticated ones using artificial intelligence techniques such as Fuzzy Logic [7], Neural Networks [8], or genetic algorithms. However, the performance of the MPPT is strongly linked to the controller used to regulate the given reference variable and its ability to respond to sudden changes [9].

Generally, voltage regulation is performed using some linear controller, such as a proportional-integral (PI) or a lead-leg controller [9–11]. The use of this type of controller leads
to the response having a high percentage of overshoot, a significant setting time, and a considerable steady-state error. Another drawback in the use of linear controllers is the need to linearize the PV system at a specific point of operation in order to design the controller. Therefore, the use of linear controllers may not be adequate because PV systems are highly dependent under environmental conditions and need to provide good performance in all ranges of PV operation. Recently, intelligent control techniques have been proposed to improve these drawbacks. An intelligent-type controller used for various applications is the Fuzzy Logic controller, characterized by its fast response, accuracy, and robustness [12]. Another intelligent controller used for controlling DC converters is the Artificial Neural Network, which can learn and respond to any disturbance or input rapid variation [13].

A suitable option to control the PV voltage or PV current is to use sliding mode control (SM). This type of control is a kind of non-linear control developed for variable structure systems, which is characterized by being robust and dynamic. It is used in power electronics applications, such as DC-DC converters in PV systems [14]. A type of SM is proposed in [15] to regulate the MPPT voltage. This controller is called Double Integral Sliding Mode MPPT Control (DISMC) and uses the double integral of the voltage error to eliminate the error in stable state. However, the design of this controller requires following an arduous mathematical analysis procedure. On the other hand, in [16] the procedure to project an SM to regulate the input voltage of a single-ended primary-inductor converter (SEPIC) is presented. However, this controller uses hysteresis modulation which produces variable switching frequency. Other works such as [1,17,18] have also used SM to regulate the MPPT voltage, showing robust responses to disturbances in the load and to variations in environmental conditions. Nevertheless, the project of these controllers needs complicated mathematical analysis. The use of this SM plus PI controller has been reported in the literature for motor and generator control applications [19,20]. This controller is characterized by operating with constant switching frequency, eliminating the problem of operating with high switching frequencies. Several methods to project controllers have been proposed in the literature. Traditionally, the PI controller is one of the most studied controllers, being tuned using different techniques. In [21], Fuzzy Logic is used to continuously tune the gains of a PI controller applied to regulate the reactive power of a photovoltaic inverter. In relation to the sliding mode controller, the works in the literature use the method of Lyapunov [22–24] to guarantee the stability and project the controller; a process that requires a complex mathematical adjustment.

The optimization methods are based on the premise of finding the best possible result under certain circumstances. In optimization problems, the highest or lowest value that a given function (objective function) can take is sought. The optimization methods seek to find the values of the variables that minimize or maximize the objective function while complying with some restrictions [25]. Hence, one can be a powerful tool for controller design.

Particle Swarm Optimization (PSO) [26] is a technique inspired from bird flocking, fish schooling, or bee interaction in search of food applied to the optimization of non-linear problems. This technique in general works on two basic principles: learning from previous data and current communication with the agent of the swarm [27]. In this algorithm each particle has a position that represents a possible solution of the objective function, these particles move according to their personal experiences \(P_{best}\) and to the experiences of the group \(G_{best}\) to find the solution that takes the objective function to a minimum value. Additionally, PSO was applied to tune PI gains of a distributed static synchronous compensator [28], inverse optimal controller [29], or MPPT SM [30] as an alternative to the classical design. Although, the PSO algorithm lacks an inner mechanism for dealing with constraints. In this way, a double-modified algorithm (w) and the Dynamic Objective Constraint Handling Method were proposed in [31] to increase the convergence speed and to overcome the problem of premature convergence of the algorithm. This technique of optimization applied to the project of sliding mode controllers for the regulation of the current and the voltage in a photovoltaic system has not been used in other works, which allows us to provide an alternative for the project of this type of controller.
The proposal of this paper is the SM plus PI (SMPI) controller applied to control the inductor current and voltage input of a boost converter of PV system tuned by w-PSO. The w-PSO technique applied to the adjustment of the parameters of the SMPI controller improves the response by ensuring stability and low oscillations without requiring complex mathematical analysis. The SMPI controller is characterized by operating with constant switching frequency, eliminating the problem of operating with high switching frequencies. The results obtained in a experimental setup endorse the proposal and the superior performance can be verified when compared with a lead-leg controller.

This paper is structured as follows. A system description is presented in Section 2. The proposed sliding mode plus PI controller and its design are shown in Section 3. The method to calculate the parameters of the controller using the Particle Swarm Optimization is described in Section 4. Results using a solar kit are given in Section 5. Finally, conclusions are presented in Section 6.

2. System Description

The photovoltaic system considered in this paper is shown in Figure 1. It is composed of a photovoltaic module, a DC-DC boost converter, and a DC source connected to the output as a load. In this paper a boost converter is employed to control the PV panel voltage. The boost converter is composed of an inductor (L), a switch (S), and a diode (D). The control scheme is based on the concept of a double control loop. In this way, the internal loop controls the inductor current (i_L) through the change in the duty cycle (d) and the external loop controls the capacitor voltage (v_pv) through the change in the reference of current. The reference voltage is given by some MPPT method, such as incremental conductance, perturb and observe, or any other. Figure 1 shows the schemes of the proposed controller that will be detailed later. A constant voltage source is used as a load since it simplifies the analysis, giving the possibility of representing systems with a battery charge or systems with a second conversion stage [32].

![Block diagram of the system.](image)

Boost Converter Model

The boost converter is used in photovoltaic systems to implement some algorithm maximum power point tracker (MPPT) through the control of its switch. The boost converter is so called because the output voltage is greater than the input voltage [12], and its topology is shown in Figure 1. The operation of the converter could be described in the following way: When the switch S is turned on by the PWM signal, the current flows through the inductor L storing energy in it. When switch S is turned off, the energy stored in the inductor in the form of an electromagnetic field generates an induced voltage. The induced voltage in the inductor and the input voltage are in series and the sum of them generates the resulting output voltage [33].
In relation to the design of the boost converter, a new approach for sizing the converter parameters specifically for PV applications where the non-linear behavior of the PV module is taken into account is presented in [34].

To obtain a linear equivalent model of the circuit, a method to linearize the photovoltaic module at an operating point is presented in [32]. Generally, the point of operation is selected at the maximum power point since the system is expected to operate at this point. The linear model is described by a straight line tangent to the curve I-V of the PV module at the point of operation. As a result, a constant voltage source ($V_{eq}$) and an equivalent resistance ($R_{eq}$) are obtained. In Figure 2 the two states of operation of the converter including the equivalent PV module are shown.

The dynamic equations corresponding to the state of the circuit when the switch S is ON are obtained by evaluating the derivatives of the inductor current and the capacitor voltage using Figure 2a, as shown in Equations (1) and (2).

\[
\frac{di_L(t)}{dt} = \frac{v_{pv}(t)}{L} \\
\frac{dv_{pv}(t)}{dt} = \frac{V_{eq} - v_{pv}(t)}{R_{eq}C_{pv}} - \frac{i_L(t)}{C_{pv}}
\]

When the switch is OFF the dynamic equations are found by evaluating the derivatives of the inductor current and the capacitor voltage using the circuit of Figure 2b. The equations are given in Equations (3) and (4).

\[
\frac{di_L(t)}{dt} = \frac{v_{pv}(t) - V_{DC}}{L} \\
\frac{dv_{pv}(t)}{dt} = \frac{V_{eq} - v_{pv}(t)}{R_{eq}C_{pv}} - \frac{i_L(t)}{C_{pv}}
\]

To obtain the small-signal transfer functions, the average variables method can be used. This method allows to eliminate high frequency components maintaining the natural behavior of the system. The modeling process consists of: adding the variables of small signal in the average equations of the circuit, applying the Laplace transform, and manipulating the equations to obtain the desired transfer functions [9]. The detailed procedure for obtaining these functions using a boost converter is shown in [10], from which Equations (5) and (6) are taken, which correspond to the duty cycle-to-inductor current transfer function ($G_{i-d}$) and the inductor current to input voltage transfer function ($G_{v-i}$). The notation of the circumflex accent $\hat{}$ in the variables indicates that it is the small signal component.

\[
G_{i-d} = \frac{\hat{i}_L}{\hat{d}} = \frac{V_{DC}(1 + sR_{eq}C_{pv})}{s^2C_{pv}LR_{eq} + sL + R_{eq}} \\
G_{v-i} = \frac{\hat{v}_{pv}}{\hat{i}_L} = \frac{R_{eq}}{sC_{pv}R_{eq}}
\]
3. Sliding Mode Plus PI Control

The sliding mode control is a type of non-linear control characterized by being robust against perturbations and variations in the parameters of the system. Sliding mode control is known to belong to a class of variable structure control systems that have been used in power electronics to adequately control systems of variable nature such as DC-DC converters [35]. Its principle of operation consists of moving the trajectory of the states of the system towards a predetermined surface known as sliding surface and ensuring that the states remain in the vicinity of it through a control law [36].

The conventional sliding mode controllers operate at a very high and variable switching frequency, which can cause an increase in switching losses and interference by electromagnetic noise [35]. Thus, in this work a controller sliding mode plus PI (SMPI) is used, characterized by operating with constant switching frequency and being easy to implement.

There are two essential steps in the project of a sliding modes control that are: definition of the sliding surface and design of the control law [37]. These two steps will be explained below.

3.1. Definition of the Sliding Surface

The sliding surface is defined according to the control objectives of the system [37]. Then, the control objectives for the system studied are related to the error between the measured variable and the reference, since the control scheme aims to reduce the error to zero. The sliding surface is defined through the voltage error \( e_v \) and the current error \( e_i \):

\[
e_v = v_{pv} - v_{pv,ref} \\
e_i = i_{L,ref} - i_L
\]

(7) (8)

However, to increase the dynamic response of the controller to the errors defined in Equations (7) and (8) its derivatives are added, obtaining the sliding surface set, \( S \), given in Equation (9):

\[
S = \begin{bmatrix} s_1 \\ s_2 \end{bmatrix} = \begin{bmatrix} e_v + k_v \frac{de_v}{dt} \\ e_i + k_i \frac{de_i}{dt} \end{bmatrix}
\]

(9)

Where the constants \( k_v \) and \( k_i \) are defined according to the desired dynamics.

3.2. Design of the Control Law

Once the sliding surfaces have been determined, the next step is to define the control law that leads to the trajectories of the system towards the sliding surface and also ensure that they remain on it.

The trajectory \( S \) is switched through the \( eval(s) \) function, where this function is also responsible for determining the reaction of the system to changes in the state variables. To implement the \( eval \) function a linear function with saturation is used, which operates by limiting the surface when it reaches one of its maximum or minimum values and also, due to its linear nature, it is sensitive to the reduction of the ripple when the state approximates the switching surface [19].

To define the initial phase of the controller, a proportional-integral (PI) controller is used, this initial phase is characterized by the states of the system that have not yet reached the sliding surface [20]. The gains of the PI controller must be appropriately selected in such a way that there is a balance between the transient response and low oscillation. Thus, a high value of the proportional gain will increase the oscillations in the transient state, while a high value of the integral gain could generate an almost linear response. The PI controller added to the sliding modes control reduces the chattering effect, an effect that is present in the sliding mode controllers which is characterized by introducing high frequency vibrations into the system, caused mainly by the high switching frequency [38]. In this way, the controller operates with constant switching frequency.
The control laws for the two control loops correspond to the following two Equations:

\[
i_{L,\text{ref}} = \left( k_{pv} + \frac{k_{iv}}{s} \right) \text{eval}(s_1) \tag{10}
\]

\[
d = \left( k_{pc} + \frac{k_{ic}}{s} \right) \text{eval}(s_2) \tag{11}
\]

where \( k_{pv}, k_{iv}, k_{pc}, \) and \( k_{ic} \) are gains of an integral proportional controller (PI) and \( s_1 \) and \( s_2 \) are presented in Equation (9).

Figure 1 shows the schematics of the proposed controller, where sliding surfaces, PI controllers, and \( \text{eval} \) functions are specified.

The development of the proposed controller requires the tuning of the following parameters: \( k_v \) and \( k_i \) that correspond to the gains of the error derivative, the upper and lower limits of the two saturators, and the gains of the PI controllers. In total for each control loop it is necessary to tune 5 variables. The selection of this parameters directly affects the controller’s performance. The correct tuning of these variables generates a stable and robust response. In this paper, the particle swarm optimization (PSO) method is used to calculate these parameters. In this way, PSO allows one to obtain the optimal parameters of the controller, improving the transient response and the error in the steady state [39]. Simulation results of the SMPI controller used to regulate the voltage and the input current of a two-level interleaved boost converter were presented in [40]. The parameters of the controller in [40] were tuned through empirical adjustment, while for this article the tuning of the parameters is done through the w-PSO method. This approach allows us to ensure the reliability and performance of the controller, furthermore it presents an innovation since this method has not been previously used to tune SMPI type controllers applied to converters for photovoltaic systems.

4. w-PSO

This algorithm is used to find the optimal values of the SMPI voltage and current controllers. The search process implements the control scheme given in Figure 1. Each control loop is analyzed separately; in this way, it starts with the current loop applying a reference step and calculating the overshoot \((M_o)\) and the settling time \((t_{ss})\). Once the optimal values of the current controller have been found, a voltage reference step is applied to analyze again the overshoot and the settling time of the voltage controller.

The optimization process is guided by an objective function, which will be minimized during the execution of the algorithm. The purpose of applying PSO in the search of the parameters of the controllers is to obtain a transient response quickly and without oscillations and an error in minimum stable state. The decision variables of the problem correspond to the parameters of each controller \((k, k_i, k_p, \text{lim}_{\text{low}}, \text{lim}_{\text{up}})\). Since there are two controllers, first the algorithm is executed to find the parameters of the current controller, and once calculated the algorithm is executed again to find the parameters of the voltage controller. The objective function is defined by the integral of time multiplied by the absolute value of error (ITAE) [41] and by the integral of the squared error (ISE). ITAE is indicated to reduce the contribution of errors that remain over time, while ISE is indicated to reduce large errors by being insensitive to small errors [42]. For the adjustment of the current controller it is expected that the response has small overshoot and low oscillations, so the ITAE criterion is used to evaluate the response after applying a current reference. In the case of adjustment of the voltage controller in addition to considering the ITAE criterion, the ISE criterion is also considered, since the adjustment of this loop must be stricter because this controller provides the current reference. The ITAE for the current and voltage controllers is calculated using Equations (12) and (13), respectively. The ISE used for the current controller is calculated using (14).

\[
\text{ITAE}_i = \int_0^T t|e_i(t)|\,dt = \int_{t_{\text{step},i}}^{t_{\text{step},i} + t_{0}} (t - t_{\text{step},i})|i_{i,\text{ref}}(t) - i_i(t)|\,dt \tag{12}
\]
where rand([1,0]) represents a random value between 0 and 1.

c
where \( \tau \) processes. Thus, when the inertial weight increases it means that the particles are close, allowing the particle found in previous iterations, according to the global experience (\( G_{best} \)), which is related to the best positions of the group and its actual velocity (\( \bar{W}_{vel}(k) \)). Since they are two controllers, there are two optimization problems, defined in Equations (15) and (16). The problem given in (15) corresponds to the current loop, while (16) to the voltage loop.

\[
\begin{align*}
\text{minimize} & \quad \{ ITAE_i \} \\
\text{subject to} & \quad M_p < 10\% \text{ and } t_{ss} < 15
\end{align*}
\]

\[
\begin{align*}
\text{minimize} & \quad \{ ITAE_v, ISE \} \\
\text{subject to} & \quad M_p < 10\% \text{ and } t_{ss} < 15
\end{align*}
\]

where \( S \) is the search space and \( \bar{W} \) is the vector that includes the parameters of the SMPI controller.

The update of the position of a particle \((j)\) is realized through the sum of the velocity vector with the current position:

\[
W_i^j(k + 1) = W_i^j + \bar{W}_{vel,i}(k + 1)
\]

While the particle velocity update is a linear combination of the current velocity, the best personal experience, and the best global experience:

\[
W_{vel,i}^j(k + 1) = w_{PSO} \cdot W_{vel,i}^j + c_p \cdot \text{rand([1,0])} (W_{best,p,i}^j(k) - W_i^j(k)) + \\
c_g \cdot \text{rand([1,0])} (W_{best,G,i}^j(k) - W_i^j(k))
\]

where \( \text{rand([1,0])} \) represents a random value between 0 and 1. \( c_p \) and \( c_g \) are the acceleration factors that multiply the vectors with the best personal position and the best global position, respectively. Finally, \( w_{PSO} \) is the inertial weight of the particle that determines if the particle continues moving in the same direction.

The PSO used in this work is a double-modified algorithm (-w) and Dynamic Objective Constraint Handling Method (DOCHM). The first variation (w-PSO) consists of dynamically modifying the inertial weight of the particles [31]. This inertial weight is constantly updated through a feedback of the best particle positions. This change allows to alternate between the exploration and research processes. Thus, when the inertial weight increases it means that the particles are close, allowing one to better investigate the search region. In addition, when the inertial weight decreases, the algorithm is exploring a new search region, avoiding convergence in a local optimum. This modified PSO requires that the acceleration coefficients \( c_p \) and \( c_g \) have a constant value of 1.5 and that the following relationship between the sum of them and the inertial weight of the particle is fulfilled:
which allows the optimization of the main objective function, which does not contain constraints. The current inertial weight is expressed as:

\[ w_{PSO}(k) = 0.9 - 0.4 \frac{d(k)}{\max\{d(k)\}_{1 \leq k \leq k_{\text{max}}}} \]  

where \( k_{\text{max}} \) is the maximum number of steps and \( d(k) \) is the maximum standard deviation between the vectors of the best personal positions. \( d(k) \) also serves to indicate the progress of the process.

\[ d(k) = \max\left(\{\text{std}(W_{best,P,j}^{k})\}_{1 \leq j \leq P_{0}}\right)_{1 \leq i \leq 4} \]  

The second modification of the PSO consists of eliminating the constraints of the algorithm through the inclusion of another objective function. This technique is known as DOCHM, and divides the problem of optimization with constraints into two objective functions without constraints [43]. The use of multi-objective methods allows providing an adequate balance between exploration and research [44]. In a problem of optimization of a single objective with constraints, the objective function is evaluated, and if it is outside a feasible area the algorithm should start the search again with a point that could be far from a possible solution. On the other hand, in a bi-objective problem a secondary function indicates the distance to which the particle of a feasible region is located, improving the search process.

The traditional method to solve stochastic optimization problems is to convert uncertain problems into deterministic problems. Applied to the solution of problems with constraints, this method is based on converting problems with constraint into problems without constraint. There are several strategies proposed in the literature that solve problems with restrictions, among which are Neural Networks [45], Genetic Algorithms, and Differential Evolution [46]. These methods add difficulty to the solution of the objective function. On the other hand, the Dynamic-objective method used in this article allows us to effectively remove the constraints without increasing the complexity of the objective functions used.

In the DOCHM method the main objective function is maintained, while a secondary function is defined using the constraints of the original problem. The main objective functions for the current and voltage loop are given in expressions (21) and (22), respectively, where \( f_{i}(W) \) corresponds to the objective function of the current control loop and \( f_{v}(W) \) to the objective function of the voltage control loop. The auxiliary functions are given by expressions (23) and (24), where \( \phi_{i} \) corresponds to the auxiliary function for the current loop and \( \phi_{v} \) the auxiliary function for the voltage loop. \( \phi(W) \) indicates the distance of a particle in the favorable region of the original problem. Thus, if \( \phi > 0 \) this indicates that at least one constraint is active and that it is necessary to optimize again this objective function, on the other hand, if \( \phi = 0 \) this indicates that the particle is within the favorable region, which allows the optimization of the main objective function, which does not contain constraints. Every time \( \phi = 0 \), the optimized objective function returns to the main objective function, making the objective function dynamic or bi-objective.

\[ f_{i}(W) = \max\{\text{ITAE}_{i}\} \]  

\[ f_{v}(W) = \max\{\text{ITE}_{a} + \text{ISE}\} \]  

\[ \phi_{i}(W) = \max(0, M_{p} - 10) + \max(0, t_{ss} - 15) \]  

\[ \phi_{v}(W) = \max(0, M_{p} - 10) + \max(0, t_{ss} - 15) \]  

A flowchart of the PSO algorithm modified with the two techniques discussed above is presented in Figure 3. The algorithm begins by defining the parameters of the PSO, as the size of the population and the number of iterations desired. The initial positions and velocities of the particles are conveniently initiated. Then, the reference step is applied to verify if the restrictions of \( M_{p} \) and \( t_{ss} \) are being violated, in addition, the objective function (\( f_{i} \) or \( f_{v} \)) is also calculated from the performance
criteria. Once the objective function has been calculated, the first iteration of the algorithm begins and it is verified if the best positions of the particles are close. If the particles are close, the inertial weight increases, while if they are separated, the inertial weight will be reduced. This step is carried out so that the problem converges faster and to find true answers, that is, optimal global and not optimal local. Then, it is verified if the particles are within a feasible space. If the particles are within this feasible space, that is, no restriction is active, the main objective function is minimized. On the other hand, if the particles are not in the feasible region or a restriction is being violated, the algorithm minimizes the secondary objective function. This step is related to the second modification of the algorithm (-DOCHM). Finally, the positions and velocities of the particles are updated based on the best positions of the main objective function, in the case that no restriction is active, or in the best position of the secondary objective function if any restriction is active. The previous process continues repeating until completing the number of iterations initiated at the beginning of the algorithm.

![Flowchart of the Particle Swarm Optimization (PSO) algorithm modified.](image-url)
Figure 4 shows the behavior of the inertial weight during 100 iterations. Figure 4a shows the evolution of the inertial weight for the current controller, while Figure 4b shows the evolution of the inertial weight for the voltage controller. As expected, the inertial weight for the two controllers is within the range [0.5–0.9], converging in the two situations for a value of 0.7. The increase of the inertial weight during the evolution of the iterations is due to the convergence of the particles in a feasible region.

![Figure 4. Evolution of inertial weight](image)

Figure 5 presents the evolution of the objective function during 100 iterations. Figure 5a shows the evolution of the function $f_i$, defined above, which corresponds to the objective function of the current controller, while Figure 5b shows the evolution of the function $f_v$, which represents the evolution of the objective function of the voltage controller. Since the objective of the PSO is to minimize the objective function, in the two mentioned figures it is observed how the value of the objective function decreases as the iterations increase, showing the effectiveness of the w-DOCHM methodology used.

![Figure 5. Evolution of the objective function.](image)

For both control loops, the parameters of the selected controller took into account the minimum value of the objective function, i.e., through an analysis of Figure 5. However, in [47] a procedure to represent graphically the best solutions of a problem of two criteria is presented. The procedure consists in generating a Pareto front based on the use of high dimension data visualization and analysis techniques and allows us to select with confidence the solution that best fits the problem.

5. Results Using Solar Kit

In order to validate the proposed sliding mode plus PI (SMPI) controller, the Texas instruments Solar Explorer kit (TMDSSOLAR (P/C) EXPKIT) [48] was employed to this task. It is composed of a buck-boost converter, a boost converter, and a full bridge single phase inverter feeding a load of 50 W at the output. The buck-boost converter together with a light sensor are used to emulate voltage versus current curves of a photovoltaic module. On the other hand, the boost converter is used to implement the MPPT so that one allows the control of the input voltage and current of the converter.
The single phase inverter controls the output voltage of the boost converter and feeds the resistive load. In Figure 6 the experimental bench is presented. The code composer studio software is used to program the proposed controller.

Figure 6. Experimental bench.

In this work the performance of the SMPI controller applied to a boost converter in a photovoltaic system is analyzed, for this reason, the AC conversion stage is simplified as a DC source of 30 V in the output of the boost converter. The solar kit can be configured to test each stage of conversion separately from the other which allows checking the control of the current and voltage of the boost converter independently.

The switching frequency of the boost converter is 100 kHz, the value of the inductor is 100 µH, the input capacitor has a value of 680.2 µF, and the output capacitor is 0.1 µF. On the other hand, the operating points of the emulator are given in Table 1, where the maximum operating power is 36 W.

The parameters of the current and voltage controllers are calculated using the w-PSO algorithm described in the previous section. The values for the current controller are: $k_i = 1.0683 \times 10^{-6}$, $k_{pc} = 0.2019$, $k_{ic} = 498.194$, $\text{Lim}_{\text{up}} = 0.07274$, $\text{Lim}_{\text{low}} = -0.09519$, and the values for the voltage controller are: $k_v = 1.2257 \times 10^{-6}$, $k_{pv} = 7$, $k_{iv} = 1129$, $\text{Lim}_{\text{up}} = 0.84739$, $\text{Lim}_{\text{low}} = -1.09229$.

<table>
<thead>
<tr>
<th>Irradiance</th>
<th>$P_{\text{mpp}}$</th>
<th>$V_{\text{mpp}}$</th>
<th>$I_{\text{mpp}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000 W/m²</td>
<td>36.02 W</td>
<td>18.46 V</td>
<td>1.951 A</td>
</tr>
<tr>
<td>900 W/m²</td>
<td>32.42 W</td>
<td>16.42 V</td>
<td>1.974 A</td>
</tr>
<tr>
<td>800 W/m²</td>
<td>28.82 W</td>
<td>14.68 V</td>
<td>1.963 A</td>
</tr>
<tr>
<td>700 W/m²</td>
<td>25.22 W</td>
<td>12.77 V</td>
<td>1.974 A</td>
</tr>
<tr>
<td>600 W/m²</td>
<td>21.61 W</td>
<td>10.98 V</td>
<td>1.968 A</td>
</tr>
<tr>
<td>500 W/m²</td>
<td>18.01 W</td>
<td>9.093 V</td>
<td>1.981 A</td>
</tr>
<tr>
<td>400 W/m²</td>
<td>14.41 W</td>
<td>7.363 V</td>
<td>1.957 A</td>
</tr>
<tr>
<td>300 W/m²</td>
<td>10.81 W</td>
<td>5.473 V</td>
<td>1.975 A</td>
</tr>
<tr>
<td>200 W/m²</td>
<td>7.205 W</td>
<td>3.67 V</td>
<td>1.963 A</td>
</tr>
</tbody>
</table>

5.1. Current Control

The first test consists in verifying the control of the current by using the SMPI controller. In this case, the step test of the reference current varies from 1.3 A to 2.2 A. Figure 7 depicts the performance of the proposal in which the settling time is about 200 µs without overshoot. In addition to the current, the figure also shows the output voltage of the converter that is maintained at a value of 30 V.
Figure 7. Response of the sliding mode plus proportional-integral (SMPI) for a current step test.

Figure 8 shows a square reference profile from 1.3 A to 2.3 A to verify the current response of the SMPI controller. It can be observed that the controller proposed reaches the current references and the output voltage is kept constant at 30 V.

5.2. Voltage Control

Once the current controller is verified, the next step is to test the voltage control. For this test, a square voltage profile of reference that starts at 13 V, decreases to 9.2 V, then increases to 11.1 V and ends at 13 V again was implemented. The performance of the proposal is depicted in Figure 9. It can be noticed that the proposed SMPI reaches the voltage references without steady state error.
A step voltage test in which the voltage varies from 7.4 V to 11.1 V is depicted in Figure 10. It can be noticed the satisfactory performance of the proposal due to the measured voltage stabilizes in 8 ms, without overshoot and oscillations in steady state.

5.3. Comparison Performance Tests

One way to check the performance of the proposed controller is to compare its response with another type of controller, such as a linear controller. To project linear controllers it is necessary to calculate the transfer function of the plant at a specific point of operation and use some classic control technique as a response in frequency. Within this category are the PI, PID, and lead-leg. Therefore, in this work a two-pole two-zero controller (2p2z) [49], which corresponds to a lead-leag controller, was projected using the procedure described in [10]. The design criteria of the 2p2z controller are: crossover frequency is 10 kHz and the phase margin is 70 degrees for current loop, and crossover frequency is 1500 Hz and the phase margin is 90 degrees for voltage loop.

The response for a current step test by using the proposed SMPI controller and the 2p2z controller are presented in Figure 11. It is noticed that both controllers have the same settling time about 0.2 ms and the SMPI has no overshoot.
Figure 11. Comparison of the SMPI and 2p2z controllers for a current step test.

On the other hand, the test for a voltage step by using the 2p2z controller and the proposed SMPI controller are presented in Figure 12. The superior performance of the proposal can be seen due to the response using the 2p2z controller has an overshoot of 5%, while the response using sliding modes is 0.36%. In addition, the settling time for the 2p2z controller is greater than the settling time for sliding modes being 20 ms and 16 ms, respectively.

Figure 12. Comparison of the SMPI and two-pole two-zero controller (2p2z) controllers for a voltage step test.

Once the control loops have been verified, the next test consists in analyzing the performance of the controllers in the presence of a stepped irradiation profile. As shown in Figure 13, the solar irradiation level starts from 200 W/m$^2$, then increases to 300 W/m$^2$, and continues increasing in steps of 100 W/m$^2$ to reach 800 W/m$^2$. To calculate the value of the reference voltage, the MPPT algorithm incremental conductance is used [50]. The results obtained show that the $V_{PV}$ perfectly tracks the $V_{MPPT}$ reference given by the MPPT. In addition, at each irradiance level, the voltage $V_{MPPT}$ specified in Table 1 is obtained. The $I_L$ current also perfectly tracks the reference $I_{ref}$. Likewise, the output voltage $V_{out}$ is 30 V at all times.

Figure 13. Irradiation levels and MPPT control.
6. Conclusions

This paper presents a new controller to regulate the voltage and current of a boost converter in a photovoltaic system. In spite of belonging to the non-linear controllers group, the proposed controller is simple and only requires the adjustment of few parameters. This controller is also characterized by operating with constant switching frequency and by using pulse width modulation to calculate the control pulses of the converter switch, which eliminates the problem related to the losses due to high switching frequencies. The proposed controller also allows one to improve the response, obtaining lower overshoot and settling time when compared to the response of a linear lead-leg controller.

The parameters of the proposed controller are calculated using the modified w-PSO algorithm. The adjustment in the calculation of the inertial weight and the use of a secondary objective function allow us to improve the search of the PSO and find an optimal solution quickly and reliably. Results confirm the improvement in the performance of the proposed controller.
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Abbreviations

The following abbreviations are used in this manuscript:

- MPPT: Maximum Power Point Tracker
- PI: Proportional-Integral Controller
- 2p2z: Two-pole two-zero controller
- SMPI: Sliding Mode plus PI Controller
- PSO: Particle Swarm Optimization
- ISE: Integral of the Squared Error
- ITAE: Integral of Time multiplied by the Absolute value of Error
- DOCHM: Dynamic Objective Constraint Handling Method
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