Abstract: Health monitoring of wind turbine gearboxes has gained considerable attention as wind turbines become larger in size and move to more inaccessible locations. To improve the reliability, extend the lifetime of the turbines, and reduce the operation and maintenance cost caused by the gearbox faults, data-driven condition monitoring techniques have been widely investigated, where various sensor monitoring data (such as power, temperature, and pressure, etc.) have been modeled and analyzed. However, wind turbines often work in complex and dynamic operating conditions, such as variable speeds and loads, thus the traditional static monitoring method relying on a certain fixed threshold will lead to unsatisfactory monitoring performance, typically high false alarms and missed detections. To address this issue, this paper proposes a reliable monitoring model for wind turbine gearboxes based on echo state network (ESN) modeling and the dynamic threshold scheme, with a focus on supervisory control and data acquisition (SCADA) vibration data. The aim of the proposed approach is to build the turbine normal behavior model only using normal SCADA vibration data, and then to analyze the unseen SCADA vibration data to detect potential faults based on the model residual evaluation and the dynamic threshold setting. To better capture temporal information inherent in monitored sensor data, the echo state network (ESN) is used to model the complex vibration data due to its simple and fast training ability and powerful learning capability. Additionally, a dynamic threshold monitoring scheme with a sliding window technique is designed to determine dynamic control limits to address the issue of the low detection accuracy and poor adaptability caused by the traditional static monitoring methods. The effectiveness of the proposed monitoring method is verified using the collected SCADA vibration data from a wind farm located at Inner Mongolia in China. The results demonstrated that the proposed method can achieve improved detection accuracy and reliability compared with the traditional static threshold monitoring method.
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1. Introduction

With the gradual depletion of petrochemical energy, wind energy as a kind of renewable energy with huge resource potential has attracted worldwide attention. However, most wind turbines are located in remote areas and usually operating in harsh environments, thus causing frequent faults, and even shutdowns in serious cases [1]. As a result, unexpected failures and shutdowns will lead to a significant increase in the operation and maintenance costs of wind turbines. To deal with such issues, condition monitoring and fault diagnosis of wind turbines have gained considerable interest [2,3] due
to their benefits from improving the availability and reducing the operation and maintenance costs of wind turbines. Typically, a wind turbine is a complex electromechanical system consisting of various subsystems and components, such as gearbox, generator, main shaft, and bearing, etc. [4]. The gearbox, as a core component of the wind turbine, is responsible for transferring mechanical energy to the generator and then increasing its speed to the requirement of power generation. Due to constantly changing operating condition with variable load and excessive temperature differentials, the gearbox failure has become the main source of the total failures of wind turbines [5]. Therefore, it is desirable to develop effective and reliable health monitoring methods to detect early potential faults timely and reliably, thus helping avoid secondary damages and even catastrophic accidents.

In recent years, numerous techniques have been widely used for condition monitoring of wind turbine gearboxes [6], which can be mainly classified as vibration analysis [7–9], oil analysis [10], acoustic emission monitoring [11,12], electrical signal analysis [13], and others. However, not all wind turbines are equipped with corresponding sensors or data acquisition equipment, and the additional installation of these devices actually increases the investment costs. Practically, modern large-scale wind turbines have been equipped with a Supervisory Control and Data Acquisition (SCADA) system to record and collect the operation data and status data. Typically, these data include meteorological conditions (e.g., wind speed, wind direction), bearing temperatures, pressures, and power and electrical measurements [14], which contain rich information concerning the health of the wind turbine and its key components or subsystems. Consequently, condition monitoring based on SCADA data has proven to be an available and valuable approach [15]. Up to now, numerous methods for early fault detection of wind turbine gearboxes using SCADA data have been studied extensively, including nonlinear state estimation technique [16], auto-associative kernel regression [17], neural networks [18–20], support vector machines [21,22], and recently emerged deep neural networks [23,24]. The above methods and studies have made great progress in health monitoring and fault detection of wind turbines, and they mainly focus on modeling and analysis of several typical parameters in SCADA data, including power, temperature and pressure. In contrast to most existing works, this paper focuses on monitoring gearbox using SCADA vibration data for early fault detection. Monitoring gearbox vibrations of a wind turbine is helpful to prevent material fatigue, reduce component failures and even extend the life-cycle of some components.

Naturally, SCADA vibration data are time series presenting temporal dynamics and have nonlinear characteristics due to the interaction and dependency between different subsystems or components. To deal with such complex vibration data, the neural networks algorithm could provide an effective solution. Echo state network (ESN) is a new type of textcolorred recurrent neural networks (RNNs) proposed by Jaeger in 2001 [25], which presents a distinguishable simple learning procedure. The unique feature of the ESN algorithm is that it takes full advantage of the dynamic reservoir composed of many randomly sparsely connected neurons to represent inputs in a high dimensional and nonlinear manner and needs only one-step linear training for readouts [25]. Compared with the traditional neural network algorithms, ESN has powerful stability, efficient training performance and even can overcome the problems of memory fading and easy to fall into the local minimum. In recent years, ESN has been successfully applied to chaotic system prediction [26], electricity energy consumption prediction [27], wind speed and power forecasting [28,29], and power quality improvement [30]. Inspired by its powerful properties in dynamic modeling and prediction, this paper attempts to apply ESN to model and predict gearbox vibration for condition monitoring and fault detection purpose of wind turbine gearboxes.

The aim of this paper is to develop a reliable health monitoring model for wind turbine gearboxes using SCADA vibration data. It is well recognized in previous studies that wind turbines usually operate in the dynamic operating conditions driven by the external wind speed variations [31,32]. It has been proven that such highly dynamic operating conditions of a wind turbine pose a great challenge to traditional condition monitoring methods based on a meaningful and actionable threshold for when maintenance activities should be optimally performed [31]. In practical engineering applications,
most health monitoring systems for wind turbines mainly used a static or constant threshold [33,34]. Specifically, if a threshold is set too high, it will lead to many missed detections; otherwise, if it is set too low, it will result in relatively high false alarms. Therefore, an appropriate scheme is desired to dynamically update the threshold selection based on the variations in the values of the monitored data to give better performance [35,36]. To this end, this paper proposes a dynamic threshold monitoring scheme with a sliding window technique to generate dynamic threshold control limits. In summary, the main contributions of this paper are as follows.

1. A vibration normal behavior model is built based on the ESN algorithm to capture the nonlinear correlations and temporal dynamics between the inputs and outputs, which can well describe the vibration normal behavior of wind turbine gearboxes. To our best knowledge, this is the first application of the ESN in the field of wind turbine health monitoring and fault detection.

2. A dynamic threshold monitoring scheme with the sliding window technique is designed to update the residual monitoring threshold in real time, and then an anomaly ratio indicator is defined to further reduce the false alarms.

3. SCADA vibration data from a wind turbine gearbox in a real wind farm is used to evaluate the performance of the proposed method. Compared with the traditional static threshold monitoring method, the proposed method achieved more reliable monitoring performance with no or fewer false alarms.

The rest of this paper is organized as follows. Section 2 briefly introduces the wind turbine gearbox monitoring and describes the corresponding SCADA vibration data. Section 3 gives the proposed vibration-based health monitoring framework for wind turbine gearbox in detail. Model validation and comparative analysis are carried out in Section 4. Conclusions are drawn in Section 5.

2. Wind Turbine Gearbox Monitoring and SCADA Vibration Data Description

A typical gear-driven wind turbine consists of multiple components, including blades, main bearing, gearbox, generator, converter, transformer and others, as shown in Figure 1a. The gearbox has been considered as a critical component which is a major cause of failures and results in a large amount of downtime [37]. Therefore, it is of great significance to effectively monitor the gearbox operating states to ensure the safe and reliable operation of the turbine. The SCADA system mainly monitors the gearbox from the following three aspects: temperature, pressure and vibration [5]. However, both temperature and pressure are inertia variables, which are easily affected by their inherent inertia, and as a result, the alarm cannot be performed quickly when a gearbox anomaly or fault occurs. Until when the specified alarm value is reached through the accumulation of time, the alarm command will be issued. Whereas the vibration signal can reflect in real time the instantaneous characteristics related to the operation status of the gearbox. If a fault occurs, vibration signals will present some changes quickly. Therefore, compared with the temperature and pressure monitoring variables, the vibration signals are preferred for gearbox condition monitoring. This study focuses on the development of SCADA vibration-based health monitoring system for wind turbine gearboxes.

The SCADA data used in this study is from wind turbines located in Inner Mongolia, in China. All wind turbines are variable speed constant frequency with the rated power of 1.5 MW, which are equipped with standard SCADA systems to collect and record the operational status information of the subsystems and components, including wind speed, active power, gearbox oil temperature, tower vibration, gearbox vibration and the other continuous parameters. At the same time, discrete information such as startup, shutdown and fault information, etc., are also recorded. The sampling interval of the SCADA data was 30 s. As shown Figure 1b,c, a two-channel vibration analyzer (Type: WP4084) is fitted to the gearbox to measure vibration data from two directions, where we denote Channel 1 as the X-direction representing the horizontal direction, and Channel 2 as the Y-direction representing the vertical direction. All measured vibration data will be sent to the SCADA system.
Figure 2a,b shows the historical gearbox vibration data from X-direction and Y-direction, respectively during the period of 1–31 December 2013, which contains a total number of 117,530 data records.

![Typical structure of a gear-driven wind turbine](image)

**Figure 1.** Wind turbine gearbox vibration monitoring with SCADA systems.

![Wind turbine gearbox vibration signals](image)

**Figure 2.** Wind turbine gearbox vibration signals from (a) X direction (b) Y direction.

3. Proposed Health Monitoring Framework for Wind Turbine Gearboxes

3.1. Overview of the Proposed Framework

The proposed health monitoring method for wind turbine gearboxes based on SCADA vibration data mainly consists of two phases: offline modeling and online monitoring, as shown in Figure 3.
The key part of this framework is to build a vibration normal behavior model to capture the nonlinear and temporal dynamics of vibration data. To this end, the ESN algorithm is adopted in this paper. A typical advantage of the proposed framework is only requiring normal vibration data collected from historical SCADA data, which can be easily implemented in practical applications where faulty data is difficult and even impossible to obtain. The main idea behind this framework is based on the evaluation of the residuals between the actual measured values and the model predicted values from the well trained normal behavior model. The changes of the residual will give an indication of possible anomaly or faults. Usually, normal test samples will produce a low residual since they can well satisfy the learned vibration normal behavior model; whereas the faulty samples will produce a high residual and therefore be identified as faults. Notably, different from those traditional residual-based fault detection approaches relying on a predefined static threshold, in our proposed framework, a dynamic threshold monitoring scheme is further designed to improve the reliability of fault detection results. Herein, the detailed procedures of each phase in the proposed framework can be summarized as follows.

1. **Offline modeling phase**: Normal vibration data are first selected from historical SCADA data for normal behavior modeling. To eliminate the effect of noise on prediction performance, some necessary processing steps, including data smoothing will be adopted. Then, the preprocessed data are reconstructed to determine the input and output variables required for modeling. Then, the ESN algorithm is used to capture the normal vibration behaviors of the gearbox. Finally, in order to detect the abnormal behavior of the gearbox effectively, an abnormal ratio indicator is calculated based on residuals and then an alarm threshold $\eta_s$ is determined for subsequent fault detection and warning.

2. **Online monitoring phase**: The online monitored vibration data is first preprocessed using the same preprocessing steps described in the offline modeling phase, and then input to the well trained ESN-based normal behavior model to produce the predicted outputs and the corresponding residuals. Next, the residuals are analyzed step by step using the sliding window technique to dynamically update the threshold. Furthermore, an abnormal ratio indicator within a certain time period is calculated for fault detection. If the abnormal ratio exceeds the predefined alarm threshold $\eta_s$, a failure warning signal will be issued.

![Flowchart of the proposed gearbox vibration monitoring framework.](image-url)

3.2. **Vibration Normal Behavior Modeling with ESN**

In nature, wind turbine gearbox vibration data are time series containing strong temporal dynamics. To this end, ESN is adopted to model vibration data. ESN is a novel recurrent neural
network, typically consisting of an input layer, a dynamic reservoir, and an output layer [26], as shown in Figure 4. The dynamic reservoir is the core of the ESN and is located between the input layer and the output layer, which consists of a large number of sparsely connected neurons and has strong nonlinear mapping capabilities. Each layer is connected by input connection weights and output connection weights.

An ESN network with $K$ input neurons, $M$ dynamic reservoir neurons, and $L$ output neurons is shown in Figure 4. Assume that the input, the dynamic reservoir and the output vectors are $u(n), x(n)$ and $y(n)$ respectively, where $u(n) = [u_1(n), u_2(n), \cdots, u_K(n)]^T$, $x(n) = [x_1(n), x_2(n), \cdots, x_M(n)]^T$ and $y(n) = [y_1(n), y_2(n), \cdots, y_L(n)]^T$. Then the state equation and the output equation of the ESN network are expressed as

$$x(n + 1) = f(Wx(n) + W^{in}u(n) + W^{back}y(n))$$

$$y(n + 1) = f_{out}(W^{out}[x(n + 1); u(n + 1)])$$

where $f = [f_1, f_2, \cdots, f_N]$ and $f_{out} = [f_{out}^1, f_{out}^2, \cdots, f_{out}^L]$ represent the activation functions of neurons in the dynamic reservoir and the output layer, respectively. $W^{in} \in \mathbb{R}^{M \times K}$, $W \in \mathbb{R}^{M \times M}$, $W^{back} \in \mathbb{R}^{M \times L}$, and $W^{out} \in \mathbb{R}^{L \times K + M + L}$ denote the connection weight matrices from the input layer to the internal reservoir, from the output layer to the reservoir and from the reservoir to the output layer, respectively. It is worth noting that the connection weight matrices $W^{in}$, $W$, and $W^{back}$ are randomly initialized and remain unchanged during the training process, while $W^{out}$ is the only parameter that needs to be trained and optimized.

In the training process of the ESN, the internal reservoir is driven by input and output samples to realize the short-term memory of relevant information. After the training, the connection weight matrix $W^{out}$ from the reservoir to the output layer is determined through the linear regression. To eliminate the influence of random initialization on the state of the reservoir, let $S_0$ be the starting time for collecting the state of the reservoir, then the reservoir state vector can be denoted as $M = [m(S_0), m(S_0 + 1), \cdots, m(S)] \in \mathbb{R}^{(S - S_0 + 1) \times (K + N + L)}$, where $m(n) = [m_1(n), m_2(n), \cdots, m_{K + M + L}(n)]^T$. Meanwhile, the output signal of the inverse output activation function at the corresponding time is collected to form an output state matrix, which can be expressed as $Y = [(f^{out})^{-1}y(S_0), (f^{out})^{-1}y(S_0 + 1), \cdots, (f^{out})^{-1}y(S_0 + \Delta T)]$. Figure 4. ESN architecture.
1), · · · , (f_{out}^{-1}y(S)) \in R^{(S-S_0+1)\times L}. The least square method is used to compute the output weight matrix $W_{out}$, which can be described as
\[
W_{out} = (M^T M)^{-1} M^T Y \quad (3)
\]
That is
\[
W_{out} = (M^{-1} Y)^T \quad (4)
\]
From the above description, it can be concluded that ESN has two major advantages for dynamic system/signal modeling. One is its high nonlinear modeling capability due to the adoption of the dynamic reservoir with a complex structure, and the other one is its fast and easy training procedure since only the output layer of the ESN is optimized by a linear regression, resulting in a time reduced training phase. These unique features of the ESN motivate us to model and analyze the vibration data using the ESN algorithm. ESN can provide an efficient solution for health monitoring model building thanks to its powerful ability of dynamic modeling and efficient training procedure.

In this study, the ESN model is designed to build a vibration normal behavior model using the historical normal vibration data, which can learn and capture the nonlinear dynamics of gearbox vibration from the measured vibration data. The model is trained offline. After training, the weights of ESN are fixed and tested. Then the trained ESN-based vibration normal behavior model is used to predict the vibration signal in real time in the subsequent online monitoring phase. As a result, the ESN will predict normal data accurately while faulty samples will produce a high residual, which will be discussed in detail in Section 4.

### 3.3. Dynamic Threshold Monitoring Scheme

Through the vibration normal behavior model trained offline, the residuals can be calculated as the difference between the model predicted values and the actual measured values. The residuals can reflect vibration signal change and trend during the operation of the wind turbine gearbox and can describe the overall behavior of the monitored gearbox. In previous studies, residuals-based methods have been widely used to identify possible faults of wind turbine components from the residual deviations from the normal behavior model [33,34]. These studies adopted the static threshold monitoring scheme, where the abnormal or fault patterns will be detected if the residual value exceeds a predefined constant threshold. However, it is well-known that wind turbines are usually in the complex and harsh operating environments, and thus the gearbox is subjected to the variable operating conditions caused by the random changes of the external wind speed or loads. As a result, the values of vibration data from SCADA system change with wide ranges in varying operational conditions.

Figure 5 shows an example of the measured vibration data and the calculated residuals along with the wind speed and generated power in the period from 1 December 2013 to 5 December 2013. It can be seen that the vibration residuals present different values at different wind speeds; the residual values at high wind speeds are larger than that at low wind speeds. Therefore, the residual is non-stationary caused by the changes of the external operating conditions even when the wind turbine runs normally, and a deterioration condition of the gearbox cannot be detected adequately through residual analysis with a static threshold. The traditional static threshold evaluation criteria keep unchanged in the process of monitoring the gearbox operating states, resulting in frequent false alarms. While the dynamic threshold can adjust the fault control limits adaptively according to the changes of the gearbox vibration. In our study, the sliding window is used in a dynamic monitoring way to adjust the threshold by using a fixed length of samples. With the monitoring time goes by, the locations of samples involving threshold adjustment also keep moving. This method is adopted to achieve the real-time dynamic update of the monitoring threshold, and its principle is shown in Figure 6, where $N$ is the length of each sliding window, and $N - k$ is the number of overlapping samples of two adjacent sliding windows. In addition, $k$ is the number of samples corresponding to the threshold update, that is, for every $k$ samples monitored, the window slides and the threshold is updated accordingly.
The proposed dynamic threshold monitoring scheme is simple and easy to implement in real time and online.

Figure 5. An example of gearbox vibration and its residuals along with the corresponding operational parameters, wind speed and generated power.

Figure 6. An illustration of the sliding window used for dynamic monitoring.

Meanwhile, in order to be able to detect the abnormal variations of the gearbox effectively, it is necessary to determine the abnormal detection thresholds. For a sliding window with a width of $N$, the prediction residual sequence of the gearbox vibration from the ESN model is denoted as

$$ e = [e_1, e_2, \cdots, e_N] $$

Then, the mean value $\mu$ and the standard deviation $\sigma$ for the $N$ consecutive residual values in the window can be calculated as follows

$$ \mu = \frac{1}{N} \sum_{i=1}^{N} e_i $$

$$ \sigma = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (e_i - \mu)^2} $$
In this paper, to derive the anomaly detection thresholds of this window, the Chebyshev inequality [38] is used, which is expressed as

\[ p(|x - \mu| \geq m\sigma) \leq \frac{1}{m^2} \]  \hspace{1cm} (8)

where \( m \) is the threshold tolerance and is set to be 3 here. For a given confidence level \( \frac{1}{m^2} \), the control limits can be denoted as \([\mu - m\sigma, \mu + m\sigma]\). The expression in (8) means that the probability of \( x \not\in [\mu - m\sigma, \mu + m\sigma] \) is less than \( \frac{1}{m^2} \). Similarly, the alarm thresholds of each sliding window can be calculated.

Due to the complex and variable operating environments of the wind turbine, the residuals will contain much noise and other disturbances [33]. If abnormal detection is simply performed in a point-to-point way under the dynamic thresholds, frequent alarms will be produced and result in unreliable detection results and even the wrong maintenance activities. To reduce the effects of noise and improve the reliability of detections, in this study, an abnormal ratio over a fixed length window of \( k \) is defined as an indicator to describe the possibility of the fault occurrence, which refers to the percentage of the number \( Q_a \) of data points identified as abnormal to the total number \( Q \) of data points within a time interval, which is expressed as

\[ \eta = \frac{Q_a}{Q} \]  \hspace{1cm} (9)

If the abnormal ratio during this period exceeds a predefined threshold value, a fault alarm signal will be triggered to notify the operator to pay attention to the operating states of the gearbox at any time and take corresponding measures.

4. Case Study

In this section, SCADA vibration data described in Section 2 are used to evaluate the performance of the proposed health monitoring framework for wind turbine gearboxes. Specifically, SCADA vibration data from the X-direction as shown in Figure 2a are used in this study. The data are partitioned into three datasets for training, validation and testing, respectively. The training set contains 18,955 data points collected from 00:00:08 on 1 December 2013 to 23:59:40 on 5 December 2013. The validation set contains 15,165 data points acquired from 00:00:10 on 6 December 2013 to 23:59:43 on 9 December 2013. By checking the operation status logs and the maintenance documents of the turbine during the two time periods, there are no fault alarm records and maintenance activities, and it suggests that the turbine operated in normal conditions. Both the training set and the validation set will be used for training and validation of the normal behavior model of the gearbox vibrations, respectively. For the testing set, there are 18,957 data points measured in the period between 00:00:24 on 25 December 2013 and 23:59:55 on 29 December 2013. According to the status logs of the SCADA system, two alarms were reported in December 2013, which will be discussed in the following subsections for further model testing. The description of three datasets is summarized as in Table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Start Time Stamp</th>
<th>End Time Stamp</th>
<th>Number of Data Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>1 December 2013 00:00:08</td>
<td>5 December 2013 23:59:40</td>
<td>18,955</td>
</tr>
<tr>
<td>Validation</td>
<td>6 December 2013 00:00:10</td>
<td>9 December 2013 23:59:43</td>
<td>15,165</td>
</tr>
<tr>
<td>Testing</td>
<td>25 December 2013 00:00:24</td>
<td>29 December 2013 23:59:55</td>
<td>18,957</td>
</tr>
</tbody>
</table>

4.1. Model Development and Validation

As described in Section 3, normal behavior model for the wind turbine gearbox vibration in our proposed framework is trained only by using normal vibration data without the need for the faulty
data. However, it should be noted that in order to ensure the effectiveness and generalization of the built ESN-based vibration normal behavior model, enough normal vibration data are necessary to cover the normal working space of the underlying wind turbine. It is well known that a wind turbine principally operates in different zones depending on the external wind speed [39]. The boundary limits of these zones are marked by the cut-in wind speed \( V_{\text{cut-in}} \), the rated wind speed \( V_{\text{rated}} \), and the cut-out wind speed \( V_{\text{cut-out}} \), as shown in Figure 7. It is still worth noting that we should collect much more data to contain different combinations of normal operations, thus covering a complete regime of wind turbines to train a more accurate health monitoring model with better generalization ability and improved performance. However, much more data will in turn increase the computational burden of the model training, and further will lead to a higher cost of the health monitoring system development. Therefore, for practical applications, in order to comprehensively consider the computational efficiency and the reliability and precision of the model, it is suggested to choose a reasonable amount of available normal vibration data covering a complete normal operational regime of wind turbines as shown in Figure 7. Figure 8 gives the power curve for the training set used in this study from a health wind turbine. For the turbine selected, the cut-in, rated and cut-out wind speeds are 3.5 m/s, 12 m/s, and 25 m/s, respectively. From Figure 8, it can be seen that the training dataset mainly cover the three operational zones bounded with the wind speed of about 16 m/s as shown in Figure 7 due to the limited available data in hand. Notice that all three datasets listed in Table 1 used in our case study contains the same operation region. When much more data covering all four operational zones are available, a more general health monitoring model can be trained.

![Figure 7. Operational zones of a wind turbine depending on the wind speed [39].](image1)

![Figure 8. Power curve of the training set.](image2)

In this section, the training set is used to train the health monitoring model of the gearbox vibration with the ESN algorithm. However, prior to establishing the health monitoring model, the selected data needs to be preprocessed due to the detrimental effects on model performance of noise and high-frequency excitations [40]. First, the training set is smoothed with a 5-point moving average
filter, and then the preprocessed data are used for the ESN-based vibration normal behavior model development. The ESN uses the vibration signal at the previous time instant to predict the vibration at the current time instant. Herein, the training set is reconstructed to form the inputs $v(t - 1)$ and the outputs $v(t)$ of the ESN model. The dynamic reservoir as the core of the ESN algorithm, its state greatly affected the performance of the model. Thus, it is necessary to select the appropriate key parameters of the dynamic reservoir to improve the prediction performance. In this paper, the parameters of the reservoir are experimentally determined, and the final parameters are listed in Table 2.

<table>
<thead>
<tr>
<th>Reservoir Scale</th>
<th>Spectral Radius</th>
<th>Sparse Degree</th>
<th>Inputting Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>$300 \times 300$</td>
<td>0.9</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

In previous studies, neural networks (NN) algorithms have been widely employed for modeling the normal behavior of turbine components using the monitored sensor variables (e.g., temperature or pressure) [19,23,41]. In this study, the nonlinear autoregressive neural network (NAR-NN) used in [19] is employed for comparison with ESN. Similar to ESN, the NAR-NN model also used the vibration signal at the previous time instant $t - 1$ to predict the vibration at the current time instant $t$. The number of neurons in the input layer and the output layer is 1. The number of neurons in the hidden layer is experimentally determined as 100. The Levenberg–Marquardt back-propagation (LM) training algorithm is used for training the NAR-NN. The vibration prediction results for the training set using the ESN and the NAR-NN are shown in Figures 9 and 10, respectively. Results show that both methods are able to correctly predict the normal gearbox vibration signals.

To quantitatively compare the performance of the ESN and the NAR-NN, two commonly used metrics, the mean absolute error (MAE) and mean square error (MSE) are calculated, which are defined below

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |\hat{y}_i - y_i|$$

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2$$

where $n$ is the total number of data points in the dataset, and $\hat{y}$ and $y$ are the predicted value, the actual value, respectively.
In addition, to demonstrate the advantage of ESN in computation efficiency, we also evaluate the training time for comparison. In this study, all calculations are performed with the MATLAB R2017b environment on a 64-bit windows operation system installed on a computer with an Inter Core i7-6600U CPU with 2.60 GHz.

Table 3 presents the comparative results produced by the ESN and the NAR-NN based on the training set in terms of three metrics. The results show that the ESN achieved better prediction performance with a lower value in terms of MAE and MSE metrics, suggesting a stronger learning ability than the NAR-NN model. Thus, the ESN model can better capture the normal behavior of the wind turbine gearbox vibration. Moreover, the ESN takes less training time than the NAR-NN, which means that the ESN has a simpler training process and less computational burden since only the output weights need to be updated. Such a faster training speed means a shorter development cycle of health monitoring systems and faster releases of updates, which can lower the cost of the system development, especially when a huge amount of training data (e.g., covering the time period of one year) are used. Therefore, the ESN is promising for real-time health monitoring in practical applications.

<table>
<thead>
<tr>
<th>Methods</th>
<th>MAE</th>
<th>MSE</th>
<th>Training Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESN</td>
<td>$3.0225 \times 10^{-4}$</td>
<td>$2.0592 \times 10^{-7}$</td>
<td>2.1688</td>
</tr>
<tr>
<td>NAR-NN</td>
<td>$4.0957 \times 10^{-4}$</td>
<td>$3.8314 \times 10^{-7}$</td>
<td>5.1632</td>
</tr>
</tbody>
</table>

After the ESN-based vibration normal behavior model is well trained offline, the next step is to validate its effectiveness in our proposed health monitoring framework for wind turbine gearboxes. Herein, the validation set is used for this purpose. Similarly, the smoothing preprocessing steps are first performed on the validation set. Then, the preprocessed validation data are input to the trained vibration normal behavior model to obtain the validation residuals, which are shown in Figure 11. In this figure, the corresponding wind speed, generated power, gearbox vibration are also given in Figure 11a–c, respectively. Obviously, there are larger fluctuations in residual values during the time period from 8 December to 9 December, which are mainly caused by the high wind speed and the corresponding high generated power.
Figure 11. Residuals of the validation set and its corresponding wind speed, active power and gearbox vibration.

Next, we perform the health monitoring performance analysis based on the validation residuals. Herein, the dynamic threshold monitoring scheme described in Section 3.3 is used. To determine the dynamic threshold control limits, the window length $N$ of the sliding window is set as 474 (corresponding to a time span of three hours) and the sample length $k$ to update the threshold is 79 (corresponding to half an hour). As the window slides, we can update detection thresholds based on the calculation of the abnormal ratio in a fixed length ($k = 79$) of samples. If the abnormal ratio within a window of half an hour is lower than 0.2, the residual detection threshold will be updated; otherwise, the detection threshold keeps unchanged. Herein, the traditional static threshold monitoring method is also adopted for comparison. In contrast to dynamic thresholds, the static threshold scheme uses a constant control limit with a predefined threshold value [34]. In this study, the static thresholds are calculated using Equations (6)–(8) based on the training residuals obtained from the trained normal behavior model.

Figure 12 shows the monitoring results of the validation residuals under the dynamic threshold scheme and the static threshold scheme. We can observe that the dynamic thresholds are adaptively adjusted with the changes of the residuals. Whereas, for the static threshold, the residual values during the time period from December 8 to December 9 significantly exceed the predefined static threshold, which may lead to some false alarms and unreliable detection results. False alarms may cause extra unscheduled maintenance activities and even result in the replacement of the wrong parts [42].

It can be seen that from Figure 12, if abnormal detection is performed in a point-to-point way under the static and dynamic thresholds, frequent alarms will be produced since the derived model predicted validation residuals contain much noise. To obtain more reliable results, a fixed length $k = 79$ (corresponding to a time span of half an hour) of samples are used to calculate the abnormal ratio indicator using Equation (9) at an interval of half an hour. The results of abnormal ratio indicators under the dynamic and static thresholds are shown in Figure 13. It can be clearly found that the abnormal ratio values under the dynamic thresholds are distributed between 0 and 0.05, while the abnormal ratio values under the static thresholds present large variations above the value of 0.1 from a certain time period from 02:00 on 8 December 2013 and 12:00 on 9 December 2013, which is in accordance with results presented in Figure 12. This result indicates that the health monitoring model
with the dynamic threshold monitoring scheme proposed in this paper can accurately evaluate the 
health conditions of the gearbox and will not produce false alarms if a proper alarm threshold (such 
as 0.2 or larger) is set. As a result, the traditional static monitoring method will produce false alarms 
at the same alarm threshold. Therefore, the proposed health monitoring model with the dynamic 
threshold monitoring scheme can achieve more reliable monitoring results at a preset alarm threshold.

![Figure 12](image1.png)

**Figure 12.** Monitoring results of the validation residuals under the dynamic threshold scheme and the 
static threshold scheme.

![Figure 13](image2.png)

**Figure 13.** Comparative results of abnormal ratio results of the validation residuals under dynamic 
thresholds and static thresholds.

### 4.2. Model Testing

In this section, the testing set containing the alarm records is further used for performance 
evaluation. By checking the status logs of the wind turbine SCADA system, the turbine experienced 
two alarms in December 2013, and the corresponding alarm records are listed in Table 4. It should be 
noted that the operational condition of the turbine is monitored mainly based on simple limit sensing 
in the SCADA system, which manually determines thresholds for each monitored sensor variable,
including the gearbox vibration signal studied in this paper. For this reason, the SCADA system will also produce some false alarms due to inaccurate threshold settings. This suggests that an issued alarm of a wind turbine does not mean that a fault event has occurred. Although two gearbox alarm events were identified by the SCADA system in December, no report of malfunction maintenance was found in the maintenance records in December and the following months. This means that the two recorded alarms listed Table 4 are false, which have also been confirmed with the operators and the experts in the wind farm. In the following study, we will test the performance of our proposed health monitoring model.

**Table 4. Vibration alarm records in the SCADA system in December, 2013.**

<table>
<thead>
<tr>
<th>No.</th>
<th>Alarm Start Time</th>
<th>Alarm End Time</th>
<th>Duration (s)</th>
<th>Status Description</th>
</tr>
</thead>
</table>

Figure 14 shows the testing residuals obtained from the trained vibration normal behavior model, and the corresponding wind speed, generated power, gearbox vibration are also given in Figure 14a–c, respectively. It can be seen that there are several shutdowns and startups of the turbine, corresponding to the zero power value shown in Figure 14b. These sudden shutdown and startup events will cause the significant fluctuation of the measured vibration signal and therefore the predicted residuals will also present large variations.

![Figure 14. Residuals of the validation set and its corresponding wind speed, active power and gearbox vibration.](image)

We calculate the dynamic thresholds and static thresholds to monitor the changes of the testing residuals and the corresponding the abnormal ratio indicators, and the results are given in Figures 15 and 16, respectively. The similar results can be seen that from Figure 15 the dynamic thresholds can better track the changes of the testing residuals despite that several abnormal points are identified when the residuals exceed the dynamic control limits. For the static thresholds, a large number of abnormal points are identified, which will lead to frequent false alarms. We can further observe from Figure 16 that for both threshold monitoring schemes there are several abnormal ratio values above 0.4
at several time moments, thus the fault alarm signals of the gearbox will be issued when the alarm threshold is set as 0.4. Compared with the fault alarm information recorded in the SCADA system described in Table 4, the first alarm duration from 26 December to 28 December 2013 was 154,724 s. The alarm duration refers to the time range from the alarm start time 21:47:38 on December 26, 2013 to the alarm end time 16:46:22 on 28 December 2013 described in Table 4. This means that the SCADA system will continue to give alarm signals in this time period. In contrast, our proposed monitoring method will trigger alarms only at the time moments when the abnormal ratio values are greater than the predefined alarm threshold. This will largely reduce the duration of false alarms and provide a more reliable monitoring result. Moreover, comparing the result difference between the threshold monitoring schemes, the dynamic thresholds will produce a fewer number of false alarms, which further demonstrates the superiority of the proposed dynamic threshold monitoring scheme.

![Figure 15](image1.png)

**Figure 15.** Comparative motoring results for testing residuals under dynamic thresholds and static thresholds.

![Figure 16](image2.png)

**Figure 16.** Comparative results of abnormal ratio curves for the testing residuals under dynamic thresholds and static thresholds.
5. Conclusions

A reliable health monitoring model for the wind turbine gearbox using SCADA vibration data has been developed in this paper based on the ESN modeling and the dynamic threshold monitoring scheme. In the proposed monitoring framework, ESN can well capture nonlinear temporal dynamics inherent in the vibration time series data and is used to build the vibration normal behavior model of the underlying wind turbine gearbox, only relying on normal monitoring SCADA data. A dynamic threshold monitoring scheme with the sliding window is designed to overcome the shortcomings of the traditional static monitoring methods to improve the reliability and accuracy of fault detection. The proposed dynamic monitoring model has been verified using the gearbox vibration data from a wind turbine in a real wind farm. In the model development phase, the comparative results between the ESN and the NAR-NN show that the ESN has better model learning and prediction ability and higher training computation efficiency. A higher training speed means a shorter development cycle of health monitoring systems and faster releases of updates, thus lowering the cost of the system development. This also suggested that the ESN will be promising for real-time health monitoring in practical applications. Compared with the traditional static threshold monitoring scheme, the proposed monitoring framework can more accurately monitor the changes of vibration residuals with no or fewer false alarms in the validation phase and the testing phase. Moreover, in the testing phase, the proposed dynamic health monitoring model performed better than that of the wind turbine SCADA system, which presents more reliable and accurate monitoring results in accordance with the practical cases. A reliable monitoring result is of great importance for operators in wind farms in circumstances to timely take the right actions to reduce the downtime of the turbine.

It should be noted that this study focuses on modeling and prediction of the vibration signal itself, without considering the effects of the external conditions, such as wind speed and wind direction on model performance. In our future work, we will take the wind speed and other relevant sensor variables as model input to enhance the model performance.
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