Data-Driven Natural Gas Spot Price Forecasting with Least Squares Regression Boosting Algorithm
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Abstract: Natural gas is often described as the cleanest fossil fuel. The consumption of natural gas is increasing rapidly. Accurate prediction of natural gas spot prices would significantly benefit energy management, economic development, and environmental conservation. In this study, the least squares regression boosting (LSBoost) algorithm was used for forecasting natural gas spot prices. LSBoost can fit regression ensembles well by minimizing the mean squared error. Henry Hub natural gas spot prices were investigated, and a wide range of time series from January 2001 to December 2017 was selected. The LSBoost method is adopted to analyze data series at daily, weekly and monthly. An empirical study verified that the proposed prediction model has a high degree of fitting. Compared with some existing approaches such as linear regression, linear support vector machine (SVM), quadratic SVM, and cubic SVM, the proposed LSBoost-based model showed better performance such as a higher R-square and lower mean absolute error, mean square error, and root-mean-square error.
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1. Introduction

As a low carbon and eco-efficient energy resource, natural gas has become an energy option to mitigate the environmental impacts of traditional fossil fuels for human beings. Natural gas is one of the most important energy resources in the world, and it fulfils more than one-fifth of energy demand worldwide [1]. Nowadays, natural gas is extensively used for residences, commerce, transportation, electric power, and industrial production. Natural gas price forecasting is increasingly playing an essential role for stakeholder groups highly sensitive to price fluctuation [2]. The forecast has widespread applications in all walks of life. Accurate natural gas price forecasting of one, three, five, or more months into the future is extremely significant in energy management, economic development, and environmental conservation.

Most of the international natural gas trade requires pipelines or ships for transport, because of the regional division of natural gas production and consumption. Some natural gas price systems with obvious regional characteristics have been formed around the world on account of geographical restrictions and freight rates. There are four representative prices including Henry Hub price in the United States, Average Import Cost Insurance and Freight (CIF) price in Germany, National Balancing Point (NBP) natural gas price in the United Kingdom, and Liquefied Natural Gas (LNG) price in Japan. From the perspective of pricing mechanism, North America and Britain carry out market pricing through the interplay of supply and demand gas-on-gas competition (GOG). Continental Europe...
adopts oil price escalation (OPE), which is linked with crude oil. Japan uses LNG pricing mechanism linked to Japan Crude Cocktail (JCC) and some regions (e.g., Russia and central Asia) still adopt monopoly pricing [3]. These pricing systems are strongly associated with natural gas trade around the world. Natural gas prices fluctuate dramatically and we take the Henry Hub natural gas spot price in the United States as an example to explain. There are several sharp price fluctuations (e.g., October to December 2005 and April to July 2008) from 2001–2009. The change of natural gas prices is basically stable except for some small fluctuations within a narrow range since 2009. The determinants of natural gas price are complex and diversified, since the natural gas market is completely deregulated and market-driven. The price suffers from various factors and parameters, e.g., other energy prices, exploration activity, and supply-demand relation. Thus, it is a challenging task to accurately forecast natural gas price.

So far, many methods have been proposed for natural gas price forecasting. By reviewing the existing work, these methods can be divided into two categories: structural models and data-driven methods. MacAvoy (2000) predicted a long-term negative trend of wellhead gas price obtained by the simulation of a partial equilibrium model of the American industry [4]. Buchananan et al. (2001) obtained the direction of monthly natural gas spot price movements from the viewpoint of trader positions [5]. Woo et al. (2006) established a relationship by utilizing a partial adjustment regression model to assess the trend of natural gas price in California [6]. With the development of artificial intelligence technology (AI) and its powerful performance, the focus has gradually shifted from econometrics and AI technology. Nguyen et al. (2010) studied the prices of monthly natural gas forward products using wavelet transform and adaptive models and obtained the lowest normalized mean square error (NMSE) (the value is 0.15384) using the adaptive generalized autoregressive conditional heteroskedasticity (GARCH) with multicomponent forecast [7]. Azadeh et al. (2012) developed a hybrid neuro-fuzzy method consisting of artificial neural network (ANN), fuzzy linear regression (FLR), and conventional regression (CR) to estimate natural gas prices of domestic and industrial sectors in Iran [8].

Most publications focus on short-term load forecasting (STLF). For instance, Zheng et al. (2017) used a hybrid algorithm to construct an STLF model [9], Kuo et al. (2018) introduced a high precision artificial neural networks model [10], and Merkel et al. (2018) proposed deep neural network regression for short-term natural gas load forecasting [11]. In recent years, there are some works with respect to short-term price forecasting in the natural gas spot market. Abrishami (2011) analyzed gas price forecasting with a hybrid intelligent framework consisting of group method of data handling (GMDH) neural networks and rule-based exert system (RES) [12]. Compared with GMDH neural networks and multilayer feed-forward neural networks, the hybrid intelligent framework afforded better forecasting results using daily Henry Hub spot price from 2006–2010. However, some results obtained from the hybrid intelligent forecasting method are unconvincing, because they cannot be reproduced. Busse et al. (2012) studied the daily spot natural gas price in the German NetConnect market using a dynamic forecasting method and a nonlinear autoregressive exogenous model (NARX) neural network, because the used NARX method with only five factors (temperature, exchange rate, and the settlements of three major gas hubs) is slightly better than the naive NARX method [13].

The study reported by Salehnia (2013) is one of the few studies that really forecasts the spot price in the natural gas market [14]. Using Gamma test analysis, several nonlinear models including local linear regression (LLR), dynamic local linear regression (DLLR), and ANN models have been utilized to test spot prices (daily, weekly, and monthly) for Henry Hub from 1997–2012. They verified that the ANN models have a higher accuracy in predicting the natural gas spot prices than LLR and DLLR, whereas the ANN models are not good at forecasting market price shocks. Ceperic et al. (2017) presented a strategic seasonality-adjusted, support vector machine (SVM)-based model and some improvements to the forecasting method based on SVM [15]. They used feature selection algorithms to generate model inputs. They investigated short-term Henry Hub spot natural gas prices using classical time series models such as naive, autoregression (AR), and autoregressive integrated moving
average (ARIMA) and machine learning neural network and support vector regression (NN and SVR). They found that the gains are not necessarily apparent even though machine learning exhibits some improvements based on traditional time-series methods. According to this brief literature overview, it can be found that these methods [12–15] often showed better performance than traditional time-series methods in predicting natural gas prices.

For the above works on short-term price forecasting for natural gas spot markets, they consider small time periods, in general, no more than five years. In fact, it is easy to facilitate a short-term prediction while attaining an accurate forecasting result. However, fore-and-aft connection and influence in a long time period still exist and thus it is essential to investigate a long time period forecast. So far, few works exist in long time period price forecasting for natural gas spot markets. To this end, we consider such a prediction of natural gas spot price from 2001–2017 based on a boosting method. As a general method, boosting can improve the performance of any learning algorithm [16,17]. Boosting method is one of the popular ensemble learning methods used in machine learning [18]. The advantage of the boosting method lies in combining a series of weak classifiers to generate a very important “committee,” and it can provide increasing significance to bad classification with iteration [19,20]. Such a simple trick provides dramatic improvements in the classification performance.

In this study, the least squares regression boosting (LSBoost) method [21,22], one of the most popular boosting methods, was used to address the regression problem of natural gas price forecasting. LSBoost uses the least squares as the loss criteria and thus can fit regression ensembles well to minimize the mean-squared error [23]. According to the best of our knowledge, this is the first time the LSBoost method was applied in natural gas price forecasting. The original schema of the application is proposed. By studying the benefits of machine learning based on LSBoost prediction, the literature on gas price prediction was added. Moreover, it is shown that compared with the existing methods, LSBoost can significantly improve the prediction accuracy of natural gas price.

The rest of the paper proceeds as follows. The next section introduces three types of machine learning tools involved in this paper. Section 3 shows data preparation and description, model validation technique, and forecasting performance evaluation criteria. Section 4 states empirical and comparative research. Section 5 concludes this work.

2. Preliminaries

In this study, three types of machine learning tools including linear regression, SVM, and boosting algorithms were used.

2.1. Linear Regression

Linear regression is a very common predictive analysis method. The basic idea is to utilize linear predictor functions to model the relationships between response and explanatory variables. The parameters used in the model are also calculated from the training data. For linear regression model fitting, the least square function is often used. Linear regression ranks as one of the most popular methods applied to various disciplines such as finance [24], economics [25], environmental science [26], and machine learning [27]. For example, electricity consumption forecasting in Italy using linear regression models was reported [28].

2.2. SVM

SVM is a supervised learning method and often used in regression analysis [29]. SVM finally resorts to the linear regression technique. However, SVM first maps the input space into a high-dimensional feature space. The increase in space dimension leads to a higher computational complexity and even dimension disaster. To solve this problem, the kernel function is used for mapping [30]. One kernel function means one SVM model. For example, linear kernel function: $K(\vec{x}_i, \vec{x}_j) = (\vec{x}_i \cdot \vec{x}_j)^d$ and polynomial kernel function: $K(\vec{x}_i, \vec{x}_j) = (\vec{x}_i \cdot \vec{x}_j + 1)^d$, where $x_i$ and
$x_i$ represent two variables in the input space. Setting, $d = 2$ and $d = 3$ correspond to the kernel functions of quadratic SVM and cubic SVM, respectively. SVM has vast applications in the field of energy analysis and price forecasting. For example, a crude oil price forecasting scheme based on SVM is reported [31].

2.3. Boosting

Boosting is a supervised learning algorithm that can reduce bias and variance [32]. Boosting converts a weak learner into a strong learner. A weak learner is only slightly correlated with the true classification, whereas a strong learner is arbitrarily well-correlated with the true classification [33]. Boosting can promote the model predictions for any given learning algorithm, because the principle of boosting is to train weak learners sequentially and each learner tries to correct its predecessor. Boosting provides good accuracy levels for many problems and thus one of the most prominent regression and classification techniques.

The concept of gradient boosting proposed by Friedman extends the boosting to regression by introducing the gradient boosting machine (GBM) method [34,35]. Gradient boosting builds a prediction model in the form of an ensemble of weak prediction models and in a stage-wise manner [36]. Decision trees typically act as weak learners. The generalization is achieved by optimizing an arbitrary differentiable loss function. Gradient boosting sequentially adds predictors to an ensemble, and each one corrects its predecessor. It fits the new predictor to the residual errors. The generic gradient boosting method is shown in Algorithm 1, where $x$ and $y$ represent the explanatory variable and response variable, respectively. More details are reported in the literature [37,38].

<table>
<thead>
<tr>
<th>Algorithm 1. The gradient boosting algorithm.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong>: A training set ${(x_i, y_i)}_{i=1}^n$, a loss function $L(y, F(x))$, number of iterations $M$</td>
</tr>
<tr>
<td>Initialize, $F_0(x) = \arg\min_\rho \sum_{i=1}^N L(y_i, \rho)$</td>
</tr>
<tr>
<td>For $m = 1$ to $M$ do:</td>
</tr>
<tr>
<td>$\tilde{y}<em>i = -\left[ \frac{\partial L(y_i, F(x_i))}{\partial F(x_i)} \right]</em>{F(x) = F_{m-1}(x)}, i = 1, \ldots, N$</td>
</tr>
<tr>
<td>$\alpha_m = \arg\min_\beta \sum_{i=1}^N \left[ \tilde{y}_i - \beta h(x_i; \alpha_m) \right]^2$</td>
</tr>
<tr>
<td>$\rho_m = \arg\min_\rho \sum_{i=1}^N L(y_i, F_{m-1}(x_i) + \rho h(x_i; \alpha_m))$</td>
</tr>
<tr>
<td>$F_m(x) = F_{m-1}(x) + \rho_m h(x; \alpha_m)$</td>
</tr>
<tr>
<td>End for</td>
</tr>
<tr>
<td><strong>Output</strong>: The final regression function $F_m(x)$.</td>
</tr>
</tbody>
</table>

There are plenty of boosting algorithms [39], such as AdaBoost, LogitBoost, GentleBoost, RobustBoost, LPBoost, TotalBoost, and RUSBoost. However, only LSBoost designed for regression while others algorithms are usually used for classification. LSBoost is one of the gradient boosting methods that uses the least squares as the loss criteria [23]. Each step is to endow a new learner with a difference between the observed response and aggregated prediction of all the learners grown previously. Moreover, boosting can directly identify important features and evaluate predictor importance (PI), since LSBoost only chooses a single feature at each round to approximate the alignment accuracy residual. More details about PI evaluation are given in Appendix A. LSBoost has become one of the most prominent regression techniques and can provide an acceptable accuracy level for prediction problems. The algorithm is briefly described in Algorithm 2, where $x$ and $y$ represent the explanatory variable and response variable, respectively. More details are reported in the literature [23,38].
### Algorithm 2. The LSBoost algorithm.

**Input:** A training set \( \{(x_i, y_i)\}_{i=1}^{n} \), a loss function \( L(y, F) = (y - F)^2 / 2 \), number of iterations \( M \).

1. Initialize, \( F_0(x) = y \)
2. For \( m = 1 \) to \( M \)
   - \( \tilde{y}_i = y_i - F_{m-1}(x_i), i = 1, \ldots, N \)
   - \( (\rho_m, \alpha_m) = \arg\min_{\rho, \alpha} \sum_{i=1}^{N} [\tilde{y}_i - \rho h(x_i; \alpha)]^2 \)
   - \( F_m(x) = F_{m-1}(x) + \rho_m h(x; \alpha_m) \)
3. Output: The final regression function \( F_m(x) \).

### 3. Datasets and Models

Prior to model construction, we make a few research preparation works, which are comprised of data preparation and description, model validation technique, and forecasting performance evaluation criteria.

#### 3.1. Data Preparation and Description

Until now, Henry Hub is not only the largest pricing point, but also the foundation for traded natural gas future contracts and other derivatives. Therefore, the historical price data of Henry Hub were selected as the observations data, and the period is from January 2001 to December 2017. This study aimed to predict the natural gas spot prices by experimentally investigating the natural gas spot price series at different frequencies, e.g., daily, weekly, and monthly. After data preprocessing, the data series of natural gas spot price includes 4260 observations of daily data, 886 observations of weekly data, and 204 observations of monthly data. In addition, there are only 4260 observations of daily data since natural gas is only traded on weekdays and some data are missing.

Figure 1 shows the daily, weekly, and monthly price trends in this period, respectively. As shown in Figure 1, some fluctuations exist. Especially, the 537th observation in Figure 1a shows the highest value 18.48 that occurred on 25 February 2003. Note that, for such several fluctuations, it is difficult to make a precise prediction. In addition, Table 1 shows the descriptive statistical features of natural gas spot price series for daily, weekly, and monthly trends.

Based on Ceperic et al.’s work [15] and Natural Gas Summary [40], explanatory variables were obtained from the following sources: Heating Oil Prices (HO), WTI oil Prices (WTI), Baker Hughes US Natural Gas Rotary Rig Count (NGRRC), Total US Natural Gas Marketed Production (NGMP), Total US Natural Gas Consumption (NGC), Total US Natural Gas Underground Storage Capacity (NGUSC), and Total US Natural Gas Imports (NGI). The response variable is the natural gas spot price. The explanatory variables are almost associated with natural gas prices. Moreover, they demonstrate various driving factors of natural gas price to some extent. All the data collected in this study were obtained from the Energy Information Administration (EIA) website [40].

#### Table 1. Summary of descriptive statistics of natural gas spot price series for different timescales.

<table>
<thead>
<tr>
<th>Timescale</th>
<th>Mean</th>
<th>Median</th>
<th>Max</th>
<th>Min</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily</td>
<td>4.7693</td>
<td>4.16</td>
<td>18.48</td>
<td>1.49</td>
<td>2.2456</td>
</tr>
<tr>
<td>Weekly</td>
<td>4.7811</td>
<td>4.17</td>
<td>14.49</td>
<td>1.57</td>
<td>2.2518</td>
</tr>
<tr>
<td>Monthly</td>
<td>4.7907</td>
<td>4.135</td>
<td>13.42</td>
<td>1.73</td>
<td>2.2343</td>
</tr>
</tbody>
</table>
3.2. Model Validation Techniques

Cross-validation (CV) was used to estimate the prediction accuracy to avoid overfitting [41]. The CV is achieved by dividing the dataset into folds and estimating the accuracy on each fold with other folds as training data. As a result, the CV can obtain effective information from limited data as much as possible. The CV partitions a dataset into a training sample and validation (testing) sample. K-fold CV is a common form of CV; it randomly splits the training dataset into k subsamples of almost equal size. In this study, 10-fold CV was used, because k = 10 is widely used in practice.

3.3. Forecasting Performance Evaluation Criteria

To evaluate the forecasting performance, four statistical methods were used for measuring the forecasting errors. The methods include the following: R-square ($R^2$) measures the goodness-of-fit for the entire regression [42]. The $R^2$ value ranges from 0–1. The closer the value is to 1, the better the goodness-of-fit of the regression line to the observed value and vice versa [43,44]:

$$R^2 = 1 - \frac{1}{N} \sum_{t=1}^{N} (\tilde{y}_t - y_t)^2 \frac{\text{var}(y)}{\text{var}(y)}$$  

(1)

where $y_t$ is the actual value at the time $t$, $\tilde{y}_t$ is the prediction value at the time $t$, and $N$ is the number of observed data.

**Figure 1.** Henry Hub natural gas spot price series data of different timescales. (a) Daily, (b) Weekly, (c) Monthly.
The mean absolute error (MAE) is a quantity to measure how close the forecasts or predictions are to the final outcomes. MAE can be expressed as follows [45,46]:

$$\text{MAE} = \frac{1}{N} \times \sum_{i=1}^{N} |\tilde{y}_i - y_i|$$

(2)

Mean square error (MSE) calculates the square of differences between the observed and predicted values, penalizing the highest gaps [47,48].

$$\text{MSE} = \frac{1}{N} \times \sum_{i=1}^{N} (\tilde{y}_i - y_i)^2$$

(3)

Root-mean-square error (RMSE) can well quantify large forecast errors owing to high sensitivity. Consequently, RMSE can be applied to scenarios that can tolerate smaller errors while enhancing the effect of larger errors. More details are provided in the literature [47,49,50]:

$$\text{RMSE} = \sqrt{\text{MSE}} = \sqrt{\frac{1}{N} \times \sum_{i=1}^{N} (\tilde{y}_i - y_i)^2}$$

(4)

In these three criteria MAE, MSE, and RMSE, the smaller values indicate the better forecasting performance of the model, because they reveal the deviation between actual and predicted values.

4. Empirical Analysis

In this section, empirical and comparative studies were carried out on natural gas spot price forecasting. Our model is based on the LSBoost algorithm and Henry Hub natural gas spot prices. The daily, weekly, and monthly data were used to investigate the Henry Hub natural gas spot prices from January 2001 to December 2017.

4.1. An Empirical Study of Natural Gas Price Series

Table 2 shows the forecasting performance of LSBoost for different timescales. Table 2 shows that the R-square values for daily, weekly, and monthly predictions are 0.91, 0.90, and 0.78, respectively, indicating that the proposed prediction model has a high degree of fitting. The RMSE values for daily, weekly, and monthly predictions are 0.6615, 0.7153, and 1.0567, respectively. From the trend of RMSE values from daily to monthly, it can be deduced that the forecast performance is related to the amount of data, i.e., the more particular and plentiful the data information, the more accurate the forecast results. Furthermore, with respect to MAE and MSE, consistent deductions were obtained. In addition, all the findings of MAE, MSE, and RMSE verify small deviations between the actual and estimated values, and thus the fitting is extremely excellent.

Table 2. Forecasting performance evaluation for different timescales.

<table>
<thead>
<tr>
<th>Timescale</th>
<th>R-Square</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily</td>
<td>0.91</td>
<td>0.4493</td>
<td>0.4376</td>
<td>0.6615</td>
</tr>
<tr>
<td>Weekly</td>
<td>0.90</td>
<td>0.4761</td>
<td>0.5116</td>
<td>0.7153</td>
</tr>
<tr>
<td>Monthly</td>
<td>0.78</td>
<td>0.6859</td>
<td>1.1166</td>
<td>1.0567</td>
</tr>
</tbody>
</table>

For a visual understanding of forecasting effect, a relationship between time and the natural gas spot price is shown in Figure 2, where x-axis and y-axis represent the timescale and natural gas spot price, respectively. During the data preparation, some data preprocessing operations were performed. For example, if the natural gas spot price on a certain day is missing, then it is deleted. Thus, x-axis was allowed to represent the record number rather than the direct daily, weekly, and monthly timescales. In Figure 2, the blue points represent the actual prices, whereas the yellow points correspond to the predicted values. Figure 2 shows that the yellow points basically fall over the blue points, indicating
that the prediction condition well reflects the tendency of the actual status. Moreover, notably, a similar conclusion can be obtained that the weekly and monthly cases are worse than the daily cases due to the decrease in data information.

Table 2. Forecasting performance evaluation for different timescales.

<table>
<thead>
<tr>
<th>Timescale</th>
<th>R-Square</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily</td>
<td>0.91</td>
<td>0.4493</td>
<td>0.4376</td>
<td>0.6615</td>
</tr>
<tr>
<td>Weekly</td>
<td>0.90</td>
<td>0.4761</td>
<td>0.5116</td>
<td>0.7153</td>
</tr>
<tr>
<td>Monthly</td>
<td>0.78</td>
<td>0.6859</td>
<td>1.1166</td>
<td>1.0567</td>
</tr>
</tbody>
</table>

For a visual understanding of forecasting effect, a relationship between time and the natural gas spot price is shown in Figure 2, where $x$-axis and $y$-axis represent the timescale and natural gas spot price, respectively. During the data preparation, some data preprocessing operations were performed. For example, if the natural gas spot price on a certain day is missing, then it is deleted. Thus, $x$-axis was allowed to represent the record number rather than the direct daily, weekly, and monthly timescales. In Figure 2, the blue points represent the actual prices, whereas the yellow points correspond to the predicted values. Figure 2 shows that the yellow points basically fall over the blue points, indicating that the prediction condition well reflects the tendency of the actual status. Moreover, notably, a similar conclusion can be obtained that the weekly and monthly cases are worse than the daily cases due to the decrease in data information.

Some fluctuations were not still predicted well, such as around September to December 2005 and April to July 2008. This can be attributed to many factors. For example, the price of natural gas skyrocketing on September to December 2005 is caused by a high price and rising demand in the U.S. market, a dispute between Russia and Ukraine over natural gas prices, etc. After that, the benchmark price of American natural gas first increased and then started falling, and finally gradually stabilized. On one hand, it is closely related to the supply and demand situation of the domestic natural gas market in the United States. In the case of a relatively stable market consumption, accelerated development of unconventional natural gas resources drives the rapid growth of natural gas reserves and output, thus increasing the output significantly faster than the consumption. On the other hand, the natural gas market in the United States is mature. Natural gas price is strongly related to the international oil price, and the fluctuation in international oil price has directly affected the change in natural gas price since 2008. The financial crisis had a major impact on the global natural gas market since the second half of 2008. The consumption of natural gas in the world’s major natural gas markets has declined, and the gas price has dropped sharply. Henry Hub natural gas price dropped from 12.69 dollars per million btu in June 2008 to 5.82 dollars per million btu in December.

Figure 2 shows the distribution status of actual and predicted values for natural gas spot prices, where $x$-axis and $y$-axis represent the actual and predicted values, respectively. Figure 2 shows that

![Figure 2](image-url)
when the price varies from 2–8, most of the blue points are close to or even hit the straight line. This indicates an excellent prediction provided that the price is no more than 8 or so. However, in the case of price larger than 8, it does not have a good prediction due to some extra factors. For example, in February 2003, the factors such as supply–demand imbalance, systematical and policy reason, and weather variations make the price quickly increase, reaching 18.48 dollars per million btu.

On one hand, it is closely related to the supply and demand situation of the domestic natural gas market in the United States. In the case of a relatively stable market consumption, accelerated development of unconventional natural gas resources drives the rapid growth of natural gas reserves and output, thus increasing the output significantly faster than the consumption. On the other hand, the natural gas market in the United States is mature. Natural gas price is strongly related to the international oil price, and the fluctuation in international oil price has directly affected the change in natural gas price since 2008. The financial crisis had a major impact on the global natural gas market since the second half of 2008. The consumption of natural gas in the world’s major natural gas markets has declined, and the gas price has dropped sharply. Henry Hub natural gas price dropped from 12.69 dollars per million btu in June 2008 to 5.82 dollars per million btu in December.

Figure 3 shows the distribution status of actual and predicted values for natural gas spot prices, where the x-axis and y-axis represent the actual and predicted values, respectively. Figure 3 shows that when the price varies from 2–8, most of the blue points are close to or even hit the straight line. This indicates an excellent prediction provided that the price is no more than 8 or so. However, in the case of price larger than 8, it does not have a good prediction due to some extra factors. For example, in February 2003, the factors such as supply–demand imbalance, systematical and policy reason, and weather variations make the price quickly increase, reaching 18.48 dollars per million btu.

Figure 3. Predicted values versus actual values in different timescales (a) Daily; (b) Weekly; (c) Monthly.

Table 3 shows the importance degree of seven explanatory variables for natural gas spot price prediction. As shown in Table 3, the importance rank of variables in daily data from low to high is WTI, NGI, NGC, NGRRC, HO, NGUSC, and NGMP. The rank in weekly data is NGI, WTI, NGC, NGRRC, HO, NGUSC, and NGMP, whereas the rank in monthly data is NGC, NGI, WTI, HO, NGRRC, NGUSC, and NGMP. The day rank is almost the same as the week rank, but both have a large difference with the month rank. As a whole, NGI is a weaker factor. In the day rank, the effect of WTI is the weakest, whereas in the month rank, NGC is weaker than NGI. In summary, NGMP is the most significant factor, probably because the price easily suffers from the supply–demand relationship.

Table 3. The importance degree of seven explanatory variables.

<table>
<thead>
<tr>
<th>Timescale</th>
<th>HO</th>
<th>WTI</th>
<th>NGMP</th>
<th>NGRRC</th>
<th>NGC</th>
<th>NGUSC</th>
<th>NGI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily</td>
<td>0.0075</td>
<td>0.0015</td>
<td>0.0551</td>
<td>0.0040</td>
<td>0.0036</td>
<td>0.0084</td>
<td>0.0021</td>
</tr>
<tr>
<td>Weekly</td>
<td>0.0066</td>
<td>0.0031</td>
<td>0.0557</td>
<td>0.0042</td>
<td>0.0032</td>
<td>0.0078</td>
<td>0.0025</td>
</tr>
<tr>
<td>Monthly</td>
<td>0.0043</td>
<td>0.0034</td>
<td>0.0582</td>
<td>0.0051</td>
<td>0.0008</td>
<td>0.0079</td>
<td>0.0020</td>
</tr>
</tbody>
</table>
4.2. Comparisons of Existing Predictive Methods

To highlight the performance of the proposed model, comparisons were made with some existing classical prediction methods such as linear regression, linear SVM, quadratic SVM, and cubic SVM. The comparison results in different timescales are shown in Tables 4–6. The results show that LSBoost can achieve the highest R-square and lowest MAE, MSE, and RMSE among all the methods. SVM is frequently used in energy prediction and also natural gas price forecasting [15]; however, the effect is worse than the LSBoost method. One important reason is that LSBoost can recognize important variables and only selects one variable to approximate the precision residue each round. As shown in Tables 4–6, linear SVM has the lowest R-square and highest MAE, MSE, and RMSE. Linear regression is popular in prediction analysis but still has a great performance gap with the proposed model.

Table 4. Comparison of existing methods for the daily forecast.

<table>
<thead>
<tr>
<th>Method</th>
<th>R-Square</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>0.56</td>
<td>1.0477</td>
<td>2.1963</td>
<td>1.482</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>0.54</td>
<td>1.0029</td>
<td>2.3059</td>
<td>1.5185</td>
</tr>
<tr>
<td>Quadratic SVM</td>
<td>0.79</td>
<td>0.6699</td>
<td>1.0559</td>
<td>1.0276</td>
</tr>
<tr>
<td>Cubic SVM</td>
<td>0.88</td>
<td>0.4845</td>
<td>0.6103</td>
<td>0.7812</td>
</tr>
<tr>
<td>LSBoost</td>
<td>0.91</td>
<td>0.4493</td>
<td>0.4376</td>
<td>0.6615</td>
</tr>
</tbody>
</table>

Table 5. Comparison of existing methods for the weekly forecast.

<table>
<thead>
<tr>
<th>Method</th>
<th>R-Square</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>0.56</td>
<td>1.0507</td>
<td>2.2119</td>
<td>1.4873</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>0.54</td>
<td>1.0061</td>
<td>2.3203</td>
<td>1.5233</td>
</tr>
<tr>
<td>Quadratic SVM</td>
<td>0.78</td>
<td>0.7045</td>
<td>1.1306</td>
<td>1.0633</td>
</tr>
<tr>
<td>Cubic SVM</td>
<td>0.88</td>
<td>0.5159</td>
<td>0.6318</td>
<td>0.7949</td>
</tr>
<tr>
<td>LSBoost</td>
<td>0.90</td>
<td>0.4761</td>
<td>0.5116</td>
<td>0.7153</td>
</tr>
</tbody>
</table>

Table 6. Comparison of existing methods for the monthly forecast.

<table>
<thead>
<tr>
<th>Method</th>
<th>R-Square</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>0.54</td>
<td>1.0891</td>
<td>2.2945</td>
<td>1.5148</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>0.54</td>
<td>1.0389</td>
<td>2.3062</td>
<td>1.5186</td>
</tr>
<tr>
<td>Quadratic SVM</td>
<td>0.72</td>
<td>0.7913</td>
<td>1.3829</td>
<td>1.176</td>
</tr>
<tr>
<td>Cubic SVM</td>
<td>0.77</td>
<td>0.7242</td>
<td>1.1388</td>
<td>1.0672</td>
</tr>
<tr>
<td>LSBoost</td>
<td>0.78</td>
<td>0.6859</td>
<td>1.1166</td>
<td>1.0567</td>
</tr>
</tbody>
</table>

In addition, obviously, linear prediction methods including linear regression and linear SVM showed worse performance in forecasting natural gas prices than the other three models. As reported by Malliarisa, the nonlinear methods were best for crude oil, heating oil, gasoline, and natural gas forecasting, even though both linear and nonlinear techniques are used in forecasting interrelated energy product prices [51]. The proposed model fills in a blank space of LSBoost for applications in natural gas spot price forecasting.

5. Conclusions

The goal of this study was to introduce a new machine learning approach LSBoost for natural gas price forecasting. Using seven variables including HO, WTI, NGRRRC, NGMP, NGC, NGUSC, and NGI, Henry Hub natural gas spot prices starting from January 2001 to December 2017 were investigated. The LSBoost algorithm shows superiority in natural gas price prediction, because it achieved the highest R-square and lowest MAE, MSE, and RMSE compared with the existing methods such as linear regression, linear SVM, quadratic SVM, and cubic SVM. Our experiments on the datasets demonstrate that LSBoost model is superior and promising. In the future, we consider possible improvements in
the proposed model based on the LSBoost method in terms of predicting performance, and we will try to extend the method and analysis presented in this study to forecast other fuel prices, such as crude oil.
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### Appendix A

LSboost [35] is an ensemble method based on many regression trees as weak learners $L$. It assigns different weight to each tree in order to minimize the MSE between the target value $y$ and the predicted value $\hat{y}$. The model initially uses the median of all actual values ($\bar{y}$) and combines the weighted regress trees to reduce the MSE for each $x$ as:

$$\hat{y}(x) = \bar{y}(x) + v \sum_{n=1}^{N} p_n \times L_n(x)$$

where $p_n$ is the weight for the nth tree, $N$ is the number of trees, and $v$ with $0 < v \leq 1$ is the learning rate.

Since each tree splits points on selected feature/predictor at each level, the predictor importance (PI) can be measured based on how often a predictor is used in constructing the tree. Normally, the more a predictor is used with these trees, the higher its importance. The actual PI is measured based on the amount of improved prediction performance (MSE change) when splitting data points on that predictor.
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