Short-Term Photovoltaic Power Output Prediction Based on $k$-Fold Cross-Validation and an Ensemble Model
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Abstract: Short-term photovoltaic power forecasting is of great significance for improving the operation of power systems and increasing the penetration of photovoltaic power. To improve the accuracy of short-term photovoltaic power forecasting, an ensemble-model-based short-term photovoltaic power prediction method is proposed. Firstly, the quartile method is used to process raw data, and the Pearson coefficient method is utilized to assess multiple features affecting the short-term photovoltaic power output. Secondly, the structure of the ensemble model is constructed, and a $k$-fold cross-validation method is used to train the submodels. The prediction results of each submodel are merged. Finally, the validity of the proposed approach is verified using an actual data set from State Power Investment Corporation Limited. The simulation results show that the quartile method can find outliers which contributes to processing the raw data and improving the accuracy of the model. The $k$-fold cross-validation method can effectively improve the generalization ability of the model, and the ensemble model can achieve higher prediction accuracy than a single model.
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1. Introduction

With the decrease of traditional fossil energy use, it has become the consensus of the world to develop renewable energy, such as photovoltaic energy, on a large scale. Between 1992 and 2018, there was a dramatic worldwide growth in the usage of photovoltaic power. During this period of time, photovoltaic (PV) energy, also known as solar PV, evolved from a niche market of small-scale applications to a mainstream electricity source. By the end of 2018, the cumulative photovoltaic capacity reached about 512 gigawatts (GW), estimated to be sufficient to supply 2.55% of the global electricity demand. However, photovoltaic power generation has the characteristics of fluctuation and intermittence, which brings new challenges to the safe operation of power systems [1]. Accurate prediction of the photovoltaic power output in the future has vital significance for improving the operation of power systems and increasing the penetration of photovoltaic power [2,3].

In recent years, experts and scholars have proposed many algorithms for short-term photovoltaic power prediction and have achieved remarkable results. The existing methods for photovoltaic power prediction can be summarized as statistical methods, physical methods, and machine learning methods. (1) Statistical methods mainly include time series methods [4], wavelet analysis [5,6], classification regression [7,8], and spectral analysis [9]. These methods use statistical principles to establish a functional relationship between historical power series and future photovoltaic power. Because these algorithms are simple and easy to implement, they have been applied in practical engineering. However, it is difficult for them to further explore the relationship between photovoltaic power output
and environmental factors, which results in low prediction accuracy. (2) The physics methods mainly establish a physical model of the photovoltaic system from the principle of converting solar energy into electric energy [10,11]. Since such methods need too many parameters and the photovoltaic assembly is affected by internal and external environmental factors, it is difficult to establish an accurate mathematical model. Therefore, they are less used for solving practical problems. (3) The machine learning methods use massive historical data sets to mine the nonlinear relationship between various factors and photovoltaic power output. These have been mainstream methods in the time series forecasting field. The main methods of time series prediction based on machine learning are Support Vector Machines (SVMs), Extreme Gradient Boosting (XGBoost), Light Gradient Boosting Machines (LightGBMs), and deep neural networks [12–15]. When the sample of the data set is large, the calculation speed of the SVM will become very slow. In the past 10 years, neural networks have played a major role in solving classification and regression problems. In particular, deep recurrent neural networks (RNNs) not only have powerful mapping ability of non-linear relationships but also take into account the influence of correlation between historical time series and current output on prediction results. They are widely used in power load, photovoltaic power, and wind power forecasting. Recently, LightGBM and XGBoost stood out in the time series forecasting competition of the Kaggle platform. XGBoost is an optimized distributed gradient boosting method designed to be highly efficient, flexible, and portable. Compared to XGBoost, LightGBM has a faster training speed and lower memory footprint. However, both LightGBM and XGBoost are based on the principle of decision trees and are sometimes prone to overfitting.

A model ensemble is a useful technique to increase accuracy in a variety of machine learning tasks. For example, YawenXiao et al. used artificial neural networks to produce an ensemble of five classification models—support vector machines (SVMs), k-nearest neighbor (kNN), random forests (RFs), decision trees (DTs), and gradient boosting decision trees (GBDTs)—to construct a multi-model ensemble model to predict cancer [16]. Kyungdahm Yun et al. explored the impact of a multi-model ensemble on phenology predictions [17]. Jin Xiao et al. combined neural networks, SVMs, and genetic programming into a hybrid model to predict energy consumption. The simulation results show that a hybrid model can improve the prediction accuracy [18]. However, previous application of the model ensemble technique in the field of photovoltaic power output prediction is limited. Whether a model ensemble can contribute to improving the accuracy of photovoltaic power prediction deserves further study.

In order to improve the prediction accuracy of short-term photovoltaic power output, a model-ensemble-based short-term photovoltaic power prediction method is proposed in this paper. The key contributions of this paper are as follows:

1. The quartile method is used to eliminate outliers in data sets, so as to improve the prediction accuracy.
2. The Pearson coefficient is calculated to measure the correlation between the input factors and photovoltaic power, so as to select the input features for the forecasting model.
3. The k-fold cross-validation method is proposed to improve the generalization ability of the model.
4. Any single algorithm has shortcomings. The model ensemble technique can fully absorb the advantages of different algorithms and greatly improve the prediction accuracy.

The rest of the paper is organized as follows: Section 2 briefly introduces the framework of the model ensemble technique and the k-fold cross-validation method. Section 3 explains the principle of short-term photovoltaic power prediction based on the ensemble model. Section 4 discusses the simulations and results. The conclusion is described in Section 5.

2. The Framework of the Model Ensemble

The model ensemble technique refers to the combination of multiple predictive models to improve performance. The existing models have their own advantages and disadvantages, and the
model ensemble technique can achieve the complementarity of each algorithm to form a powerful prediction framework.

This paper tries to form an ensemble of three popular models to predict short-term photovoltaic power output; the principle is shown in Figure 1.

Firstly, a gated recurrent unit network (GRU) is trained with all original features, and the performance of the trained GRU network is tested based on a training set and a testing set. The original features and the predicted output power will form new features for the next model. Secondly, an XGBoost is trained with new features, and the performance of the trained XGBoost is also tested based on a training set and a testing set. The original features, the predicted output powers from the GRU network, and XGBoost again form new features for the next model. Thirdly, a multi-layer perceptron network (MLP) is trained with new features, and the performance of the trained MLP network is examined using the test set. Finally, the predicted output powers from the GRU network, XGBoost, and MLP network on the test set are averaged to get the final results.

The ranking of the three models mentioned above is adjustable based on the testing results. The training methods of the GRU network, XGBoost, and MLP network are the same. XGBoost is taken as an example to illustrate the \( k \)-fold cross-validation method. The training process is shown in Figure 2.

![Figure 1. The principle of the model ensemble.](image1.png)

![Figure 2. The principle of the \( k \)-fold cross-validation method.](image2.png)
steps, there will be \( k \)-many XGBoost models and \( k \)-many groups of predicted data, which will constitute the predictive power of the training set. In addition, the predicted power of the training set will be used as a new feature to train the next model, such as an MLP network. Finally, the performance of the \( k \) trained XGBoost models is tested based on those \( k \) training sets. The average photovoltaic power of the test set is the result of the XGBoost model. It is noteworthy that \( k \) is 0 in the traditional training model.

3. Methodology

3.1. Data Cleaning

The data set used was from the short-term photovoltaic power forecasting competition held by China State Power Investment Corporation Limited in August 2018 (the data sets can be obtained from the following web site: https://github.com/Smilexuhc). The data set contains 9000 samples. The original features include photovoltaic panel operating state parameters and meteorological parameters, as shown in Table 1.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Mark</th>
<th>Variable Name</th>
<th>Mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature of photovoltaic panel</td>
<td>TPP</td>
<td>Light intensity in photovoltaic plant</td>
<td>LIPP</td>
</tr>
<tr>
<td>Temperature of photovoltaic power station</td>
<td>TPPS</td>
<td>Wind speed in photovoltaic plant</td>
<td>WS</td>
</tr>
<tr>
<td>Conversion efficiency of photovoltaic</td>
<td>CEA</td>
<td>Conversion efficiency of photovoltaic</td>
<td>ACE</td>
</tr>
<tr>
<td>panel at sampling point A</td>
<td>CEA</td>
<td>panel at sampling point B</td>
<td>CEB</td>
</tr>
<tr>
<td>Conversion efficiency of photovoltaic</td>
<td>CEC</td>
<td>Average conversion efficiency of A,B,C</td>
<td>ACE</td>
</tr>
<tr>
<td>panel at sampling point C</td>
<td>CEC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voltage of convergence box at sampling point A</td>
<td>UA</td>
<td>Voltage of convergence box at sampling point B</td>
<td>UB</td>
</tr>
<tr>
<td>Voltage of convergence box at sampling point C</td>
<td>UC</td>
<td>Current of convergence box at sampling point A</td>
<td>IA</td>
</tr>
<tr>
<td>Current of convergence box at sampling point B</td>
<td>IB</td>
<td>Current of convergence box at sampling point C</td>
<td>IC</td>
</tr>
<tr>
<td>Power at sampling point A</td>
<td>PA</td>
<td>Power at sampling point B</td>
<td>PB</td>
</tr>
<tr>
<td>Power at sampling point C</td>
<td>PC</td>
<td>Average power of A,B,C</td>
<td>AP</td>
</tr>
<tr>
<td>Wind direction of photovoltaic plant</td>
<td>WD</td>
<td>Photovoltaic power to be predicted</td>
<td>Y</td>
</tr>
</tbody>
</table>

Table 1. Variables and description.

In order to analyze the characteristics of the data intuitively, 20 variables were visualized, as shown in Figure 3. Obviously, except for TTP, LIPP, IA, and Y, most variables have some outliers. The existence of outliers affects the training and prediction performance of the model. In order to eliminate the negative effects of those outliers, it is necessary to find the outliers of each variable and do some processing, such as replacing them with the average.

Figure 3. Visual analysis of 20 variables.
The quartile method is an important method used to analyze data distribution in statistics [19]. It is often used to identify outliers. The principle of the method is shown in Figure 4.

![Box plot](image)

**Figure 4.** The principle of quartiles.

A set of data \( X = \{x_1, x_2, \ldots, x_n\} \) is arranged in ascending order, and they are divided into 4 parts. The three dividing points \( Q_1, Q_2, \) and \( Q_3 \) are quartiles. The steps of using the quartile method to find outliers are as follows:

1. The second quartile is calculated first, which is the median \( Q_2 \). The mathematical formula is as follows:

\[
Q_2 = \begin{cases} 
   x_{(n+1)/2}^k = 2k + 1, k = 0, 1, 2, \ldots \\
   x_{n/2+x_{(n+1)/2}}^k = 2k, k = 1, 2, \ldots 
\end{cases}
\]

(1)

2. We calculate the first quartile and third quartile in three different cases. In the first case, if \( n = 2k \) \( (k = 1, 2, \ldots) \), \( X \) is divided into two groups with \( Q_2 \) as the dividing point. The respective medians \( Q'_1 \) and \( Q'_3 \) of the two groups are calculated. Then the formulas for \( Q_1 \) and \( Q_3 \) are as follows:

\[
\begin{cases} 
   Q_1 = Q'_2 \\
   Q_3 = Q'_2
\end{cases}
\]

(2)

In the second case, if \( n = 4k + 1 \) \((k = 1, 2, \ldots)\), the formulas for \( Q_1 \) and \( Q_3 \) are as follows:

\[
\begin{cases} 
   Q_1 = 0.25x_k + 0.75x_{k+1} \\
   Q_3 = 0.75x_{3k+1} + 0.25x_{3k+2}
\end{cases}
\]

(3)

In the third case, if \( n = 4k + 3 \) \((k = 1, 2, \ldots)\), the formulas for \( Q_1 \) and \( Q_3 \) are as follows:

\[
\begin{cases} 
   Q_1 = 0.75x_{k+1} + 0.25x_{k+2} \\
   Q_3 = 0.25x_{3k+2} + 0.75x_{3k+3}
\end{cases}
\]

(4)

3. After calculating the quartiles, the interquartile range (IQR) is used to characterize the data when there may be extremities that skew the data. The formula for calculating the IQR is as follows:

\[
IQR = Q_3 - Q_1
\]

(5)

4. After determining the first and third quartiles and the interquartile range as outlined above, fences are calculated using the following formula:

\[
\begin{cases} 
   \text{min} = Q_1 - 1.5IQR \\
   \text{max} = Q_3 + 1.5IQR
\end{cases}
\]

(6)

The min is the "lower limit" and the max is the "upper limit" of data, and any data lying outside these defined bounds can be considered an outlier. Since the measured data is a time series, for outliers, we will directly use the last normal number instead of them.
3.2. Feature Selection

The output power of a photovoltaic power station is influenced by many factors, such as the performance of photovoltaic panels, meteorological conditions, operating conditions, and so on. The development of photovoltaic power generation is restricted due to its strong randomness. At present, most of the existing photovoltaic power prediction technologies only use meteorological conditions and historical data while ignoring the impact of photovoltaic panel performance and actual operating conditions, and the prediction accuracy of short-term power generation is limited. When establishing a short-term photovoltaic power prediction model, more factors affecting photovoltaic power should be considered to improve the prediction accuracy. If some insignificant factors are taken as input features, the accuracy may be reduced. Therefore, it is necessary to find a method to evaluate the correlation between various factors and photovoltaic power output.

In statistics, the Pearson correlation coefficient is widely used to measure the linear correlation between two variables \( X \) and \( Y \) \[20,21\]. It has a value between \(-1\) and \(+1\), where \(-1\) is total negative linear correlation, \(0\) is no linear correlation, and \(+1\) is total positive linear correlation. The formula for computing the Pearson correlation coefficient of two \( n \)-dimensional vectors \( X \) and \( Y \) is as follows:

\[
r_{xy} = \frac{\sum_{i=1}^{n} (x_i - \overline{x})(y_i - \overline{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \overline{x})^2} \sqrt{\sum_{i=1}^{n} (y_i - \overline{y})^2}}
\]

where \( \overline{x} \) is the mean of \( X \) and \( \overline{y} \) is the mean of \( Y \).

The Pearson coefficient method is used to evaluate the correlation between various factors and photovoltaic power. The statistical results are shown in Table 2.

### Table 2. The Pearson coefficients between variables and photovoltaic power.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Pearson</th>
<th>Variables</th>
<th>Pearson</th>
<th>Variables</th>
<th>Pearson</th>
<th>Variables</th>
<th>Pearson</th>
</tr>
</thead>
<tbody>
<tr>
<td>TTP</td>
<td>0.505</td>
<td>CEB</td>
<td>-0.033</td>
<td>IA</td>
<td>0.994</td>
<td>PC</td>
<td>0.989</td>
</tr>
<tr>
<td>TTPS</td>
<td>0.151</td>
<td>CEC</td>
<td>-0.063</td>
<td>IB</td>
<td>0.978</td>
<td>AP</td>
<td>0.997</td>
</tr>
<tr>
<td>LIPP</td>
<td>0.875</td>
<td>UA</td>
<td>-0.299</td>
<td>IC</td>
<td>0.988</td>
<td>WS</td>
<td>0.102</td>
</tr>
<tr>
<td>ACE</td>
<td>-0.048</td>
<td>UB</td>
<td>-0.311</td>
<td>PA</td>
<td>0.997</td>
<td>WD</td>
<td>0.185</td>
</tr>
<tr>
<td>CEA</td>
<td>-0.040</td>
<td>UC</td>
<td>-0.310</td>
<td>PB</td>
<td>0.978</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From Table 2, the following conclusions were drawn: (1) The conversion efficiency and the voltage at each sampling point are negatively correlated with the photovoltaic power output, and other variables are positively correlated with the photovoltaic power output. (2) Since the correlations between conversion efficiencies and photovoltaic power output are weak, they were not selected as input features for the model.

3.3. Principle of the Prediction Algorithm

The MLP network, XGBoost, and GRU network were used as the three submodels of the ensemble model. This section mainly introduces the basic theory of the three algorithms.

3.3.1. XGBoost Model

The XGBoost algorithm was proposed by Dr. Chen Tianqi in 2014 \[22\]. It has attracted widespread attention in academia and industry due to its superior efficiency and high prediction accuracy. XGBoost is often used for supervised learning problems such as classification and regression. XGBoost’s weak learner is a decision tree. When training each decision tree, firstly, the weights of data with poor prediction accuracy are increased. Secondly, the current single decision tree is trained. Thirdly,
by adding a new decision tree, the residual of all the previous decision trees can be corrected. Finally, the decision trees are added together to predict the short-term photovoltaic power output.

XGBoost algorithm is an additive model composed of several decision trees. Usually, the objective function consists of two parts: training loss and regularization \[23\]. The mathematical formula is as follows:

\[
\text{obj}(\theta) = \sum_{i=1}^{n} l(y_i, \hat{y}_i) + \sum_{k=1}^{K} \Omega(f_k)
\]

where \(K\) is the number of trees, \(f_k\) is the output value of the \(k\)th tree, \(\Omega\) is a regularization that measures the complexity of the model and avoids overfitting, and \(l\) represents the distance between \(y_i\) and \(y_i\), denoted \(\hat{y}_i\), which is used to measure the training error. For short-term photovoltaic power forecasting, a common choice of \(l\) is the mean squared error. The mathematical formula is as follows:

\[
l(y_i, \hat{y}_i) = (y_i - \hat{y}_i)^2
\]

In order to define the complexity \(\Omega\) of the tree, we need to refine the definition of the tree \(f(x)\) as

\[
f_t(x) = w_{q(x)}, \quad w \in \mathbb{R}^T, \quad q : \mathbb{R}^d \rightarrow \{1, 2, \ldots, T\}
\]

where \(q\) is a function assigning each data point to the corresponding leaf, \(w\) is the vector of scores on leaves, and \(T\) is the number of leaves. In XGBoost, we define the regularization as

\[
\Omega(f_k) = \gamma T + \frac{1}{2} \lambda \sum_{i=1}^{T} w_i^2
\]

where \(\gamma\) and \(\lambda\) are coefficients related to the regularization term. The XGBoost training and optimization are performed using the addition model and the forward stagewise algorithm. It assumes that \(\hat{y}_i^t\) is the predicted value of photovoltaic power at step \(t\), and the iterative process is as follows:

\[
\hat{y}_i^t = \hat{y}_i^{t-1} + f_t(x_i)
\]

where \(A\) is the decision tree to be trained in this step. Finally, the training objective function can be changed into

\[
\text{obj}(\theta) = \sum_{i=1}^{n} l(y_i, \hat{y}_i^{t-1} + f_t(x_i)) + \sum_{i=1}^{T} \Omega(f_t)
\]

3.3.2. GRU Network

The GRU network is a special kind of recurrent neural network, proposed in 2014 by Kyunghyun Cho et al. \[24\]. It overcomes the problems of gradient disappearance and gradient explosion that plague traditional recurrent neural networks. It allows the creation of very large, very deep networks. Their performance in load forecasting and speech signal modeling was found to be similar to that of long short-term memory (LSTM). However, GRU has fewer parameters than LSTM, since it lacks an output gate. Unlike feedforward neural networks, GRU networks can use their internal memory to process a time series of inputs. This makes them applicable to time series prediction \[25\]. Therefore, a GRU network was selected as one of the submodels in this paper.

The GRU network unit structure is shown in Figure 5. The GRU unit is mainly composed of an update gate and a reset gate. The update gate is used to control whether the status information of the previous moment is brought into the current state. The larger the value of the update gate, the more status information of the previous moment is brought in. The reset gate is used to control whether the status information of the previous moment is lost. The smaller the value of the reset gate, the more
information is lost. The relationship between the input and output of GRU units can be expressed as follows:

\[
    z_t = \sigma_g(W_z x_t + U_z h_{t-1} + b_z) \\
    r_t = \sigma_g(W_r x_t + U_r h_{t-1} + b_r) \\
    h_t = (1 - z_t) \odot h_{t-1} + z_t \odot \sigma_h(W_h x_t + U_h (r_t \odot h_{t-1}) + b_h)
\]

where \(x_t\) is the input vector, \(h_t\) is the output vector, \(z_t\) is the update gate vector, \(r_t\) is the reset gate vector, and \(W, U,\) and \(b\) are the parameter matrices and vector.

For GRU networks, popular training methods include backpropagation through time (BPTT) and real-time recurrent learning (RTRL). Compared with RTRL, BPTT has higher computational efficiency and shorter computational time, so it was used to train the GRU network in this paper.

3.3.3. MLP Network

The MLP is a kind of forward-structured artificial neural network that maps a set of input vectors to a set of output vectors. It can be thought of as a directed graph, consisting of multiple node layers, each connected to the next layer. The structure of a classical MLP network is shown in Figure 6 and includes an input layer, hidden layer, and output layer. Except for the input nodes, each node is a neuron with a nonlinear activation function.
For the forward propagation process, the output of the hidden layer node can be expressed as

$$z_k = f_1(\sum_{i=0}^{n} v_{ki} x_i), k = 1, 2, \ldots q$$  \hspace{1cm} (17)$$

where \( n \) is the number of input layer nodes, \( q \) is the number of hidden layer nodes, \( v_{ki} \) is the weight between the \( i \)th node of the input layer and the \( k \)th node of the hidden layer, and \( f_1 \) is the activation function of the hidden layer.

Similarly, the relationship between the output layer and the hidden layer can be expressed as

$$y_j = f_2(\sum_{i=0}^{q} w_{jk} z_k), j = 1, 2, \ldots m$$  \hspace{1cm} (18)$$

where \( m \) is the number of output layer nodes, \( w_{jk} \) is the weight between the \( j \)th node of the output layer and the \( k \)th node of the hidden layer, and \( f_2 \) is the activation function of the output layer.

The MLP network maps \( n \)-dimensional input features to \( m \)-dimensional output variables based on Equation (17) and Equation (18). Generally, the network weights of the MLP are trained by the Back-Propagation method. The concrete deduction and mathematical formula of the backpropagation algorithm can be seen in the literature [26].

3.4. Statistical Metrics

In order to verify the effectiveness of the proposed methods, popular indicators such as the root-mean-square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE) were used to evaluate the performance of different approaches. Their mathematical formulas are as follows:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$  \hspace{1cm} (19)$$

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$  \hspace{1cm} (20)$$

$$MAPE = \frac{1}{n} \sum_{i=1}^{n} \frac{|y_i - \hat{y}_i|}{y_i}$$  \hspace{1cm} (21)$$

where \( n \) is the number of samples in the test set, \( \hat{y}_i \) is the forecasted photovoltaic power, and \( y_i \) is the real photovoltaic power.

3.5. The Process for Forecasting Photovoltaic Power Using the Ensemble Model

The steps for short-term photovoltaic power prediction using model ensemble techniques are as follows:

1. The quartile method is used to find outliers for each variable. These outliers are replaced by normal values from the previous moment.
2. The Pearson coefficient between each input factor and the photovoltaic power is calculated. The feature is selected as the input to the model based on the Pearson coefficient of each variable.
3. The selected features and photovoltaic power are normalized using a min–max normalization method to eliminate the negative effects of different units.
4. The training set is used to train MLP network, GRU network, and XGBoost. Then, the three models are used to predict the photovoltaic power of the test set.
5. The prediction results of the three models are combined according to the proposed ensemble framework, and the final predicted powers are output.
4. Case Study

4.1. The Test Settings

The data set used for testing includes 9000 samples. We randomly selected 80% of the samples as the training set and 10% of the data as the validation set. The remaining data was used as the test set. The proposed approaches were implemented using Tensorflow on a laptop equipped with an Intel(R) Core(TM) i7-6500M 3.20 GHz processor and 8 GB of RAM.

After many adjustments to the structure and parameters of the models, the optimum parameters of each model were set as follows: (1) For XGBoost, the maximum number of iterations was 15,000. The learning rate was 0.1. The RMSE was used as a valuation metric for the validation data. The maximum depth of a tree was 5. The learning objective was gamma regression with log-link. (2) For the LSTM network, the number of neurons in the input layer was equal to the number of input features. The hidden layer consisted of three LSTM layers with 10, 15, and 5 neurons, respectively. The activation function of the hidden layer was rectified linear unit function (ReLU). The output layer was a fully connected layer, and its number of neurons was 1. (3) For the MLP network, the number of neurons in the input layer was equal to the number of input features. The hidden layer consisted of three fully connected layers with 20, 10, and 5 neurons, respectively. The activation function of the hidden layer was ReLU. The output layer was a fully connected layer, and its number of neurons was 1.

The simulation was mainly composed of three parts: (1) The effect of outliers on prediction accuracy was analyzed. (2) The performances of the proposed training method and the traditional training method were tested. (3) The effect of the ordering of the three models on the prediction accuracy was explored.

4.2. Influence of Outliers on Prediction Accuracy

We visualized 20 variables through Figure 3 and found that there were some outliers in each variable. The outliers of each variable were selected using the quartile method and were replaced with the normal value of the previous timepoint. After data cleaning, the scatter plot of the 20 variables is shown in Figure 7.
Obviously, the values of each variable seem reasonable, and there are no so-called outliers. To illustrate the necessity of data cleaning, we calculated the prediction accuracy of the three models before and after data cleaning. Each model was run 30 times independently, and the statistical results are shown in Table 3.

<table>
<thead>
<tr>
<th>Model</th>
<th>Data Cleaning</th>
<th>No Data Cleaning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>MAE</td>
</tr>
<tr>
<td>MLP</td>
<td>0.125</td>
<td>0.051</td>
</tr>
<tr>
<td>GRU</td>
<td>0.168</td>
<td>0.107</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.183</td>
<td>0.112</td>
</tr>
</tbody>
</table>

After data cleaning by the proposed method, the prediction accuracy of LSTM, MLP, and XGBoost was greatly improved, which shows the superiority of the proposed methods. As far as any single model is concerned, the prediction accuracy of MLP was higher than those of LSTM and XGBoost. Further, Figure 8 shows the MAPE of different models on a randomly selected day. Although MLP has the smallest average error, it has the greatest error at certain times, such as at 1:00 p.m.

4.3. The Performance of the Proposed Training Method

The MLP network is taken as an example to illustrate the effectiveness of k-fold cross-validation in the training model. We set k to vary from 0 to 45 with a step size of 5. Each case was repeated 40 times independently to obtain the mean of the predicted results. The statistical results are shown in Table 4.

From Table 4, we can draw the following conclusions: (1) As far as the error of the training set is concerned, the errors of the k-fold cross-validation method (k > 0) are larger than that of the traditional training method (k = 0). With increasing k, the error of the training set decreases gradually. When k is equal to 0, all samples of the training set are used to train the model. When k is greater than 0, only some samples of the training set are used to train the model. Therefore, the k-fold cross-validation method has a larger prediction error than the traditional training method. (2) As far as the error of the test set is concerned, with increasing k, the error of test set decreases. When k is greater than 35, the training set error of the proposed method is larger than that of the traditional method, but the test set error of the proposed method is smaller than that of the traditional method. This phenomenon shows that the k-fold cross-validation method can improve the generalization ability of the model. (3) In terms of computing time, although k-fold cross-validation improves the accuracy of the test set, it increases the computing time of the model. The calculation time increases linearly with the increase of k. Therefore, the selection of k should take into account the calculation time and the accuracy of the test set.
Table 4. The statistical results under different circumstances.

<table>
<thead>
<tr>
<th>Training Set</th>
<th>Test Set</th>
<th>RMSE</th>
<th>MAE</th>
<th>MAPE</th>
<th>RMSE</th>
<th>MAE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>MAE</td>
<td>MAPE</td>
<td>RMSE</td>
<td>MAE</td>
<td>MAPE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.137</td>
<td>0.034</td>
<td>1.38%</td>
<td>0.128</td>
<td>0.051</td>
<td>2.25%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.150</td>
<td>0.050</td>
<td>2.11%</td>
<td>0.129</td>
<td>0.053</td>
<td>2.41%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.146</td>
<td>0.043</td>
<td>1.81%</td>
<td>0.128</td>
<td>0.051</td>
<td>2.30%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.146</td>
<td>0.042</td>
<td>1.73%</td>
<td>0.127</td>
<td>0.050</td>
<td>2.27%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.146</td>
<td>0.041</td>
<td>1.73%</td>
<td>0.128</td>
<td>0.051</td>
<td>2.25%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.144</td>
<td>0.040</td>
<td>1.68%</td>
<td>0.128</td>
<td>0.050</td>
<td>2.25%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.143</td>
<td>0.040</td>
<td>1.64%</td>
<td>0.128</td>
<td>0.050</td>
<td>2.24%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.143</td>
<td>0.039</td>
<td>1.65%</td>
<td>0.128</td>
<td>0.050</td>
<td>2.23%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.143</td>
<td>0.039</td>
<td>1.63%</td>
<td>0.127</td>
<td>0.050</td>
<td>2.21%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.142</td>
<td>0.038</td>
<td>1.61%</td>
<td>0.127</td>
<td>0.049</td>
<td>2.21%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>k</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.27</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11.06</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>22.90</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>34.93</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>45.60</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>57.26</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>67.49</td>
</tr>
<tr>
<td>35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>77.90</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>102.05</td>
</tr>
<tr>
<td>45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>112.44</td>
</tr>
</tbody>
</table>

Table 5. Impact of model order on results.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Order of Models</th>
<th>RMSE</th>
<th>MAE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>GRU,XGBoost,MLP</td>
<td>0.147</td>
<td>0.068</td>
<td>3.25%</td>
</tr>
<tr>
<td>Case 2</td>
<td>XGBoost,GRU,MLP</td>
<td>0.143</td>
<td>0.076</td>
<td>2.85%</td>
</tr>
<tr>
<td>Case 3</td>
<td>MLP,GRU,XGBoost</td>
<td>0.094</td>
<td>0.041</td>
<td>1.60%</td>
</tr>
<tr>
<td>Case 4</td>
<td>MLP,XGBoost,GRU</td>
<td>0.117</td>
<td>0.047</td>
<td>1.85%</td>
</tr>
<tr>
<td>Case 5</td>
<td>GRU,MLP,XGBoost</td>
<td>0.130</td>
<td>0.064</td>
<td>3.38%</td>
</tr>
<tr>
<td>Case 6</td>
<td>XGBoost,MLP,GRU</td>
<td>0.121</td>
<td>0.061</td>
<td>2.13%</td>
</tr>
</tbody>
</table>

4.4. Effect of Model Order on Accuracy

In order to analyze the influence of model order on prediction accuracy, we counted the errors of test sets for the six different model orders, and the statistical results are shown in Table 5.

Table 5. Impact of model order on results.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Order of Models</th>
<th>RMSE</th>
<th>MAE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>GRU,XGBoost,MLP</td>
<td>0.147</td>
<td>0.068</td>
<td>3.25%</td>
</tr>
<tr>
<td>Case 2</td>
<td>XGBoost,GRU,MLP</td>
<td>0.143</td>
<td>0.076</td>
<td>2.85%</td>
</tr>
<tr>
<td>Case 3</td>
<td>MLP,GRU,XGBoost</td>
<td>0.094</td>
<td>0.041</td>
<td>1.60%</td>
</tr>
<tr>
<td>Case 4</td>
<td>MLP,XGBoost,GRU</td>
<td>0.117</td>
<td>0.047</td>
<td>1.85%</td>
</tr>
<tr>
<td>Case 5</td>
<td>GRU,MLP,XGBoost</td>
<td>0.130</td>
<td>0.064</td>
<td>3.38%</td>
</tr>
<tr>
<td>Case 6</td>
<td>XGBoost,MLP,GRU</td>
<td>0.121</td>
<td>0.061</td>
<td>2.13%</td>
</tr>
</tbody>
</table>

Obviously, the position of each model in the ensemble model has a great impact on the prediction accuracy. Table 3 shows that MLP has the highest accuracy and GRU the worst. From Table 5, it can be seen that putting the model with highest accuracy ahead contributes to improving the prediction accuracy. In addition, the prediction accuracies of Case 1, Case 2, and Case 5 are lower than that of MLP, which shows that the prediction accuracy of model fusion cannot be guaranteed to be higher than that of a single model because the prediction accuracy is affected by the structure of the ensemble model and the positions of submodels. Case 3, Case 4, and Case 6 have higher prediction accuracy than MLP, which indicates that the ensemble model can achieve higher prediction accuracy than a single model by adjusting the structure.

Furthermore, we calculated the error of the test set by different methods, and the statistical results are shown in Figure 9. The Waterfall ensemble refers to the sequential concatenation of MLP, GRU, and XGBoost [27]. The predicted results of MLP were used as the input for GRU. Similarly, the output of GRU served as the input to XGBoost. Finally, XGBoost output the predicted results. The Linear ensemble refers to training MLP, GRU, and XGBoost, respectively, and calculating the mean of the test set. The framework of the ensemble can be seen in reference [25]. Obviously, the Waterfall ensemble and Linear ensemble prediction errors are smaller than those of GRU and XGBoost but larger than that of MLP, which indicates that the traditional ensemble techniques need to be improved. Compared with the prediction errors of Case 3, Case 4, and other methods, we can conclude that the proposed method can not only reduce the average prediction error but also reduce the maximum prediction error.
5. Conclusions

It is of great practical significance for improving the operation of power systems and increasing the penetration of photovoltaic power to predict short-term photovoltaic power generation accurately. In this paper, we formed ensembles of multiple models in order to predict short-term photovoltaic power. The model ensemble technique can fully absorb the advantages of different algorithms and greatly improve the prediction accuracy. After simulations, we draw the following conclusions:

1. The quartile method can find outliers and help us clean the raw data, which is conducive to improving the prediction accuracy of the model.
2. The $k$-fold cross-validation method can improve the generalization ability of the models. With increasing $k$, the error of the test set decreases. However, the selection of $k$ should take into account the calculation time and the accuracy of the test set.
3. The positions of the models have a great impact on the prediction accuracy when we form an ensemble of multiple models. Specifically, placing a single model with a small prediction error in front of the ensemble model can achieve better performance. The ensemble model can achieve higher prediction accuracy than a single model by adjusting the structure of the ensemble model.
4. The simulation results show that the average prediction error of the proposed method is smaller than those of single models and the traditional ensemble methods, and it can also reduce the maximum prediction error.
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