Nature-Inspired MPPT Algorithms for Partially Shaded PV Systems: A Comparative Study
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Abstract: PV generating sources are one of the most promising power generation systems in today’s power scenario. The inherent potential barrier that PV possesses with respect to irradiation and temperature is its nonlinear power output characteristics. An intelligent power tracking scheme, e.g., maximum power point tracking (MPPT), is mandatorily employed to increase the power delivery of a PV system. The MPPT schemes experiences severe setbacks when the PV is even shaded partially as PV exhibits multiple power peaks. Therefore, the search mechanism gets deceived and gets stuck with the local maxima. Hence, a rational search mechanism should be developed, which will find the global maxima for a partially shaded PV. The conventional techniques like fractional open circuit voltage (FOCV), hill climbing (HC) method, perturb and observe (P&O), etc., even in their modified versions, are not competent enough to track the global MPP (GMPP). Nature-inspired and bio-inspired MPPT techniques have been proposed by the researchers to optimize the power output of a PV system during partially shaded conditions (PSCs). This paper reviews, compares, and analyzes them. This article renders firsthand information to those in the field of research, who seek interest in the performance enhancement of PV system during inhomogeneous irradiation. Each algorithm has its own advantages and disadvantages in terms of convergence speed, coding complexity, hardware compatibility, stability, etc. Overall, the authors have presented the logic of each global search MPPT algorithms and its comparisons, and also have reviewed the performance enhancement of these techniques when these algorithms are hybridized.

Keywords: photovoltaic systems; MPPT technique; partial shading; global MPP (GMPP); nature-inspired algorithms

1. Introduction

The increasing load demand on one side and the depletion of fossil fuels on the other side forces the world to look for alternative energy resources. Also, the concern regarding pollution through the greenhouse effect and other environmental issues associated with the conventional energy sources make renewable energy resources (RES) more attractive [1]. Among various non-conventional sources, solar energy is more widely used because of the abundant availability of solar irradiation on the earth’s surface [2]. The photovoltaic (PV) cells convert direct sunlight into electricity, but as the solar irradiance and temperature are fluctuating in nature, as a result, it reduces the PV panel efficiency. The main drawbacks of the PV system are its highly intermittent nature, lower conversion efficiency, lower rating, high implementation cost, and maintenance issues. PV panels also get affected due to partial shading because of clouds, tree branches, birds, etc. These factors make it essential to deploy a dc–dc converter
with an MPPT technique for tracking the maximum power point from the PV panel under all operating conditions. The MPPT control algorithm is employed along with the dc–dc converter, where the control algorithm adjusts the duty cycle according to the variation in solar irradiation and temperature, which will boost the lower voltage output of the PV system. A PV cell has very low power rating [3–6], and these cells can be connected in series or parallel according to the required current and voltage rating. The series and parallel combination constitute a PV module and the modules are connected together to form a PV array [7]. This makes power electronic interfaces indispensable in any PV system for ensuring the system voltage compatible with a load or grid [8]. PV panels can be implemented as a rooftop setup and it can also operate in standalone mode and grid-connected mode [9].

For a PV system, the output voltage depends on the temperature of the panel and the current value of the irradiance level. The PV system gives the optimum output under the standard test condition (STC-irradiance = 1000 W/m², temperature = 25 °C, 1.5 air mass) [3,10]. MPPT trackers embody a control algorithm and converter to ensure that PV panels operate at MPP to render maximum possible power. This tracking scheme becomes futile when PV panels are partially shaded. In the research arena, there was a paradigm shift in MPPT algorithms as a host of research articles are being published every year on global search algorithms [8,9]. Many studies have been done toward developing an efficient and reliable MPPT algorithm to extract the maximum operating power point from the PV panel [11–13]. Both conventional and computational intelligence algorithms are used for MPPT [14,15]. Most of the conventional algorithms perform effectively under uniform solar irradiation and temperature but fail to track the true maximum operating point during varying weather or partial shading conditions [16,17].

The efficient nature-inspired algorithms based on MPPT techniques are the particle swarm optimization (P&O) algorithm, ant colony optimization (ACO) algorithm, artificial bee colony (ABC) algorithm, differential evolution (DE), etc. These algorithms are used for global search problems and can operate effectively under uniform solar irradiation and temperature, as well as partial shading and rapidly changing environmental conditions. Hybridization of these algorithms also has been done for enhancing the performance and reliability of these algorithms. In Reference [18], the authors have proposed a swarm chasing MPPT algorithm for module integrated converters and the performance is also compared with conventional P&O method. Here, the swarm-chasing technique is found to be more superior. Comparative study on well-entrenched global peak tracking algorithms is archived in a research forum [15,19]. Some researchers paid due credit to the conventional algorithms and examined whether the algorithms could be sustained during partial shading. In Reference [19], conventional and computational intelligence MPPT techniques were presented, which describes the working of each algorithm with their merits and demerits. The quest toward proposing new algorithms has not dwindled as one can witness recent research articles on global search MPPT [8,9,13,15].

In this paper, a review has been done for five evolutionary algorithms that are reliable and more pragmatic for practical deployment. This paper has been framed in such a manner that it gives a clear understanding of PV characteristics, partial shading, and MPP search mechanisms. The paper is organized in such a way that Section 2 presents PV modeling and PV characteristics analysis during both uniform irradiation condition and PSCs. Section 3 discusses the soft computing algorithms reviewed in this paper, whereas Section 4 follows a brief discussion about the reviewed algorithms. The concluding part is given in Section 5.

2. PV Modeling and Its Characteristic Curves

Figure 1 depicts a general block diagram of a PV generating system. In the given diagram, a PV panel connected with a dc–dc converter and the duty cycle of the converter is controlled by the MPPT algorithm. The MPPT algorithm will sense the required parameters from the solar system, and accordingly, it modifies the converter duty cycle. Hence, under all conditions, maximum output power is obtained from the panel. Then the converter output can be directly connected to the dc load or it can also be given to ac loads by connecting them through an inverter.
A PV module consists of many solar cells that are generally made up of silicon material. When the light energy falls on the solar cell, then the electrons start to move and current flows. Solar cells are considered current sources. There are many types of solar cell models, among which, the single diode model is well established and a simple structure [10,20]. In this paper, a single diode model solar cell is shown in Figure 2. It is basically a diode connected in parallel with a current source along with one shunt and one series resistor. In the figure, $I_{pv}$ is the current generated by light, $I_D$ is the current across diode, whereas $I_{sh}$ represents the current flowing through a shunt resistance $R_{sh}$, and $I$ is the output current. For the mathematical modeling of the PV system, the basic equations are given below.

$$I = I_{PV} - I_o \left[ \exp \left( \frac{V + IR_s}{aV_T} \right) - 1 \right] - \frac{V + IR_s}{R_{sh}}$$

where $V_T$ is the PV array thermal voltage $= kT/q$. $I_P$ represents the photocurrent, $I_o$ represents reverse saturation current, and $R_s$ and $R_{sh}$ represent the series and shunt resistance respectively, $a$ is the diode ideality factor, $q$ is the charge of the electron i.e., $1.6 \times 10^{-19}$ C, $k$ represents Boltzmann’s constant $(1.3806503 \times 10^{-23}$ J/K), and $T$ is the temperature.

$$I_0 = I_{o,STC} \left[ \frac{T_{STC}}{T} \right]^3 \exp \left[ \frac{qE_g}{ak} \left( \frac{1}{T_{STC}} - \frac{1}{T} \right) \right]$$

where $E_g$ represents band gap energy of the semi-conductor material and $I_{o,STC}$ denotes the nominal saturation current at STC, $T_{STC}$ is the temperature under STC (25 °C).

In simplified form, $I_o$ can be written as

$$I_0 = \frac{(I_{sc,STC} + K_s \Delta T)}{\exp[(V_{oc,STC} + K_v \Delta T)/aV_T] - 1}$$

where $K_s$ is the coefficient of the short circuit current, $K_v$ is the open circuit voltage coefficient, $I_{sc,STC}$ is the short circuit current under STC, $V_{oc,STC}$ is the open circuit voltage under STC, and $\Delta T = T - T_{STC}$.

In Figure 3a,b the I–V graph and P–V graph for different irradiation levels are shown. The I–V graph shown in Figure 3a shows that according to the temperature and irradiance, the voltage and current value also varies. Here, the current value depends on the irradiance, i.e., directly proportional, and the voltage depends on the temperature [20]. Hence, the PV operating point does not stay at the maximum operating value and it varies with the environmental conditions, which in turn, reduces the
power. Therefore, it is preferable to install more PGS than the required demand, but simultaneously, it increases the cost [21]. Therefore, the dc–dc converter with an effective MPPT technique is deployed for the PV systems to modify the converter duty cycle according to the environmental conditions and thereby tracks the maximum power point for all operating conditions. During uniform irradiance, the P–V graph shows only one peak power point, which gives the corresponding maximum voltage and current. Hence, the conventional MPPT techniques would suffice to track the true MPP and is found to be reliable.

![P–V characteristics graph for different irradiation levels. (a) shows the current versus voltage graph for different irradiation levels; (b) shows the power versus voltage graph for different irradiation levels.](image)

However, when some of the PV panels in an array receive non-uniform irradiation and temperature, i.e., they are shaded, then the power production of the shaded panel decreases relative to an unshaded one. The shaded panels absorb a large amount of current from the unshaded panels in order to operate. This condition is called hot spot formation and this damages the PV panel [22, 23]. To avoid this condition, a bypass diode is connected in parallel across each panel, as shown in Figure 4a,b, which provides another way for conduction during the occurrence of partial shading [24]. As shown in Figure 4c,d, during the partial shading condition, there exist multiple peak points in the P–V characteristics graph, among which only one point is the true maximum power point. These multiple peak points are considered the local maximum power points (LMPPs), and among all the LMPPs, the true MPP is called the global maximum power point (GMPP). Most of the conventional MPPT techniques fail to identify the GMPP among all the LMPP. For this purpose, many researchers have proposed various stochastic, evolutionary, and swarm-based algorithms and hybridization of these algorithms has also been done for more reliable and effective MPP tracking.

![Figure 4. Cont.](image)
Figure 4. PV panels operation during partial shading conditions: (a) PV panels under normal operation, (b) PV panels under a shading condition, (c) I–V characteristic of PGS during partial shading, and (d) P–V characteristic of PGS during partial shading.

3. Intelligent Nature Inspired Algorithms: An Overview

The specific evolutionary algorithms discussed are

- particle swarm optimization (PSO) algorithm
- differential evolution (DE) algorithm
- ant colony optimization (ACO) algorithm
- artificial bee colony (ABC) optimization algorithm
- bacteria foraging optimization algorithm (BFOA).

The analysis of these algorithms has been done with respect to the convergence speed, execution, and reliability.

3.1. Particle Swarm Optimization (PSO)

PSO is the most widely used algorithm used for the MPPT technique. This algorithm was discovered in 1995 by Ebehart and Kennedy. PSO is widely accepted by researchers due to its simple and easy to implementation characteristics. This algorithm is motivated by the communal activity of the crowding of birds and schooling activity of fish. PSO is a global optimization algorithm that finds the best solution in a multi-dimensional path. Therefore, it is able to track the GMPP from all local MPPs even when the PV panel is under a partial shading condition or the PV panel possesses multiple peak points. PSO uses many operating agents that share information about their respective search behavior, where all agents are termed as a particle. Here, a number of particles move in the search space in order to get the best solution. Each particle adjusts its movement by following the best solution and meanwhile searches for new solutions will be in progress [25]. The particle referred here can be voltage or duty cycle. For finding the optimal solution, the particle must follow the best position of its own or the best position of its neighbor. The mathematical representation of the PSO algorithm is given in the following equations [26,27]:

\[ u_i(k+1) = qu_i(k) + c_1 r_1 (p_{best,i} - g_i(k)) + c_2 r_2 (g_{best,i} - g_i(k)) \]  \hspace{1cm} (4)

\[ g_i(k+1) = g_i(k) + u_i(k+1) \]  \hspace{1cm} (5)

where \( i = 1, 2, 3, ..., N \).

- \( u_i \) —velocity of the particle
- \( g_i \) —particle position
k—number of iterations
q—inertia weight
r₁,r₂—random variables which are distributed uniformly between [0,1]
c₁,c₂—cognitive and social co-efficient respectively
p_{best}—individual particle’s best position
g_{best}—best position between all the particle’s individual best position
PSO finds the global maxima voltage point according to the maximum power in the P–V graph. For this, we need to specify PSO parameters such as power and voltage value, size of the swarm, and number of iterations. PSO stores the best value as p_{best} and continues to update until it finds the g_{best} point or it satisfies the objective function [15,27,28]:

\[ p_{best,i} = g_i(k) \]  
\[ f(g_i(k)) > f(g_i(k + 1)) \]

where the function “f” is the PV panel operating power. During partial shading, the particles are re-initialized to find g_{best} and it must satisfy the below condition. A flowchart of the PSO algorithm is given in Figure 5.

\[ \left| \frac{P(g_{i+1}) - P(g_{i})}{P(g_{i})} \right| > \Delta P \]

In Reference [24], a cost-effective PSO algorithm is presented, which uses one single pair of sensors for controlling multiple PV arrays. The algorithm is also compared with many conventional techniques, from which, the proposed algorithm is found to be more effective and it also tracks the MPP even
during partial shading conditions. The authors in Reference [9] have presented a PSO algorithm integrated with an overall distribution (OD) algorithm. The OD technique is used to efficiently track the MPP during any shading conditions and is again integrated with PSO to improve the accuracy of the MPPT technique. A novel two-stage PSO MPPT is proposed in Reference [29]. Here, for partial shading conditions and to achieve improved convergence speed, a shuffled frog leaf algorithm (SFLA) with an adaptive speed factor is implemented with PSO. For partially shaded PV power systems, a modified PSO is presented in Reference [30] whose effectiveness is shown in the paper. Many studies have been done using PSO as an MPPT technique for both uniform irradiation and partially shaded conditions. However, the standard PSO performance is enhanced and modified by using hybridization and modification in the algorithm [25,28,31–35], which increases the system efficiency and is found to be more reliable.

3.2. Differential Evolution (DE)

This algorithm was suggested by Price and Storn in 1995. DE is a randomly varying population-based algorithm and it finds its application in global optimization problems [36]. This algorithm is well-suited for non-linear, non-differentiable, multi-dimensional problems [37]. Therefore, this algorithm can be implemented for PV panel maximum power extraction as the PV characteristics possess a highly non-linear graph as they are intermittent in nature [16,20]. Furthermore, even during partial shading conditions, it can track the global optimum power point [38,39]. In the DE algorithm, the complexity reduces as it requires much fewer parameters (particles) to tune. This tuning of particles makes sure that in every iteration, the particles converge toward the best solution in the search space. DE algorithm follows various steps for optimization and those are initialization, mutation, recombination/crossover, and selection [40]. The DE algorithm flowchart is shown in Figure 6.

![DE algorithm flowchart](image-url)
3.2.1. Initialization

DE optimizes the problem by using different formulas for creating new particles and also by maintaining the population size at the same time. In the search space, out of the existing particles and newly updated particles, the best fitness value particles only remain and others having the least fitness value are replaced. In DE optimization, various control processes are carried out step by step as discussed below. For optimization using DE, at first, initial parameters, population, and number of generations must be initialized [37, 41, 42].

If a function with “P” real parameters must be optimized, then the population size is taken as “N”, where the “N” value should not be less than 4.

Hence, the parameter vectors can be written as:

\[ x_{i,G} = [x_{1,i,G}, x_{2,i,G}, x_{3,i,G}, \ldots, x_{P,i,G}] \]  

(9)

In the above equation \( i = 1, 2, \ldots, N \); and \( G \) is the number of generations.

During initialization process, the user sets a predefined upper and lower boundary value for each particle:

\[ x^L_j \leq x_{j,i,1} \leq x^U_j \]  

(10)

The initial values are chosen randomly for each particle but in uniform intervals between the upper and lower interval of the particle.

3.2.2. Mutation

Here, each individual becomes a target vector. Mutation is performed for all N particles in the search space and hence it expands the search space. For a particular particle \( x_{i,G} \), three random vectors are taken such as \( x_{r1,G}, x_{r2,G}, \) and \( x_{r3,G} \) in such a manner that all the indices \( i, r1, r2, \) and \( r3 \) are distinct from each other.

For finding out the donor vector (the new particle formed from the mutation process), add the weighted difference of two vectors with the third vector:

\[ u_{i,G+1} = x_{r1,G} + F(x_{r2,G} - x_{r3,G}) \]  

(11)

where \( F \) is the mutation factor, which lies between \([0,2]\); \( u_{i,G+1} \) is the donor vector.

3.2.3. Crossover

Here, the next generation is formed from the parent particles. Therefore, recombination is performed between the target and mutant vector to get the next generation vector, which is a trial vector. In other words, the trial vector \( u_{i,G+1} \) is formed by considering the elements of the target vector \( x_{i,G} \) and also from the elements of the mutant vector/donor vector \( u_{i,G+1} \).

Crossover may be reached on the D variables when an arbitrarily chosen number between 0 to 1 lies in the range of the CR value, where CR is a constant value and is used for controlling DE parameters. The condition is given as:

\[ u_{j,i,G+1} = \begin{cases} 
  u_{j,i,G+1} & \text{if } \text{rand}_{j,i} \leq \text{CR and } j = I_{\text{rand}} \\
  x_{j,i,G} & \text{if } \text{rand}_{j,i} > \text{CR and } j \neq I_{\text{rand}} 
\end{cases} \]  

(12)

where

\( i = 1, 2, \ldots, N \)
\( j = 1, 2, \ldots, D \)
\( \text{rand}_{j,i} \) is any value randomly chosen within \([0,1]\)
\( I_{\text{rand}} \) is a random integer whose value lies within \((1, 2, \ldots, D)\). This value makes sure that \( u_{i,G+1} \neq x_{i,G} \).
3.2.4. Selection

In DE optimization, the population size is kept constant throughout the generation process. Therefore, a selection criterion provides the best parameter for the next generation. In this process, both parent vector/target vector and the trial vector are compared, and if the trial vector is able to give a better fitness value compared to that of the target vector, then the target vector, i.e., the parent vector, is replaced by the trial vector and the generation gets updated.

DE has its wide acceptance in global search problems. The authors in reference [38] have proposed a DE-based MPPT technique that works with the boost converter for a partially shaded PV system. In the above work, performance of DE algorithm is compared with a conventional algorithm and its efficiency is verified. A detail survey about DE algorithm use in various fields with its advantages and disadvantages is given in reference [43]. The fundamentals of DE, its application to various multi-objective optimization problems, such as constrained, uncertain optimization problems are reviewed in reference [44]. A modified DE with a mutation process being modified, i.e., instead of choosing the parents randomly for mutation, each individual is assigned with a probability of selection, which is inversely proportional to the distance from the mutated individual, is presented in Reference [45]. This modified DE can be applied for solving various optimization problems with some small changes according to the requirement of the optimization problem. A modified DE algorithm for finding the PV model parameters during varying weather conditions and partial shading is given in Reference [46], and the algorithm presented here uses only the PV datasheet information. The original DE and the modified one, and also hybridization of the DE algorithm with various computational techniques or with conventional methods, have been proposed by many researchers [47,48]. The DE algorithm possesses many advantages, but PSO is superior to it in many aspects, such as less coding complexity and parameter tuning.

3.3. Ant Colony Optimization (ACO)

This technique was first proposed by Colomi, Dorigo, and Maniezzo [49]. This is a probability-based algorithm used for a computational problem-solving purpose. This algorithm is inspired by real ants’ behavior for searching the shortest path from their colony to an available food source. The ants will follow the shortest distance between their nest and food [15]. Initially, when the ants search for food, they leave a pheromone trail for other ants to follow the same path. This pheromone trail is a chemical material to which members of the same species respond [50]. The thickness of the pheromone trail increases when it is followed by more ants. These ants may also follow the same path while returning to their nest, thereby making the pheromone trail thicker. Hence, the same path is followed by most of the ants till they find any other shortest path by exchanging information about the pheromone. If the path for the food is not the shortest one, then eventually the pheromone disappears [15,27,51].

ACO in MPPT

For implementing ACO in MPPT, most of the ants’ behavior is considered. Here, ants are initialized first and the objective function is set by considering the irradiation and temperature exposure of each panel. The procedure followed in the ACO algorithm for optimization is given below [50]:

Step 1: Initialize all ants and evaluate K random solutions.
Step 2: Rank solutions according to their fitness value.
Step 3: Perform a new solution.
Step 4: Observe the ant that has the global best position (solution).
Step 5: Upgrade the pheromone trail.
Step 6: Check for termination criteria.
Step 7: If satisfied, then the existing solution is the global best value, else go to Step 3.
Step 8: End.
For finding the pheromone concentration, the formula is given as:

\[ T_{ij} = \rho T_{ij}(t - 1) + \Delta T_{ij} \] (13)

In the above equation:
\( t = 1, 2, 3, \ldots, T \)
\( T_{ij} \) is the revised concentration of the pheromone
\( \Delta T_{ij} \) is the change in pheromone concentration
\( \rho \) is the pheromone concentration rate.

The main function of ACO is to track the global peak power operating point at which the PV system operates.

Fitness function = Panel 1\((V_1 \times (I(S_1, T_1)))\) + Panel 2\((V_2 \times (I(S_2, T_2)))\) + Panel 3\((V_3 \times (I(S_3, T_3)))\) + \ldots + Panel \(N\)((V_N \times (I(S_N, T_N)))) \) (14)

where \(V_1, S_1,\) and \(T_1\) represent the panel 1 voltage, irradiance, and temperature, respectively, and so on for the other panels.

In references [42, 52], the authors have used an ACO algorithm to improve the PV system efficiency for a partial shading condition. Apart from the MPPT techniques, the ACO has wide application such as optimization in hydro-electric generation scheduling, optimal reactive power dispatch for line loss reduction, microwave corrugated filter design, etc. [53–55]. For further improving the ACO performance, i.e., its convergence speed and ease of operation, it can also be combined with various evolutionary and conventional algorithms. The ACO algorithm performs excellently for partially shaded PV modules with improved system performance [56, 57]. In reference [58], an ACO-PSO-based MPPT technique is given for a partially shaded PV system. The proposed hybrid algorithm is implemented with an inter-leaved boost converter, which improves the output power and provides a constant voltage to the load. The authors in reference [59] have proposed a hybrid algorithm by considering the simplest conventional and widely used P&O (perturb and observe) with ACO. P&O fails during partial shading and falls on local MPP, hence in the hybrid algorithm, ACO helps the algorithm converge towards the GMPP. This hybrid algorithm improves the system performance and reliability.

3.4. Artificial Bee Colony (ABC)

This swarm technology-based meta-heuristic algorithm is used to solve multi-dimensional and multi-modal problems. The algorithm was proposed by Karaboga [60]. It is inspired by various behaviors of honeybees such as foraging, learning, memorizing, and sharing of information for optimization [61–63]. For the ABC algorithm, food locations are considered as effective solutions and the amount of nectar it produces defines the quality of the food source (i.e., fitness of the food source) [64]. Here, the bees are classified into three categories (first one is called employed bees, second one is onlooker bees, and the third one is scout bees), and the three types of bees perform mostly three types of foraging behavior, which are first searching the food source, then employing the employed bees for getting the food from the food source, and lastly, discarding the food source due to its lack of nectar quality [15, 27]. The employed bees search for food or find the food location. The bee that makes decision regarding the food source is called the onlooker bee. The food sources discovered by the employed bees that cannot be improved are discarded, and the employed bees that found them become scout bees. Here, the number of bees is equal to the number of employed scout bees and onlooker bees. Flowchart of ABC algorithm is given in Figure 7.
ABC as the MPPT

For analyzing the MPPT technique based on the ABC algorithm, every candidate solution is considered as duty cycle “d” of the dc–dc converter. Hence, here the optimization function has only one parameter “d” to be optimized. Let us consider a D-dimensional problem having \(N_P\) food sources has to be optimized, where \(N_P\) is the number of number of bees in the search space. Hence, by assuming that each food source has one employed bee, then the \(i\)th food source location for the \(t\)th iteration is given by

\[
X_t^i = [x_{i1}^t, x_{i2}^t, x_{i3}^t, \ldots, x_{id}^t, \ldots, x_{iD}^t]^T
\]  

Randomly generate the food source as:

\[
x_{id} = L_d + r(U_d - L_d)
\]  

where \(U_d\) and \(L_d\) are upper and lower limit for the dth dimension problem, and \(r\) is a random number whose value is chosen between [0,1].

In the next step, the employed bees search for a new food source \(V_i\) near to \(X_i\) along with a randomly selected dimension \(d\):

\[
v_{id} = x_{id} + \beta(x_{id} - x_{jd})
\]

where \(v_{id}\) is the new food source; \(j\) is a randomly chosen vector where \(i \neq j \in (1, 2, 3, \ldots N_P)\) and \(\beta\) is a randomly chosen value between \([1, -1]\).

In the above condition, if it is found that the new food source is better than that of the old one, then the new food source gets updated, whereas the old one is discarded; else, the old food source remains in the next iteration [15].
Again, the available food source information is shared with onlooker bees and the food source is selected by the onlooker bees based on a probability criteria:

$$P_i = \frac{\text{fitness}_i}{\sum_{n=1}^{N_P} \text{fitness}_n}$$  \hspace{1cm} (18)

In this step, the employed bees also get updated with the help of a greedy selection process. In the next step, after the prescribed number of iterations or when the limit values for the new food source quality have not improved, then the food source gets abandoned and goes for termination. The bees associated with the abandoned food sources become scout bees and search for new available food sources and checks for termination criteria. If the available solutions are acceptable and maximum iterations are reached, then the process terminates; otherwise, it continues the search.

The performance analysis of the ABC algorithm is given in reference [65]. Here, the performance of the algorithm is compared with PSO, DE, and other evolutionary algorithms for multi-modal and multi-functional problems where ABC is found to be giving better result compared to others. ABC has successfully been implemented for leaf-constrained minimum spanning problems too [66]. In reference [67], the authors have done a comparative study of the ABC algorithm for a large set of numerical optimization problems and the results obtained are compared with population-based algorithms. It was found that the results obtained by ABC are superior, and in some cases, same as the population-based algorithms where ABC has the advantage of having less control parameters than others. ABC-based MPPT techniques for PV system are given in Reference [68] and the results are compared with the P&O algorithm where the ABC-based MPPT gives a better performance. From various researchers, the effectiveness of the ABC algorithm as an MPPT technique for both uniform and partial shading conditions are shown and found to be better than the existing techniques [69–71]. A modified ABC algorithm (MABC) is presented in reference [72] whose performance is compared with the genetic algorithm (GA), PSO, and ABC, and was found to be more suitable for reducing the power loss of PV modules during a partial shading condition.

3.5. Bacteria Foraging Optimization Algorithm (BFOA)

This is a nature-inspired algorithm that is inspired by various foraging behaviors of *Escherichia Coli* (*E. Coli*). The *E. Coli* bacteria present inside the intestine of humans and animals possesses various multi-functional foraging behaviors so as to maximize the consumption of energy per unit time for one particular foraging process. When the foraging process occurs due to the environmental conditions, the bacterium with a high fitness value or those that are able to withstand the environmental changes continue to survive and the others get eliminated [73]. These bacteria follows four basic steps for getting to a nutrient-rich location, i.e., for foraging. These four steps are chemotaxis, swarming, reproduction, and elimination-dispersal [74].

3.5.1. Chemotaxis

The *E. coli* bacteria moves inside the human intestine searching for a nutrient-rich location with the help of locomotory organelles called flagella. This search of the bacteria for nutrients is called chemotaxis. With the help of flagella, the bacterium can swim or tumble, and these are the basic functions performed by the bacterium during the chemotaxis process [75]. In the swimming case, the bacterium moves continuously in some direction, but in the tumble case, it changes its direction randomly. The chemotactic method in terms of a mathematical equation is given as:

$$\theta^i(j+1, k, l) = \theta^i(j, k, l) + C(i) \frac{\Delta(i)}{\sqrt{\Delta^2(i) \Delta(i)}}$$  \hspace{1cm} (19)

where
\( \theta^i(j + 1, k, l) \) is the \( i \)th bacterium at \( j \)th chemotactic for \( k \)th reproductive and \( l \)th elimination dispersal step

\( C(i) \) is the unit step size of the bacterium taken in a random direction

\( \Delta(i) \) represents a vector that lies in an arbitrary direction and its elements lie within \([-1,1]\).

3.5.2. Swarming

The \textit{E. Coli} and \textit{Salmonella typhimurium} (\textit{S. typhimurium}) bacteria show group behavior in which stable spatiotemporal swarms are formed in a semisolid nutrient medium. The group of \textit{E. Coli} bacteria surrounded by a semisolid matrix with a single chemo-effector place themselves in the travelling ring, thereby moving up the nutrient gradient. The cells will release an attractant aspartate when it gets simulated by a high level of succinate, and with the help of this, the bacteria will form into groups and will move as concentric patterns of swarms with a high bacterial density.

3.5.3. Reproduction

In this step, the bacteria with a lower fitness value or the non-healthy bacteria are eliminated, which covers half of the bacteria population. Then, the healthier bacteria, i.e., the bacteria with higher fitness value, will asexually split into two bacteria. In this process, reproduction occurs and the population of the search space remains constant.

\[
J_i^{\text{health}} = \sum_{j=1}^{N_c+1} J^j(i, k, l) \tag{20}
\]

where \( N_c \) is the number of chemotactic steps; \( J_i^{\text{health}} \) is the health of the \( i \)th bacterium.

3.5.4. Elimination and Dispersal

A sudden change in the environment where the bacteria lives might occur due to various reasons and this phenomenon is called elimination and dispersal. The bacteria may be living at a better nutrient gradient environment, but due to environmental changes, some of the bacteria may get killed or dispersed to a new location. Due to this, many bacteria are spread all over the environment from the human intestine to hot springs and also to the underground environment. For implementing these phenomena of the bacteria in BFOA, some of the bacteria are randomly liquidated with a much lower probability, whereas the new replacements are initialized over the search space randomly. These events have the possibility of destroying the chemotaxis process, or they may assist the chemotaxis process because the dispersal of the bacterium may place it in a new good food location.

The above explained BFOA finds its application in various fields. In reference [73], a hybrid least square fuzzy-based BFOA is proposed for the harmonic estimation in power system voltage and current waveforms. Due to its capability of handling non-linear optimization, the phase estimation is done by BFOA and the linear least square method is used for amplitude estimation of the harmonic component. In reference [76], the authors have analyzed the chemotaxis process of BFOA from the classical gradient descent point of view. In this method the convergence speed of the BFOA algorithm has been enhanced. BFOA has also been implemented for active noise cancellation systems successfully [77]. Authors in reference [78] presented a grid-tied PV system based on an active shunt power filter (ASPF) technique. As controlling a dc-link voltage using PI controller is difficult due to the existence of varying loads, in this paper BFOA is used to optimize the PI controller parameters. A PSO-guided BFOA algorithm is considered for PV parameter estimation in reference [79]. Here, the optimization problem is solved using PSO, BFOA, and PSO-guided BFOA in an LDK PV test module and it is found that the later provides best fitness value. In [80], both conventional and computational techniques with hybridization of the algorithms are used for maximum PV power extraction and the performance of the algorithms is compared. Here P&O, fuzzy-based P&O, and
fuzzy P&O with parameters tuned by BPSO (i.e., BFOA-PSO) have been considered for PV systems, among which, the later BPSO tuned fuzzy P&O was found to be the best one. BFOA has been used as an efficient parameter extraction technique for PV cells. It shows more accurate results compared to the classical Newton–Raphson method, PSO, and enhanced simulated annealing for different PV modules with different test conditions [81]. From the literature, it is seen that BFOA can be applied to various global search problems for finding out the best solution.

4. Critical Evaluation of MPPT Algorithms

While selecting an algorithm for optimization problem, various aspects need to be considered and those are reliability, implementation cost, convergence speed, complexity of the algorithm, etc. The evolutionary algorithms play an important role while considering the partial shading condition of PV panels. From the literature, it is seen that there are many MPPT techniques available with different control techniques, and there is still a lot to explore. The deep analysis of the algorithms gives clear knowledge about the recent advancement in the said area. It shows the various factors affecting achieving the optimization goal and also shows the limitations. Among the five important MPPT algorithms discussed, here PSO is found to be the most used one. Basic PSO has a simple coding structure and is quite effective at tracking GMPP but sometimes due to rapidly changing weather conditions, it may reduce its convergence speed and start oscillating near the GMPP. Hence, in the literature it is found that many researchers have implemented hybrid PSO or modified PSO to achieve the optimization goal. It is seen that PSO with DE, PSO with P&O, PSO with genetic algorithm, etc., has been used, which gives a better convergence speed and less oscillation. The swarm intelligent algorithms like ACO and ABC involve simple and cost-effective implementation, and perform better than the standard PSO algorithm. However, at some period of time, these fall on local maxima. The performance of those algorithms can be further improved by combining them with conventional, artificial intelligence techniques or using soft computing techniques. This will reduce the convergence time and will track the GMPP. The DE algorithm is quite similar to the swarm intelligent algorithms but in some cases, it fails to track the GMPP as the parameters have no direction. Hence, it may follow a wrong direction. This algorithm can be improved by hybridizing with the soft computing techniques. BFOA based on bacteria foraging behavior provides a large search space and simple calculations, and the limitations of the algorithm can be overcome by modifying the parameter selection process or by combining it with other optimization techniques. The advantages and disadvantages of these five algorithms are listed in Table 1.

In Table 2, the use of nature-inspired algorithms as MPPT techniques for various PV models are analyzed. These techniques can be further improved by narrowing the search space, limiting the number of optimization parameters, and also by selecting suitable control parameters. This, in turn, can increase the speed of convergence and can also find the best fitness value. Both the conventional and soft computing algorithms can be integrated such that the limitations of both the algorithms can be reduced and the resulting hybrid algorithm may improve the performance of the PV system. However, this might increase the implementation cost and complexity of the system. From this review of the literature, it is noted that most of these algorithms are similar and vary with a narrow border. Therefore, selection of the algorithms solely depend on the researcher’s optimization criteria, which may be a cost function, a simple and easy to implement technique, etc. Therefore, an efficient, robust, economical, and simple algorithm has to be developed that, in turn, can increase the use of a PV system to its optimum.
Table 1. Advantages and disadvantages of reported algorithms.

<table>
<thead>
<tr>
<th>Sl. No</th>
<th>Algorithm Name</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
</table>
| 1      | PSO            | • Fast convergence and tracks true MPPT during partial shading conditions.  
          • High efficiency | • High implement cost  
          • Complex calculation  
          • Oscillates during rapidly changing conditions |
| 2      | ACO            | • Possesses a simple and cost-effective technique for practical implementation  
          • Good convergence speed and efficient for PSC | • Optimization process is lengthy and complex calculation as more parameters need to be optimized. |
| 3      | ABC            | • It does not depend on the system’s initial condition  
          • Simple structure  
          • Easy to implement | During some period of time it fails to track the true GMPP |
| 4      | DE             | • Independent of initial parameters for finding true GMPP  
          • Fast convergence  
          • Have fewer control parameters | The particles have no direction during convergence  
          • Particles need to be modified to converge towards the best solution |
| 5      | BFOA           | • It does not get affected more by the system size and non-linearity  
          • Ability to handle more objective function  
          • Fast convergence | After some period of time it fails on local maxima  
          • Complex calculation |

Table 2. Comparison of various algorithms used in the literature.

<table>
<thead>
<tr>
<th>Ref. No</th>
<th>Method Used</th>
<th>Year of Publication</th>
<th>System Under Consideration</th>
<th>Observed Condition</th>
<th>Converter Used</th>
<th>Advantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>[25]</td>
<td>PSO combined with P&amp;O</td>
<td>2015</td>
<td>Stand alone</td>
<td>PSC</td>
<td>dc–dc</td>
<td>• Faster convergence, reduced oscillation, better performance than standard PSO</td>
</tr>
</tbody>
</table>
| [31]    | Dormant PSO and INC                   | 2015                | Stand alone                | PSC                | dc–dc          | • Improved efficiency  
          • Reduced global search time  
          • Output voltage fluctuation reduced |
| [35]    | PSO                                   | 2015                | Grid-Tied                  | PSC                | dc–dc          | • Increased system efficiency |
| [32]    | Enhanced Leader PSO (EL-PSO)         | 2017                | Stand alone                | PSC                | dc–dc          | • Faster than classical PSO  
          • Performs better than PSO and P&O |
| [82]    | PSO and INC                           | 2017                | Rooftop PV                 | PSC                | dc–dc          | • Reduced implementation cost  
          • Improved system efficiency |
| [26]    | Combination of HL and SAPSO (HSAPSO) | 2018                | Stand alone                | PSC                | dc–dc          | • Reduced search area  
          • Algorithm complexity reduced  
          • Improved performance |
| [38]    | DE                                    | 2010                | Stand alone                | PSC                | dc–dc boost converter | • Very fast response and accurate results |
Table 2. Cont.

<table>
<thead>
<tr>
<th>Ref. No</th>
<th>Method Used</th>
<th>Year of Publication</th>
<th>System Under Consideration</th>
<th>Observed Condition</th>
<th>Converter Used</th>
<th>Advantages</th>
</tr>
</thead>
</table>
| [47]    | DE          | 2012                | Stand alone                 | PSC                | dc–dc boost converter | • More accurate results  
|         |             |                     |                             |                    |               | • Fast convergence  
|         |             |                     |                             |                    |               | • Eliminates steady state oscillation after MPP is tracked |
| [37]    | DE with modified mutation direction | 2014 | Stand alone | PSC | dc–dc | • Performs well during varying load and irradiation  
|         |             |                     |                             |                    |               | • Improved efficiency than P&O  
|         |             |                     |                             |                    |               | • Easy to implement |
| [48]    | Improved DE | 2018                | Stand alone                 | PSC with varying load condition | dc–dc sepic converter | • High efficiency >99%  
|         |             |                     |                             |                    |               | • Faster response |
| [59]    | Improved ACO based P&O | 2016 | Stand alone | PSC | dc–dc | • Improved static and dynamic convergence |
| [50]    | ACO         | 2016                | Stand alone                 | PSC                | dc–dc          | • Performs better than conventional MPPT |
| [56]    | ACO         | 2013                | Stand alone                 | PSC                | dc–dc          | • Reduced cost  
|         |             |                     |                             |                    |               | • Simple structure  
|         |             |                     |                             |                    |               | • Finds the GMPP effectively |
| [57]    | ACO-New Pheromone Update Strategy (ACO-NPU) | 2017 | Stand alone | PSC | dc–dc | • Reduced computation time |
| [69]    | ABC         | 2015                | Stand alone                 | PSC                | dc–dc          | • Requires less control parameters  
|         |             |                     |                             |                    |               | • Convergence is independent of system initial condition  
|         |             |                     |                             |                    |               | • Better tracking of GMPP than PSO |
| [70]    | ABC         | 2015                | Stand alone                 | PSC                | dc–dc          | • Faster tracking of GMPP  
|         |             |                     |                             |                    |               | • Reduced output power oscillation  
|         |             |                     |                             |                    |               | • Energy saving improves  
|         |             |                     |                             |                    |               | • Increased revenue generation |
| [72]    | MABC        | 2015                | Stand alone                 | PSC                | dc–dc          | • Optimizes the power loss constraint  
|         |             |                     |                             |                    |               | • Mitigates shading effects |
| [78]    | BFOA tuned PI | 2016 | Grid-Tied | Varying load conditions | - | • Reduced harmonics  
|         |             |                     |                             |                    |               | • Meets the load demand  
|         |             |                     |                             |                    |               | • Robust system |
| [80]    | BPSO Fuzzy P&O | 2017 | Stand alone | PSC | dc–dc | • More effective than conventional techniques  
|         |             |                     |                             |                    |               | • Improved system performance |

5. Conclusions

In this paper, five evolutionary algorithms—PSO, DE, ABC, ACO, and BFOA—were analyzed and reviewed. The discussed evolutionary algorithms are competent enough to obtain global peak power even in rapidly varying atmospheric conditions and also during shading. The operating principle of the said algorithms varies along with their choice of operating parameters. The review paper also discussed the use of those MPPT techniques by hybridizing them along with other MPPT techniques. This method improves the performance as compared to the standard versions. Each algorithm has its own merits and demerits, which are discussed in the review article, which gives a brief idea regarding selecting one MPPT technique for partially shaded PVs. The practical implementation of these algorithms still remains quite complex due to their effectiveness, reliability, cost for implementation,
nature of coding involved, etc., in multi-objective functions. The advent of advanced processors and simulation compatible hardware tools has made the process effective. Potential tools like hardware in loop (HIL), dSPACE, etc., facilitates the pragmatic hardware realization of a real-time scenario. Taking into account the necessity of MPPT for partially shaded PV, there is a wide scope of research for finding new efficient MPPT techniques. This paper has summarized five important global search algorithms that can kindle the interest among the researchers to either modify the five discussed algorithms or propose a new algorithm.
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