Multi-Functional Model Predictive Control with Mutual Influence Elimination for Three-Phase AC/DC Converters in Energy Conversion
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Abstract: Conventional model predictive control (MPC)-based direct power control of the three-phase full-bridge AC/DC converter usually suffers from the parametric coupling between active and reactive powers. A reference change of either the active or reactive power will influence the other, deteriorating the dynamic-state performance. In addition, the steady-state performance affected by one-step-delay arising from computation and communication processes in the digital implementation should be improved in consideration of switching frequency reduction. In combination with the proposed novel mutual influence elimination constraint, this paper proposes the multi-functional MPC for three-phase full-bridge AC/DC converters to improve both the steady and dynamic performances simultaneously. It has various advantages such as one-step-delay compensation, power ripple reduction, and switching frequency reduction for steady-state performance as well as mutual influence elimination for dynamic capability. The simulation and experimental results are obtained to verify the effectiveness of the proposed method.
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1. Introduction

Nowadays, renewable energy sources are important to meet the growing energy demand and reduce reliance on fossil fuels [1]. The three-phase full-bridge converter is a popular option for integration of renewable energy sources [2], active power filters, electric drives and energy storage system (ESS) due to its merits such as four-quadrant power flow, natural power factor amendment, flexible DC-link voltage control, and low DC filter capacitance in comparison with the uncontrolled AC/DC converters [3–5]. Also, the fast development of renewable energy systems leads to more stringent requirements of advanced control strategies that can deliver better system reliability and power quality [6].

The direct power control (DPC) and voltage-oriented control (VOC) are typical control strategies [7–12]. The VOC controls the input powers by regulating the input current. Although the strategy has a good dynamics response and stability in steady-state, the inner current controller has a large impact on the whole system [13]. The DPC derives from the direct torque control in electric drives. It controls the powers directly through the selection of a suitable voltage vector from the preset switching table based on the instantaneous errors between the reference and instantaneous values of powers, and the space voltage vector location [14]. The DPC has a simple control algorithm and does not need an internal controller, but the control accuracy cannot be guaranteed.
The model predictive control (MPC) for power electronics applications and renewable energy systems has attracted lots of attention in recent years [15–28]. It is a flexible control method that enables simple addition of system nonlinearities and various constraints. In the MPC-based DPC scheme, system model and the cost function of errors between reference and measured powers are compared among each voltage vector, and the voltage vector that minimizes the cost function value is chosen for execution [29–33]. This approach is more accurate compared with DPC control and the control objectives can vary relatively according to the various cost function. In terms of conventional MPC-based DPC control, active and reactive powers could only be simultaneously controlled with a single cost function, and it has one-step-delay influence arising from computation and communication processes in the digital implementation [34]. The improved MPC was proposed to compensate the one-step-delay while reducing average switching frequency and keeping system stability [35]. This approach, however, only considers the system steady-state performance. During the transient state, if one control objective experiences a large change of the power reference value, relatively more weight is put on the changed objective due to parametric coupling. Then the voltage vector that is more likely to adjust this objective to the reference value would be selected according to the cost function. This influences the performance of the other control target since these two control objectives could not be completely decoupled according to the converter model and conventional cost function, which deteriorates the dynamic performance of active and reactive power control, and also causes the distortion of the output voltage waveform, especially when using the cost function consisting of square terms [36,37].

This mutual influence issue exists widely in most MPC-based methods no matter whether for multi-vector based control or for different control targets such as electrical machines, and the issue is more likely to occur in systems with a severe change of control objectives. This may impose more stress on the load system and decrease efficiency and operation performance of the system [38]. A modulated MPC scheme with vector duty cycle calculation was proposed in [38] to eliminate it. However, the proposed method is not a general constraint for model predictive based control and the steady-state performance issue was not considered.

In order to solve the aforementioned issues comprehensively, a general mutual influence elimination for MPC-based control has been proposed, also this paper proposes the multi-functional MPC to improve both the dynamic and steady-state performances simultaneously. Not only the novel control strategy can improve the steady-state performance by one-step-delay compensation, while improving the corresponding system deterioration issue such as switching frequency increment, but also improve the dynamic-state performance through eliminating the coupling between the active and reactive power control.

2. Modeling of Three-phase Full-bridge Converter

Figure 1a illustrates the topology of the three-phase full-bridge AC/DC converter that can be operated for bi-directional power conversion. The three-phase full-bridge unit is connected to the AC side via three inductors L and resistors R. At the DC side, a DC load or DC bus is connected to the bridge with a capacitor C in parallel connection, where \( e_a, e_b, \) and \( e_c \) are the three-phase AC source voltages; \( V_a, V_b, \) and \( V_c \) the AC terminal voltages of the three-phase bridge; and \( I_a, I_b, \) and \( I_c \) the three-phase currents. Figure 1b shows the voltage space vectors.

In the \( \alpha\beta \)-coordinate system, the AC source voltage vector and the current vector can be derived as:

\[
\begin{align*}
    e_{\alpha\beta} &= \begin{bmatrix} e_a \\ e_b \\ e_c \end{bmatrix} = \frac{2}{3} \begin{bmatrix} 1 & -1/2 & -1/2 \\ 0 & \sqrt{3}/2 & -\sqrt{3}/2 \end{bmatrix} \begin{bmatrix} e_a \\ e_b \\ e_c \end{bmatrix} \\
    I_{\alpha\beta} &= \begin{bmatrix} I_a \\ I_b \\ I_c \end{bmatrix} = \frac{2}{3} \begin{bmatrix} 1 & -1/2 & -1/2 \\ 0 & \sqrt{3}/2 & -\sqrt{3}/2 \end{bmatrix} \begin{bmatrix} I_a \\ I_b \\ I_c \end{bmatrix}
\end{align*}
\]
In a balanced three-phase system, the line currents can be derived as below:

\[ e_{\alpha \beta} = L \frac{dI_{\alpha \beta}}{dt} + R I_{\alpha \beta} + V_{\alpha \beta} \]  
\[ C \frac{dV_{dc}}{dt} = \frac{3}{2} (I_s S_\alpha + I_q S_\beta) - I_L \]  

where \( e_{\alpha \beta}, V_{\alpha \beta}, I_{\alpha \beta}, \) and \( I_L \) are the source voltage vector, the three-phase converter input voltage vector, the line current vector, and the load current, respectively, \( S_\alpha \) and \( S_\beta \) are the switching switch states \((0 = \text{off}, 1 = \text{on})\), which are derived from switching state of each leg. The exchange between active and reactive power within the grid is derived as:

\[
\begin{bmatrix}
P \\
Q
\end{bmatrix} = \frac{3}{2} \begin{bmatrix}
e_\alpha \\
e_\beta
\end{bmatrix} \begin{bmatrix}
I_\alpha \\
I_\beta
\end{bmatrix}
\]

3. Predictive Model of AC/DC Converter

The conventional DPC (CDPC) is designed according to the instantaneous active and reactive powers to form the control loops, as described in [8]. The voltage vector of the PWM rectifier is chosen from a preset switching table. The switching table is formulated based on the power source voltage vector position, \( \theta_n \), in the \( \alpha-\beta \) plane and the digitized signals \( S_p \) and \( S_q \), where \( S_p \) and \( S_q \) are generated according to a fixed band hysteresis comparators and the tracking errors of active and reactive powers, respectively, \( S_p \) and \( S_q \) usually use indicators “0” and “1” to indicate two different status. More details regarding the control algorithm of CDPC can refer to [8].
The MPC-based DPC predicts the change of power at the time instant \((k + 1)\) for different voltage vectors and applies the voltage vector that minimizes the cost function. Figure 2 shows the block diagram of MPC. The differential equation of active and reactive power can be derived from (5) as

\[
\frac{d}{dt}\begin{bmatrix} P \\ Q \end{bmatrix} = \frac{3}{2} \begin{bmatrix} I_a & d \end{bmatrix} \begin{bmatrix} e_a \\ e_\beta \end{bmatrix} + \frac{dI_\alpha}{dt} \begin{bmatrix} e_\alpha \\ -e_\alpha \end{bmatrix} + \frac{dI_\beta}{dt} \begin{bmatrix} e_\beta \\ -e_\alpha \end{bmatrix}
\]

(6)

For the sinusoidal and balanced three-phase line voltage:

\[
\vec{v} = e_a + je_\beta = |\vec{v}|e^{j\omega t}
\]

(7)

From (7), the equation below can be derived:

\[
\frac{d}{dt}\begin{bmatrix} e_a \\ e_\beta \end{bmatrix} = \omega \cdot \begin{bmatrix} -e_\beta \\ e_\alpha \end{bmatrix}
\]

(8)

The derivative active and reactive powers can be deduced by substituting (3) and (8) into (6):

\[
\frac{d}{dt}\begin{bmatrix} P_i \\ Q_i \end{bmatrix} = -\frac{R}{L} \begin{bmatrix} P_i \\ Q_i \end{bmatrix} + \omega \begin{bmatrix} -Q_i \\ P_i \end{bmatrix} + \frac{3}{2L}\begin{bmatrix} (|\vec{v}|^2 - \text{Re}(\vec{v}^*\vec{V}_i)) \\ -\text{Im}(\vec{v}^*\vec{V}_i) \end{bmatrix}
\]

(9)

where \(\vec{V}_i\) represents the \(i\)-th voltage space vector, \(P_i\) and \(Q_i\) represent the corresponding active and reactive power. For every switching state and the corresponding voltage space vector, \(V_{ia}\) and \(V_{ib}\) are calculated as follows:

\[
\begin{bmatrix} V_{ia} \\ V_{ib} \end{bmatrix} = \frac{2}{3}\sqrt{3} V_{dc} \begin{bmatrix} S_{ia} - \frac{1}{3}(S_{ib} + S_{ic}) \\ \frac{\sqrt{3}}{2}(S_{ib} - S_{ic}) \end{bmatrix}
\]

(10)

where \(S_{ia}, S_{ib}\) and \(S_{ic}\) are the switching status of each phase.

Assuming the tracking error of the DC-bus voltage to be constant during one sampling period, the instant power at the \((k+1)\) sampling instant can be evaluated through the linear extrapolation. Therefore, the predictive \(P\) and \(Q\) of each switching state at the end of the period \(T_s\) can be described as:

\[
\begin{bmatrix} P_i^{k+1} \\ Q_i^{k+1} \end{bmatrix} = T_s \begin{bmatrix} -\frac{R}{L} P_i^k \\ Q_i^k \end{bmatrix} + \omega \begin{bmatrix} -Q_i^k \\ P_i^k \end{bmatrix} + \frac{3}{2L}\begin{bmatrix} (|\vec{v}|^2 - \text{Re}(\vec{v}^*\vec{V}_i)) \\ -\text{Im}(\vec{v}^*\vec{V}_i) \end{bmatrix} + \begin{bmatrix} P_i^k \\ Q_i^k \end{bmatrix}
\]

(11)

The MPC controller compares active and reactive powers of all the converter switching states and chooses the one acquiring the minimum value of the cost function as (12), where \(i\) ranging from 0 to 7 indicates all the voltage vectors:

\[
J_i = (P^* - P_i^{k+1})^2 + (Q^* - Q_i^{k+1})^2
\]

(12)

4. Proposed Multi-Functional MPC for Steady and Dynamic Performance Optimization

One of the main advantages of MPC is that any constraints or requirements for a prediction control can be included in the cost function to combine multiple constraints and nonlinearities together to improve the overall performance. The conventional MPC inherits two main issues which may influence the system performances. The first one is the influence on steady-state performance caused by one-step-delay in digital implementation, which results in large power ripples and higher current total harmonic distortion (THD) \([34,35]\). Though one-step-delay compensation can be added to solve this problem, the overall frequency increases obviously at the same time. Thus, we need to combine the switching frequency reduction constraint in the cost function with consideration of accompanying stability deterioration issue, thus the \(N\) step ahead prediction should be applied.
The second problem is the dynamic performance deterioration caused by the mutual influence between active and reactive powers due to the control coupling of two targets in the single cost function. The solution of dynamic performance issue is by adding the eliminating constraint, which will be introduced in the below section.

By overall consideration of steady-state and dynamic-state performance optimization, the proposed multi-functional MPC (MMPC) can improve both the steady-state and dynamic performance simultaneously in comparison with the conventional MPC control. The proposed MMPC constructs the redesigned cost function with additional objective terms in consideration of switching frequency reduction, one-step-delay compensation, and mutual influence elimination. The design loop of the proposed strategy is illustrated in Figure 3.

Figure 3. MMPC control design in comparison with CMPC.

4.1. Steady-state Performance Improvement

4.1.1. One-Step-Delay Compensation

For the steady-state performance, the most significant influence is caused by one-step-delay in discrete-time digital implementation. The one-step-delay issue exists when using (11) and (12) for real system control, which increases the power ripples in the steady-state, resulting in power prediction errors. Taking the active power as an example, as illustrated in Figure 4a, \( P^k \) is the sampled data at the \( k \)-th period, and \( T_e \) is the computing time of control strategy. After the best voltage vector \( V_{i}^{k+1} \) is determined using \( P^k \) and \( P^* \), the best vector will be implemented at the \((k+1)\)-th period while the active power variables at the \((k+1)\)-th period are changed to \( P^{k+1} \), which would be usually different from \( P^k \) because of the application of \( V_{i}^k \). Therefore, the vector chosen at the \((k+1)\)-th instant may no longer be the best one, and the one-step-ahead prediction value \( P^{k+2} \) is acquired through the converter model should be used in the cost function instead of \( P^{k+1} \) to calculate the best vector for \((k+1)\)-th instant. Likewise, the \( Q^{k+2} \) acquired through the prediction model should be used in the cost function instead of \( Q^{k+1} \) for the best vector selection.

Figure 4. (a). Data processing in digital implementation. (b). switching paths.
With the one-step-delay compensation, the new cost function \( (J_0)_i \) should be redefined as:

\[
(J_0)_i = (P^* - P_{ik}^{k+2})^2 + (Q^* - Q_{ik}^{k+2})^2
\]  

(13)

4.1.2. Frequency Reduction and Stability Improvement

While applying for the one-step-delay compensation, it is known that the switching frequency increases obviously [21]. The power losses of the converter increase with the increasing of switching frequency, especially in high power applications. The switching frequency can be reduced by seeking the minimum possible state changes of each switch [37]. Taking the switching state “000” as an example, Figure 4b shows the possible vector switching patterns. It can be seen there are four patterns based on the switch change’s number, i.e. the zero, one, two, and three state changes. To reduce the switch state change, the switching path which has the least leg switch changes is preferred.

According to the analyses above, the additional term \( (J_1)_i \) can be further added:

\[
(J_1)_i = \lambda_f \left( \sum_{i=a,b,c} |D_i^{k+1} - D_i^k| \right)
\]  

(14)

where \( D_i^k \) and \( D_i^{k+1} \) mean the switching status of phase \( i \) (\( i=a, b, c \)) bridge leg in the \( k \)-th and \( (k+1) \)-th instants, respectively; \( D_i^k \) = 0 or 1, where 1 means the higher switch is on and the lower switch is off, and 0 otherwise; \( \lambda_f \) is the weighting factor. Therefore, by redesigning the cost function as (14), the switching frequency reduction can be realized.

As indicated in Figure 3, the system control stability may deteriorate with the application of switching frequency reduction method, resulting in quite large power and current ripples [6]. A common solution is to predict the behavior of the variables with \( N \) steps ahead, by controlling the tracking error at the \( (k+N) \)-th (\( N > 1 \)) instant. The active and reactive powers at the \( (k+N) \)-th control period are derived linearly based on the value at the \( (k+1) \)-th and \( (k+2) \)-th control period. This could help reduce the system power ripples, especially when \( \lambda_f \) is too large. Finally, for the steady-state performance improvement, the term (14) can be further revised to (15) as in [37]:

\[
\begin{cases}
(J_1)_i = \lambda_f \left( \sum_{i=a,b,c} |D_i^{k+1} - D_i^k| \right) + \lambda_s \left( |P^* - P_{ik}^{k+N}| + |Q^* - Q_{ik}^{k+N}| \right) \\
(J_{0,1})_i = (J_0)_i + (J_1)_i
\end{cases}
\]  

(15)

where \( \lambda_s \) is the weighting factor of stability, \( P_{ik}^{k+N} \) and \( Q_{ik}^{k+N} \) are the active and reactive powers at the \( (k+N) \)-th instant using the linear extrapolation for the prediction horizon. However, even at this stage with the revised cost function (15), only the steady-state performance is enhanced while the dynamic mutual influence has not been considered.

4.2. Dynamic Performance Improvement with Mutual Influence Elimination Constraint

In the above cost functions, the active and reactive power control are coupled in a single cost function and are controlled together to achieve the minimum cost function value. If one objective is significantly changed using MPC control with the aforementioned cost function, the control is targeted at the changing objective, while the other one is neglected. As a result, the transient performance would deteriorate obviously. The deterioration increases while the changing of the two control factors becomes larger, especially in the high power range. Due to such interference, the issue of dynamic performance deterioration should also be taken into account.

To eliminate the mutual interference issue and enhance the dynamic performance of conventional MPC, a novel control constraint is proposed in this paper, which can be used as a general approach to
eliminate the mutual influence in MPC by balancing the $P$ and $Q$ control. The eliminating constraint $\left(J_2\right)_i$ that resolves the mutual influence can be expressed as:

$$\left(J_2\right)_i = \lambda_m \left| \left( Q^* - Q_i^{k+2} \right) \left( P^* - P_i^{k+2} \right) \right|$$  \hspace{1cm} (16)

The parameter $\lambda_m$ is the weighting factor of mutual influence elimination, it is chosen based on the system’s rated active and reactive powers. At the instant of a step change of $P^*$ or $Q^*$, the vector that may incur large mutual influence on the other control objective would be less considered. The constraint $\left(J_2\right)_i$ has almost no influence at steady-state.

Then the cost function (15) for improving steady-state performance could be further reorganized. Adding this term in the cost function to eliminate the mutual interference leads to the revised final cost function as:

$$\left(J_{0,1,2}\right)_i = \left(J_0\right)_i + \left(J_1\right)_i + \left(J_2\right)_i$$  \hspace{1cm} (17)

By selecting the voltage space vector which achieves the lowest cost function value of (17) after evaluation of all the voltage vectors, four separate optimization problems are solved comprehensively. In (17), each term has a corresponding weighting factor. In actual application, firstly, the selection of these weighting factors is through trial and error by simulation. Then, it could be implemented in the experiment and make adjustment accordingly. Finally, the selected weighting factors would be implemented in practical application. Each weighting factor value would have an influence on the weighting factor selection of the others, and the weighting factor values are in relation with system configurations, thus it is quite a complex task for the mathematical derivation and verification about the calculation of each weighting factor, which is out of scope of the main target of this paper, it will be researched in the future work. By selecting proper weighting factors, good dynamic and steady-state performance can be balanced in a systematic way. It is obvious that the additional terms would increase the computational burden compared with the conventional methods due to more complex cost function, especially in less capable hardware system. However, it could be solved by using general methods like machine code optimization once the control strategy has been programmed. In actual application with 20k sampling frequency, the increased computational burden does not affect the control implementation.

To the best knowledge of the authors, this is the first time in the literature where steady-state and dynamic performance improvements are implemented simultaneously. It should be noted that the proposed method for eliminating mutual influence could be used as a general solution to solve the mutual influence of two control objectives for various MPC-based control applications, such as electrical drive. In summary, the proposed multi-functional MPC method chooses the voltage vector according to the cost function which takes the dynamic and steady performance into account. The results of all the voltage vectors on power regulation will be compared so that the selected voltage vector will have the minimum cost function value to the system. The superior performance with the proposed method has been verified by simulation and experimental results.

5. Simulation Results

The abovementioned control strategies have been numerically simulated by MATLAB/Simulink tool. The main system parameters used in the simulation are listed in Table 1. The sampling frequency remains the same as 20 kHz. For simplicity, the conventional DPC method and conventional MPC-based DPC methods without one-step-delay compensation are denoted as “CDPC” and “CMPC-I”, which are used as a benchmark for comparison. The conventional MPC with only one-step-delay compensation and stability enhancement is denoted as “CMPC-II”, the conventional MPC with only proposed mutual influence elimination is denoted as “MMPC-I”, and the proposed multi-functional MPC with both steady-state and dynamic performance improvement as “MMPC-II”. For convenience, the power flow direction from the AC side to the DC load is supposed as positive.
To compare the steady-state performance, the AC side input current and reactive power in the simulation are presented from 0 s to 0.04 s to indicate the detailed power ripples. As we can see from Figure 5, both the active and reactive powers track their reference values with high accuracy. From Figure 5a, we can observe that the power ripple reduces and the line currents are more sinusoidal.

To analyze both the steady and dynamic-state performances for each of the control strategies, the $P*$ steps up from 0 kW to 4 kW at 0 s while the $Q*$ remains at 0 kVar. After that, the active power decreases to −5 kW at 0.02 s, the reactive power boosts to 3 kVar at 0.04 s. At 0.06 s, the active power boosts from −5 kW to 7 kW, while the reactive power reduces to −4 kVar at 0.08 s. At 0.1 s, the active power decreases from 7 kW to 0 kW.

### 5.1. Steady-State Performance Comparison

To compare the steady-state performance, the AC side input current and reactive power in the simulation are presented from 0 s to 0.04 s to indicate the detailed power ripples. As we can see from Figure 5, both the active and reactive powers track their reference values with high accuracy. From Figure 5a, we can observe that the power ripple reduces and the line currents are more sinusoidal with CMPC-I method. By introducing the delay compensation, the performance is further improved with CMPC-II method.

#### Table 1. Electrical Parameter of Simulation.

<table>
<thead>
<tr>
<th>Description</th>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistance of reactor</td>
<td>$R$</td>
<td>510 mΩ</td>
</tr>
<tr>
<td>Inductance of reactor</td>
<td>$L$</td>
<td>4.2 mH</td>
</tr>
<tr>
<td>DC-bus capacitor</td>
<td>$C$</td>
<td>3500 μF</td>
</tr>
<tr>
<td>Load resistance</td>
<td>$R_L$</td>
<td>50 Ω</td>
</tr>
<tr>
<td>Source voltage</td>
<td>$e$</td>
<td>110 V(peak)</td>
</tr>
<tr>
<td>Source voltage frequency</td>
<td>$f$</td>
<td>50 Hz</td>
</tr>
<tr>
<td>DC-bus voltage</td>
<td>$V_{dc}$</td>
<td>300 V</td>
</tr>
<tr>
<td>Weighting factor</td>
<td>$\lambda_m$</td>
<td>0.02</td>
</tr>
<tr>
<td>Weighting factor</td>
<td>$\lambda_f$</td>
<td>100</td>
</tr>
<tr>
<td>Weighting factor</td>
<td>$\lambda_s$</td>
<td>55</td>
</tr>
</tbody>
</table>

To analyze both the steady and dynamic-state performances for each of the control strategies, the $P*$ steps up from 0 kW to 4 kW at 0 s while the $Q*$ remains at 0 kVar. After that, the active power decreases to −5 kW at 0.02 s, the reactive power boosts to 3 kVar at 0.04 s. At 0.06 s, the active power boosts from −5 kW to 7 kW, while the reactive power reduces to −4 kVar at 0.08 s. At 0.1 s, the active power decreases from 7 kW to 0 kW.

#### Figure 5. From top to bottom. (a) CDPC three-phase currents, CDPC reactive powers, CMPC-I three-phase currents, CMPC-I reactive powers; (b) CMPC-II three-phase currents, CMPC-II reactive powers; MMPC-I three-phase currents, MMPC-I reactive powers; (c) MMPC-II three-phase currents, MMPC-II reactive powers.
While with MMPC-II control, the ripples of active and reactive powers in the steady-state are improved in comparison with CMPC-I and MMPC-I method, also it is almost the same as CMPC-II control, as shown in Figure 5c, which aligns well with theoretical analyses.

The switching frequency increases apparently with one-step-delay compensation, which correspondingly increases the switching costs. To compare the switching frequency reduction performance of each method, the switching frequency can be evaluated by measuring the state changes of one phase leg in fixed time and divided by 2. The sample period of frequency calculation is every 0.01 s. It can be seen from Table 2 the CMPC-I and MMPC-I control have lower switching frequency due to lack of one-step-delay compensation. With one-step-delay compensation and corresponding frequency reduction, the switching frequency of CMPC-II method is 3201. MMPC-II control also has a similar frequency in comparison with CMPC-II, which verifies that MMPC-II also has switching frequency reduction ability. The quantitative comparison of the steady-state performance such as current THD, average switching frequency, active and reactive power ripple at $P = -5$ kW, $Q = 0$ kVar are shown in Table 2. We can conclude that both the CMPC-II and MMPC-II strategies have the best steady-state performance with lower active and reactive power ripple as well as a more sinusoidal waveform.

### Table 2. Quantitative Comparison of Simulation Results.

<table>
<thead>
<tr>
<th>Control</th>
<th>THD (%)</th>
<th>$P_{\text{rip}}$ (W)</th>
<th>$Q_{\text{rip}}$ (Var)</th>
<th>$f_{\text{sw}}$ (Hz)</th>
<th>$P_{\text{sh}}$ (W)</th>
<th>$Q_{\text{sh}}$ (Var)</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDPC [8]</td>
<td>7.95↑</td>
<td>209.6↑</td>
<td>323.1↑</td>
<td>1472↓</td>
<td>600↓</td>
<td>580↓</td>
<td>3.6↑</td>
</tr>
<tr>
<td>CMPC-I [35]</td>
<td>5.92*</td>
<td>143.2↑</td>
<td>244.3*</td>
<td>1908*</td>
<td>2020*</td>
<td>1855*</td>
<td>2.5*</td>
</tr>
<tr>
<td>CMPC-II [35]</td>
<td>2.69↓</td>
<td>77.7↓</td>
<td>81.3↓</td>
<td>3201↑</td>
<td>1561↓</td>
<td>1812↓</td>
<td>2.7↑</td>
</tr>
<tr>
<td>MMPC-I</td>
<td>5.33→</td>
<td>152.3→</td>
<td>224.3→</td>
<td>1952→</td>
<td>541↓</td>
<td>185↓</td>
<td>3.3↑</td>
</tr>
<tr>
<td>MMPC-II</td>
<td>2.76↓</td>
<td>81.8↓</td>
<td>83.1↓</td>
<td>3291↑</td>
<td>310↓</td>
<td>170↓</td>
<td>3.2↑</td>
</tr>
</tbody>
</table>

↑: Increased; ↓: Decreased; →: Constant; *: Referenced.

### 5.2. Dynamic Performance Comparison

To compare the transient performance, instantaneous responses of active and reactive power with each method are simulated, as in Figure 6. At transient instant, the sector where the mutual interference occurs is marked in dashed circle. The following comparisons of active power overshoot and reactive power overshoot take the instant of 0.06 s and 0.02 s as an example. As shown in Figure 6a, there is no obvious mutual influence between the active and reactive powers with CDPC control since the control of $P$ and $Q$ are decoupled; the active power overshoot is 580 W and reactive power overshoot is 600 Var. In comparison, the mutual influence of active and reactive power with the CMPC-I and CMPC-II is apparent at transient response of $P$ and $Q$, as shown in solid circles in Figure 6b,c, the $P$ and $Q$ overshoot of CMPC-I are as high as 1855 W and 2020 Var, respectively.

With MMPC-I and MMPC-II, it achieves much better dynamic performance by eliminating mutual influence, as shown in Figure 6d,e. For instance, the active power overshoot is 310 W and reactive power overshoot is 170 Var with MMPC-II, which is significantly improved compared with CMPC-I and CMPC-II. Besides, MMPC-II has better dynamic performance in comparison with MMPC-I due to the improvement of steady-state performance simultaneously.

With the proposed MMPC-I and MMPC-II methods, the mutual influence between active and reactive powers is eliminated. There is almost no overshoot in both $P$ and $Q$ at step change conditions compared with CDPC and CMPC while keeping almost the same tracking quality. The quantitative comparison is presented in Table 2, the value of $P$ overshoot is denoted as "$P_{\text{sh}}$" and $Q$ overshoot is denoted as "$Q_{\text{sh}}$", which takes the instances of 0.06 s and 0.02 as an example, respectively. In order to verify the desirable trends of these values according to the theoretical analyses, the CMPC-I method is selected as a reference and indicated by "$\ast$", while the desirable trends of other methods compared with CMPC-I are indicated by the direction of arrows, as shown in Table 2. It can be concluded that the desirable trends of simulation results with each control method align well with the theoretical analyses,
the switching frequency of MMPC-II increases obviously compared with conventional methods due to one-step-delay compensation, which means the switching loss would increase. In consideration of the overall control performance, the proposed MMPC-II is the best control strategy compared with others.

Figure 6. Dynamic performance. From top to bottom, AC voltage, three-phase currents, active power, and reactive power. (a) CDPC. (b) CMPC-I. (c) CMPC-II. (d) MMPC-I. (e) MMPC-II.

6. Experimental Results

To verify the performance of each strategy, a scaled-down prototype in the lab is constructed. The prototype is shown in Figure 7. A TMS320F28335 floating-point DSP manufactured by Texas Instrument from Dallas, Texas, USA is used for the control. The system parameter is presented in Table 3. To compare the steady and dynamic performance of existing methods and the proposed method, a series of experiments have been done. The sampling frequency for each control method keeps the same as 20 kHz.

6.1. Comparison of Steady and Dynamic Performance under the Step Change of Reactive Power

For the steady-state performance, the current THD, power ripple of reactive power and active power and switching frequency comparison at steady-state of $P = 450$ W and $Q = 0$ Var have been
conducted with each strategy. To compare the dynamic-state performance of each control method with Q step change, keep $P^*$ steady at 450 W and change the $Q^*$ from 550 Var to 0 Var at 0.2 s.

![Laboratory experimental prototype](image)

**Figure 7.** Laboratory experimental prototype.

**Table 3.** Electrical Parameter of Prototype.

<table>
<thead>
<tr>
<th>Description</th>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistance of reactor</td>
<td>$R$</td>
<td>500 mΩ</td>
</tr>
<tr>
<td>Inductance of reactor</td>
<td>$L$</td>
<td>22 mH</td>
</tr>
<tr>
<td>DC-bus capacitor</td>
<td>$C$</td>
<td>680 μF</td>
</tr>
<tr>
<td>Load resistance</td>
<td>$R_L$</td>
<td>34 Ω</td>
</tr>
<tr>
<td>Source voltage</td>
<td>$\epsilon$</td>
<td>110 V(peak)</td>
</tr>
<tr>
<td>Sampling Period</td>
<td>$T_s$</td>
<td>50 μs</td>
</tr>
<tr>
<td>Source voltage frequency</td>
<td>$f$</td>
<td>50 Hz</td>
</tr>
</tbody>
</table>

Figure 8a presents the upper switch driving signal of one leg, input line voltage $V_{ab}$, and input current $i_a$ and $i_b$ with CDPC method. It can be seen that both $P$ and $Q$ track their references successfully during the whole period. The current THD is 8.52% as shown in Figure 9a. The $P$ and $Q$ ripple is 38.56 W and 38.7 Var, respectively. The average switching frequency $f_{sw}$ is 1720 Hz. For the dynamic performance, as shown in Figure 8a, CDPC method tracks the reference successfully within 0.0041s, there is no obvious mutual influence between $P$ and $Q$ control. The $P$ overshoot when $Q$ changes from 550 Var to 0 Var at 0.2 s is 68 W.

In comparison, the experimental result with CMPC-I method is shown in Figure 8b. It can be seen the steady-state performance is slightly improved in comparison with CDPC. The current THD is decreased to 6.94% as shown in Figure 9b, and the $P$ ripple is decreased obviously to 30.59 W while the $Q$ ripple is reduced to 31.57 Var. The average switching frequency $f_{sw}$ is 2520 Hz. The dynamic performance of CMPC-I shows that the response time is 0.0027 s, the influence on $P$ control is obvious while $Q$ changes from 550 Var to 0 Var. The $P$ overshoot is dramatically increased to 231 W at 0.2 s.

Similarly, the experimental result with CMPC-II method is shown in Figure 8c. It can be seen the steady-state performance is further improved in comparison with CMPC-I. The THD is 5.88% as shown in Figure 9c. The $P$ ripple is 28.67 W, and the $Q$ ripple is decreased to 22.87 Var. The average switching frequency $f_{sw}$ is 3410 Hz. For the dynamic performance of CMPC-II method, the result indicates that the response time is 0.0032 s, and the $P$ overshoot is also as high as 201 W while $Q$ has the step change at 0.2 s.
Figure 8. Experimental results when $P = 450$ W, $Q$ changes from 550 Var to 0 Var. Top: PWM signal, $V_{ab}$, $i_a$ and $i_b$. Bottom: active and reactive power. (a) CDPC. (b) CMPC-I. (c) CMPC-II (d) MMPC-I. (e) MMPC-II.
The experimental result with the proposed MMPC-I is shown in Figure 8d. The THD is 6.9% as shown in Figure 9d. The $P$ and $Q$ ripple is 32.82 W and 27.43 Var, respectively. The average switching frequency $f_{sw}$ is 2650 Hz. It can be concluded that the steady-state performance is similar to that of CMPC-I method, which is deteriorated compared with CMPC-II control. While for the dynamic performance, the influence on the active power overshoot is significantly decreased to 71 W at the instance of $Q$ step change in comparison with CMPC-I and CMPC-II method.

The experimental result with the proposed MMPC-II method is shown in Figure 8e, the THD is 5.22% as shown in Figure 9e. The $P$ and $Q$ ripple is 22.12 W and 22.49 Var, respectively, the average switching frequency is 3760 Hz. It is shown that the steady-state performance is improved obviously compared with CMPC-I, which is similar to CMPC-II. For the dynamic performance of MMPC-II, the $P$ overshoot is significantly decreased to the lowest value of 49 W due to both the mutual influence elimination and steady-state performance improvement.

6.2. Dynamic-State Performance with $P$ Step Change

To compare the influence on $Q$ control when $P$ has a step change. The experimental results with each control method have also been presented when $Q$ reference keeps at 200 Var, and $P$ reference steps up from 200 W to 400 W, as shown in Figure 10. With CDPC, the $Q$ overshoot is 133 Var during the active power step change, as shown in Figure 10a. It is increased to 163 Var and 141 Var with CMPC-I and CMPC-II method, respectively, as shown in Figure 10b,c, while with the proposed MMPC-I and MMPC-II control strategies, the $Q$ overshoot is significantly decreased to 45 Var and 49 Var, respectively, as shown in Figures 10d and 10c, which verifies the simulation results well and validates the effectiveness of the proposed MMPC strategy.
The quantitative comparisons of steady and dynamic performance are presented in Table 4. The proposed MMPC method has superior variations of steady and dynamic performances compared with other methods by simultaneously reducing power control for various control areas to eliminate mutual influence between different control objectives.

**Figure 10.** Experimental results when $Q = 200 \text{ Var}$, $P$ changes from 200 W to 400 W. Top: PWM signal, $V_{ab}$, $i_d$ and $i_q$. Bottom: active and reactive power. (a) CDPC. (b) CMPC-I. (c) CMPC-II. (d) MMPC-I. (e) MMPC-II.
The quantitative comparisons of steady and dynamic performance are presented in Table 4, which aligns well with the theoretical analyses and simulation results and well verified the proposed method with multi-functions.

### Table 4. Quantitative Comparison of Steady-State and Dynamic-State Performance in Experiment.

<table>
<thead>
<tr>
<th>Control</th>
<th>THD (%)</th>
<th>$P_{rip}$ (W)</th>
<th>$Q_{rip}$ (Var)</th>
<th>$f_{sw}$ (Hz)</th>
<th>$P_{sht}$ (W)</th>
<th>$Q_{sht}$ (Var)</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDPC [8]</td>
<td>8.52↑</td>
<td>38.56↑</td>
<td>38.7↑</td>
<td>1720↑</td>
<td>68↑</td>
<td>133↑</td>
<td>4.1↑</td>
</tr>
<tr>
<td>CMPC-I [35]</td>
<td>6.94*</td>
<td>30.59*</td>
<td>31.57*</td>
<td>2520*</td>
<td>231*</td>
<td>163*</td>
<td>2.7*</td>
</tr>
<tr>
<td>CMPC-II [35]</td>
<td>5.88↑</td>
<td>28.67↓</td>
<td>22.87↓</td>
<td>3410↑</td>
<td>201↓</td>
<td>141↓</td>
<td>3.2↑</td>
</tr>
<tr>
<td>MMPC-I</td>
<td>6.90→</td>
<td>32.82→</td>
<td>27.43→</td>
<td>2650→</td>
<td>71↓</td>
<td>45↓</td>
<td>3.9↑</td>
</tr>
<tr>
<td>MMPC-II</td>
<td>5.22↓</td>
<td>22.12↓</td>
<td>22.49↓</td>
<td>3760↑</td>
<td>49↓</td>
<td>49↓</td>
<td>3.8↑</td>
</tr>
</tbody>
</table>

↑: Increased; ↓: Decreased; →: Constant; *: Referenced.

### 7. Conclusions

In this paper, a multi-functional MPC strategy for three-phase AC/DC converters to improve the steady and dynamic performances simultaneously has been proposed. The steady and dynamic-state performances of CDPC, CMPC-I, CMPC-II, MMPC-I, and MMPC-II for different power levels are compared in both simulation and experiments. The proposed MMPC-I and MMPC-II methods have been verified to be able to eliminate the mutual influence of active and reactive power control. The proposed mutual influence elimination constraint is promising to be generally applied in MPC-based control for various control areas to eliminate mutual influence between different control objectives. Besides, the simulation and experimental results verify the proposed MMPC-II method has superior steady and dynamic performances compared with other methods by simultaneously reducing power variations and eliminating the mutual influence of active and reactive power at the dynamic-states.
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