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Abstract: Prediction of Remaining Useful Life (RUL) of lithium-ion batteries plays a significant role in battery health management. Battery capacity is often chosen as the Health Indicator (HI) in research on lithium-ion battery RUL prediction. In the rest time of batteries, capacity will produce a certain degree of regeneration phenomenon, which exists in the use of each battery. Therefore, considering the capacity regeneration phenomenon in RUL prediction of lithium-ion batteries is helpful to improve the prediction performance of the model. In this paper, a novel method fusing the wavelet decomposition technology (WDT) and the Nonlinear Auto Regressive neural network (NARNN) model for predicting the RUL of a lithium-ion battery is proposed. Firstly, the multi-scale WDT is used to separate the global degradation and local regeneration of a battery capacity series. Then, the RUL prediction framework based on the NARNN model is constructed for the extracted global degradation and local regeneration. Finally, the two parts of the prediction results are combined to obtain the final RUL prediction result. Experiments show that the proposed method can not only effectively capture the capacity regeneration phenomenon, but also has high prediction accuracy and is less affected by different prediction starting points.
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1. Introduction

Lithium-ion batteries are considered to be the best energy storage devices for many applications because of their light weight, high energy density, and long life [1–3]. From tiny Bluetooth headsets, cameras, mobile phones, and laptops to hybrid electric cars and aerospace power systems, batteries are very important and critical components. At the same time, battery failures can lead to performance degradation of the power system, or even directly lead to the failure of the task, and increase costs. Improper management of lithium-ion batteries in electric vehicles may cause fire or even explosions [4], and power system malfunction is the main cause of mission failure in the aerospace field [5–7]. Therefore, it is significant to study the prediction of RUL of lithium-ion batteries in practical applications.

In the field of lithium-ion battery RUL prediction, the gradually degraded battery capacity is often used as an effective health indicator in order to track the attenuated process of the battery. In general, a lithium-ion battery is deemed to fail when its capacity fades by 20–30% of the rated value [8]. In some online applications of lithium-ion battery health prognostics, impedance, voltage, and current are often used as HIs to reflect the battery degradation [9,10]. However, the RUL prediction using capacity as the HI is generally more accurate and effective than other HIs as the change in battery
capacity directly reveals the health states of batteries [8]. Therefore, battery capacity as the HI is widely used in the RUL prediction of lithium-ion batteries. Additionally, the procedure of battery degradation is not monotonous, the working process of the battery consists of charging, discharging, and the rest stage. Overall, the capacity of a lithium-ion battery shows a degradation trend during usage because of the side reactions that occur between the electrodes and electrolyte of the battery. However, when the battery rests during charge/discharge profiles, the residual reaction products have a chance to dissipate, thus increasing the available capacity for the next cycle. This phenomenon, which emerges during the use of lithium-ion batteries, is called regeneration. The regeneration phenomenon of lithium-ion batteries can alter the trend of the capacity prediction curve, thus affecting the performance of prognostic models [11,12]. Therefore, it is important to consider the capacity regeneration phenomenon in RUL prediction of lithium-ion batteries. Furthermore, the capacity time series should be considered as a hybrid signal of multi-scale components, where global degradation and local regeneration are signals of different scales. It is necessary to decouple the correlative components from the original capacity time series in RUL prediction for extracting the most useful information [13].

In recent years, the RUL prediction methods for lithium-ion batteries can be divided into two types: model-based and data-driven [7]. The data-driven prediction method has become a current research hotspot because it does not need to analyze the complex internal mechanism and electrochemical reaction process of batteries, only relies on the existing historical monitoring data, and avoids the defects of a complex modeling process and large interference caused by environmental factors. Data-driven methods [8,13–21] for health prediction of lithium-ion batteries usually use machine learning models (support vector machines, logistic regression, and neural networks, etc.) to establish the relationship between monitoring data and system health, so as to track the battery degradation and estimate the RUL of batteries. Most of above methods [14–20] only focus on the global degradation trend of batteries and ignore the regeneration phenomenon in battery rest time. In [21], Deng et al. propose an improved empirical model based on that of Saha et al. [12], where they relax the fixed Coulombic efficiency and estimate it with measured data; the dual EKF estimation is then employed to deal with the coupled problem of parameter and state capacity. However, the experimental results show that the sudden rise in capacity during regeneration is not predicted obviously. In [13], He et al. utilize a wavelet decomposition and Gaussian regression combined method to capture the regeneration phenomenon in battery health prognostics, but the performance is not ideal for capturing the regeneration part. In [8], Yu proposes a method that combines empirical mode decomposition (EMD), logistic regression, and Gaussian regression with consideration of the regeneration phenomenon, where an adaptive moving window is added to the regression process to capture the regeneration of batteries by constantly changing the size of the window. Compared with reference [13], this method performs better in capturing the regeneration section. However, the RUL prediction accuracy of such regression methods [8,13] is greatly affected by different prediction starting points. Therefore, it is still a challenging task to design an appropriate RUL prediction method for lithium-ion batteries which can capture the capacity regeneration phenomenon well and acquire a good prediction performance.

In addition, the degradation process of batteries is a complex, dynamic, and nonlinear electrochemical process [22]; in the use of a battery, the capacity and service life of batteries show an irreversible trend of gradual decline with time. Moreover, the degradation of capacity accelerates in the later cycle life, showing a nonlinear characteristic. Therefore, battery capacity degradation data is a kind of nonlinear time series data based on monitoring. In order to predict RUL better, it is necessary to establish an appropriate model that can effectively deal with capacity degradation data with the characteristics of nonlinear time series. With the rise of neural networks, many neural network based methods have been applied in the field of health management and life prediction [18,23–31]. Among them, the NARNN [25,26,29,30] is a dynamic recurrent neural network with time series prediction capability, which can effectively simulate nonlinear processes and deal with stationary and non-stationary time series. Therefore, this paper chooses NARNN to establish the RUL prediction model of lithium-ion batteries.
Driven by the desire to capture capacity regeneration effectively and improve prediction accuracy, a novel WDT–NARNN method for lithium-ion battery RUL prediction is proposed based on a combination of WDT and NARNN. The WDT with multi-resolution characteristics is used to decompose the capacity time series in multi-scale to get both the global degradation trend and the local regeneration. The NARNN is utilized to recursively predict global degradation and local regeneration. Finally, the NARs are integrated to achieve RUL prediction of lithium-ion batteries. Therefore, the main contributions and innovations of this paper include the following: (1) The global degradation and local regeneration in battery capacity time series can be separated effectively by WDT, which will be helpful to improve the prediction performance of the prediction model; (2) A combined model based on WDT and NARNN is established to model the local and global tendency of the battery capacity changes, which enables the prediction model to capture the actual capacity decay tendency of batteries effectively.

2. Related Algorithms

2.1. Wavelet Decomposition

Wavelet decomposition technology is a powerful tool to analyze non-linear and non-stationary time series, which is widely used in various fields of engineering [13,32–35]. The global degradation and local regeneration of battery capacity can be decomposed by using wavelet decomposition technology, and the two parts can be processed respectively to achieve accurate prediction.

Wavelet analysis utilizes the wavelet function \( \psi(\omega) \) and scaling function \( \phi(\omega) \) to perform the multiresolution analysis decomposition and reconstruction of the signal. Following the idea used in deriving the Meyer’s wavelet, Gilles [32] defines the empirical scaling function as

\[
\phi_i(\omega) = \begin{cases} 
1, & \text{if } |\omega| \leq (1 - \xi)\omega_i \\
\cos\left(\frac{\rho(\xi,\omega_i)}{2}\right), & \text{if } (1 - \xi)\omega_i \leq |\omega| \leq (1 + \xi)\omega_i \\
0, & \text{otherwise}
\end{cases}
\]  

(1)

and the empirical wavelet function as

\[
\psi_i(\omega) = \begin{cases} 
1, & \text{if } (1 + \xi)\omega_i \leq |\omega| \leq (1 - \xi)\omega_{i+1} \\
\cos\left(\frac{\rho(\xi,\omega_{i+1})}{2}\right), & \text{if } (1 - \xi)\omega_{i+1} \leq |\omega| \leq (1 + \xi)\omega_{i+1} \\
\sin\left(\frac{\rho(\xi,\omega_i)}{2}\right), & \text{if } (1 - \xi)\omega_i \leq |\omega| \leq (1 + \xi)\omega_i \\
0, & \text{otherwise}
\end{cases}
\]  

(2)

where \( \rho(x) \) is any arbitrary function with values in the range \([0, 1]\) with the following properties:

\[
\rho(x) = \begin{cases} 
0, & \text{if } x \leq 0 \\
\text{and } \rho(x) + \rho(1-x) & \forall x \in [0, 1]\\n1, & \text{if } x \geq 1
\end{cases}
\]  

(3)

Then, the inherent mechanism of empirical wavelet transform is based on the formation of adaptive wavelet based filters. In the wavelet analysis, the Mallat algorithm is used to decompose the signals and obtain trend information (low frequency) and regeneration information (high frequency). The decomposition equations are expressed as

\[
A_{j+1,k} = \sum_{m} h(m-2k)A_{j,m} 
\]  

(4)

\[
D_{j+1,k} = \sum_{m} g(m-2k)A_{j,m} 
\]  

(5)
where $j$ is the decomposition scale, $k$ and $m$ are translation variables, $h$ is the low-pass filter, and $g$ is the high-pass filter.

The decomposed data is reconstructed by reconstruction algorithm to restore it to the original spatial scale. The reconstruction equation is described as

$$A_{j+1,k} = \sum_{m} h^*(m-2k)A_{j,m} + \sum_{m} g^*(m-2k)A_{j,m}$$

where $h^*$ and $g^*$ are the inverse functions of low-pass and high-pass filters respectively.

2.2. NAR Neural Network

NARNN is a kind of dynamic recurrent neural network with time series prediction ability. It forms a discrete nonlinear autoregressive system with endogenous input [26,29], and the mathematical representation of NARNN can be defined as follows:

$$y(t) = f(y(t-1), y(t-2), \ldots, y(t-d))$$

where $y(t)$ is the current output, $y(t-1), y(t-2), \ldots, y(t-d)$ are the historical outputs, $d$ is the delay of the network.

NARNN is composed of an output layer, hidden layer, and feedback layer. The function of the feedback layer is to store the previous outputs, which can be regarded as a kind of ‘memory’ operator. The network structure of NARNN is shown in Figure 1.

![Figure 1. The structure of the Nonlinear Auto Regressive (NAR) neural network, where the $w^1$ is the connection matrix between input layer and hidden layer, $w^2$ is the connection matrix between hidden layer and output layer.](image)

3. WDT–NARNN Prediction Method

3.1. Experiment Data Analysis

In this article, the experimental battery data used are derived from the data repository of NASA Ames Prognostics Center of Excellence (PCoE) [36]. Four typical types of 18,650 sized rechargeable batteries (#5, #6, #7 and #18) were used to illustrate the performance of our proposed approach for RUL prediction of lithium-ion batteries. Figure 2 shows the true capacity degradation curves of the four batteries. It can be seen that there is a clear descending trend, namely, the global degradation, and several capacity regenerations (black circles). Obviously, the existence of these capacity regeneration phenomena changes the normal degradation trend of the batteries.
A key step of the proposed model in this paper is to use WDT to decompose the capacity time series at multi-scale to obtain the global degradation trend and local regeneration. Take battery #5 as an example, the results of 6-layer decomposition by using the 'dmey' wavelet is shown in Figure 3. The curve 'a6' in Figure 3(a6) is the low frequency signal, which reveals the normal degradation tendency of the battery capacity. Curve ‘C’ in Figure 3(a6) is the real capacity degradation curve. d1–d6 are the high frequency signals, and the peak value of the fluctuations corresponds to the captured local regenerations. It can be seen that wavelet decomposition can get more degradation information of battery capacity at different scales, and taking these parts into account will be beneficial to improve the prediction accuracy of the RUL prediction model for lithium-ion batteries.

3.2. WDT- NARNN Modeling Process

As can be seen from the above decomposition results, the global degradation trend and local regenerations of capacity are quite different in frequency characteristics and shapes. If the prediction is performed directly, it is difficult to capture both features at the same time. Therefore, we proposed a multi-scale decomposition and fusion prediction method WDT–NARNN for the RUL prediction of lithium-ion batteries. The major procedures of the proposed WDT–NARNN modelling method is shown in Figure 4, which is mainly divided into the following steps:
Figure 4. Procedures of lithium-ion battery Remaining Useful Life (RUL) prediction based on the proposed method.

1. Extract the raw battery capacity series \( \{\text{Cap}(i), i = 1, N\} \), \( N \) means the total cycle number of each battery.

2. Decomposition of capacity time series. Firstly, wavelet function \( \psi(t) \) and the decomposition level \( l \) are initialized. Based on that, the raw capacity time series are decomposed into \( l \) levels. At the same time, several high frequency signals and one low frequency signal are obtained by low and high pass filters. The low frequency signal reflects the global trend of capacity degradation and high frequency signals reflect local fluctuations of capacity regeneration.

3. Constructing prediction models for low-frequency and high-frequency parts respectively. The prediction starting point is set to \( T \). The low- and high-frequency parts after wavelet decomposition \( \{\text{WDT}_\text{Cap}(i), i = 1, N\} \) are used as the training samples respectively. Then, NAR neural networks for each decomposition component are designed and trained. Next, the trained NAR models are used to predict the later time series data of each decomposed component.

4. Combining prediction results. The final capacity prediction result is obtained by combining and reconstructing the prediction results of all the NAR models. Then, according to the relationship between the capacity and cycle numbers, the final RUL value is calculated by the following equation:

\[
N_{\text{RUL}} = N_{\text{EOL}} - N_{\text{ECL}}
\]

where \( N_{\text{RUL}} \) is the remaining useful life, \( N_{\text{EOL}} \) is the total charge and discharge cycles when the actual battery capacity degrades to the threshold, \( N_{\text{ECL}} \) is the charge and discharge cycles at the current time of the battery.

For clarity, the integrated method with WDT and NARNN can be summarized in Algorithm 1.
Algorithm 1. The integrated method with WDT and NARNN

1. Initialization:
   Select the wavelet function \( \psi(t) \) and the decomposition levels \( l \);
2. Decomposition:
   Decompose the capacity series \( \{\text{Cap}(i), i = 1, \ldots, T\} \) for the \( l \) levels to obtain the low and high-frequency signals at different scales by Equations (4) and (5);
3. Initialize the NAR neural network:
   Initialize the parameters of NAR neural network, the numbers of input layer, hidden layer, and output layer are set to \( N_i, N_h, \) and \( N_o \) respectively, the delay of the network is set to \( d \), and the training function is set to ‘\text{trainbr}’;
4. Output the prediction results:
   Input the decomposed signals \( \{\text{WDT}_{\text{Cap}}(i), i = 1, \ldots, T\} \) into the NAR models to predict the following changes after time \( T \), then prediction results \( \{\text{WDT}_{\text{Cap}}(i), i = 1, \ldots, T\} \) are obtained;
5. Wavelet reconstruction:
   The signals \( \{\text{WDT}_{\text{Cap}}(i), i = 1, \ldots, T\} \) are reconstructed from 1 to \( l \) levels by Equation (6) to obtain the fusing predicted series corresponding to capacity series, and then RUL value can be calculated by Equation (8);
6. Evaluate the prediction results:
   The evaluation is given with original testing data and prediction results through some criteria to evaluate the performance of the integrated method WDT–NARNN.

3.3. Performance Analysis

We use the following four evaluation criteria to measure and demonstrate the accuracy and stability of the proposed method:

1. Root Mean Square Error (RMSE) to evaluate the prediction accuracy. The smaller the RMSE is, the better the prediction performance:
   \[
   \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}} \tag{9}
   \]

2. \( R^2 \) to evaluate the prediction performance. If the fitting degree between the prediction curve and real curve is high, \( R^2 \) will be close to 1:
   \[
   R^2(y, \hat{y}) = 1 - \frac{\sum_{i=0}^{n-1} (y_i - \hat{y}_i)^2}{\sum_{i=0}^{n-1} (y_i - \bar{y}_i)^2} \tag{10}
   \]

3. Absolute Error (AE) to evaluate the RUL accuracy of the prediction model:
   \[
   AE = |R - \hat{R}| \tag{11}
   \]

4. Prediction Accuracy Improvement Ratio (\( \eta_{AE} \)) to evaluate the RUL prediction accuracy improvement ratio of two different methods. If \( \eta_{AE} > 0 \), the first method is more accurate, on the contrary, the second method has higher prediction accuracy:
   \[
   \eta_{AE} = \frac{AE_2 - AE_1}{R} \tag{12}
   \]
   where \( n \) is the sample size, \( y_i \) is the real value of battery capacity, \( \hat{y}_i \) is the predicted value of battery capacity, and \( \bar{y}_i \) is the mean value of predicted battery capacity. \( R \) is the real RUL, \( \hat{R} \) is the predicted RUL.
4. Results and Discussion

4.1. RUL Prediction of Lithium-Ion Battery

In order to verify the effectiveness of the proposed RUL prediction model for lithium-ion batteries based on WDT–NARNN (named M1), we design two comparative models M2 and M3 as shown in Table 1. Model M2 uses the NAR neural network to directly establish the original capacity time series prediction model without using wavelet decomposition technology to decompose the capacity series. Model M3 uses BP neural network to establish the prediction model, and the other steps are the same as model M1. In this comparison, M2 is tested to analyze the effect of WDT in the proposed model M1. M3 is considered to illustrate the ability of the NAR neural network to predict capacity time series. Experimental setting: We select the data from cycle 1 to cycle 69 as the training samples, and the predicted starting point is 70. The ‘dmey’ wavelet is selected to carry out 6-layer decomposition of capacity series. The Bayesian regularization algorithm (trainbr) is utilized as the training function of NARNN. The hidden layer nodes are set to 10 and the feedback delay is set to 2. The training samples of network are divided into 70% training samples, 15% verification samples, and 15% test samples.

Table 1. The proposed three models (M1–M3).

<table>
<thead>
<tr>
<th>Model</th>
<th>Model Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>WDT combine with NARNN</td>
</tr>
<tr>
<td>M2</td>
<td>NARNN without using WDT</td>
</tr>
<tr>
<td>M3</td>
<td>WDT combine with BPNN</td>
</tr>
</tbody>
</table>

Figure 5 shows the comparison of prediction results of different models. It can be observed that the prediction curve of model M1 is closest to the real capacity degradation curve and the capturing of capacity regeneration is most accurate. Compared with model M1, the prediction result of model M2 is less effective in capturing capacity regeneration, and is more far away from the real capacity with the increase in cycle numbers. The comparison reflects the validity of using WDT to extract capacity global degradation and local regenerations to build prediction models respectively. Meanwhile, model M3 uses the WDT to separate the global degradation and local regeneration, but the prediction curve of M3 still shows a smooth trend. This phenomenon indicates that the traditional BP neural network does not learn the regeneration phenomenon well in the training stage of network, which is mainly due to its lack of feedback connection structure, resulting in its lack of ‘memory’ ability. So, BP neural network is not very effective in dealing with RUL prediction of lithium-ion batteries, which is a time series prediction problem. However, the model M1 utilizes NARNN with time series prediction ability that can learn the capacity regeneration well and has a better prediction performance.
In addition, Table 2 gives the prediction performance of different models for four batteries (#5, #6, #7, and #18). It can be seen that the RMSE of four batteries predicted by model M1 are all smaller than 0.03 and $R^2$ are all larger than 0.9, indicating that model M1 has good prediction performance and high fitting degree to the original capacity curve. Meanwhile, as can be seen from columns 3–6 in Table 2, for RMSE, model M1 of each battery is significantly smaller than model M2 and M3. For $R^2$, M1 is significantly larger than model M2 and M3. The above analysis illustrates that model M1 can effectively capture the regeneration of capacity and has good prediction performance, and the prediction performance of model M1 is significantly better than that of model M2 and M3.

**Table 2. Comparison of different models (M1–M3) for four batteries.**

<table>
<thead>
<tr>
<th>Evaluate Criteria</th>
<th>Model</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#18</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>M1</td>
<td>0.0270</td>
<td>0.0087</td>
<td>0.0175</td>
<td>0.0064</td>
</tr>
<tr>
<td></td>
<td>M2</td>
<td>0.0949</td>
<td>0.0436</td>
<td>0.0678</td>
<td>0.0260</td>
</tr>
<tr>
<td></td>
<td>M3</td>
<td>0.0500</td>
<td>0.0616</td>
<td>0.0234</td>
<td>0.0253</td>
</tr>
<tr>
<td></td>
<td>$R^2$</td>
<td>M1</td>
<td>0.9226</td>
<td>0.9933</td>
<td>0.9460</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M2</td>
<td>0.4151</td>
<td>0.8457</td>
<td>0.4611</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M3</td>
<td>0.7745</td>
<td>0.7298</td>
<td>0.9035</td>
</tr>
</tbody>
</table>

**4.2. Different Starting Point Predictions and Comparison**

Considering the EMD decomposition combined with logic regression and Gaussian regression model (named M-LG) proposed in reference [8] also realized the lithium-ion battery health prognostics
with capturing the capacity regeneration phenomenon. In order to analyze the validity of model M1 more comprehensively, the prediction experiments of model M1 at four different prediction starting points (60, 70, 80, and 90) are designed, and the prediction results of RUL are compared with those of M2, M3, and M-LG models.

Figure 6 shows the capacity series prediction of model M1 at different prediction starting points for four batteries. It can be observed from the overall that, the later the prediction starting point is, the closer the prediction result is to the real value for the four batteries. For battery #5 and #7, the effect of prediction starting point on predicted results is relatively obvious. For battery #6, the predicted curves at the starting points 70, 80, and 90 are near to the real capacity curve. For battery #18, the prediction results at each starting point are very close to the real value, which means the prediction result is not influenced evidently by the different prediction starting point.

Table 3 gives the RUL prediction results using model M1 at different starting points for battery #5, #6, and #18. (Since the degradation of battery #7 does not reach the failure threshold, no research is done for the time being). We can see that for each battery, the AE of RUL prediction results decreases with the prediction starting point moving backward. For battery #5, the RUL AE is equal to 28 and 12 at the prediction starting points 60 and 70, respectively, and the errors are relatively large. However, the RUL AE is 0 and 1 at the prediction starting point 80 and 90 respectively. For battery #6, the RUL AE at prediction starting point 60 is 5, and the RUL AE is less than or equal to 1 at the starting point 70 and later. For battery #18, the RUL AE at each prediction starting point is less than or equal to 2, which is obviously less effected by the prediction starting point. The above experimental results

![Figure 6](image-url)
show that the model M1 is relatively less affected by the prediction starting point, and the prediction performance is relatively stable.

Table 3. RUL prediction results of model M1 at different prediction starting points.

<table>
<thead>
<tr>
<th>Battery</th>
<th>Prediction starting point</th>
<th>Predicted RUL</th>
<th>RUL AE</th>
</tr>
</thead>
<tbody>
<tr>
<td>#5</td>
<td>60</td>
<td>96</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>70</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>48</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>37</td>
<td>1</td>
</tr>
<tr>
<td>#6</td>
<td>60</td>
<td>57</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>42</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>33</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>22</td>
<td>0</td>
</tr>
<tr>
<td>#18</td>
<td>60</td>
<td>42</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>30</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>10</td>
<td>0</td>
</tr>
</tbody>
</table>

Besides, we did 50 times prediction experiments for batteries #5, #6, and #18 using model M1 at different prediction starting points respectively, and gave the PDF of predicted End of Life (EOL) in Figure 7 (Color Filling Part), that is, within the PDF distribution range, the battery is likely to reach the EOL. As a whole, each distribution at different starting points is relatively concentrated, and as the predicted starting point moves backward, the center of the PDF is closer to the actual EOL, which indicates that the predicted result is more accurate.

![Figure 7](image-url)  
**Figure 7.** Uncertainty of predicted End of Life (EOL) at different prediction starting points. (a) battery #5; (b) battery #6; (c) battery #18.

Table 4 gives the comparison of average RUL AE and average ηAE under four different starting points of models M1, M2, M3, and M-LG for three batteries, where ηAE is the prediction accuracy improvement ratio of model M1 corresponding to other models, so the average ηAE of M1 is null. As
can be seen from the third column, for batteries #5, #6, and #18, the average RUL AE of model M1 is obviously smaller than that of other models. From the fourth column, we can see that the average $\eta_{AE}$ is between 14.3% and 54.9%, which shows the prediction performance of model M1 is obviously better than that of model M2, M3, and M-LG on the whole. All the above experiments show that the proposed WDT–NARNN method is reasonable and suitable for RUL prediction of lithium-ion batteries with capturing capacity regeneration phenomenon.

Table 4. Comparisons of the average RUL prediction accuracy at four prediction starting points under model M1 and other three methods (M2, M3, and M-LG).

<table>
<thead>
<tr>
<th>Battery</th>
<th>Method</th>
<th>Average RUL AE</th>
<th>Average $\eta_{AE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>#5</td>
<td>M1</td>
<td>10.3</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M2</td>
<td>14</td>
<td>34.2%</td>
</tr>
<tr>
<td></td>
<td>M3</td>
<td>12</td>
<td>21.1%</td>
</tr>
<tr>
<td></td>
<td>M-LG</td>
<td>16.3</td>
<td>14.3%</td>
</tr>
<tr>
<td>#6</td>
<td>M1</td>
<td>1.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M2</td>
<td>17.8</td>
<td>37.8%</td>
</tr>
<tr>
<td></td>
<td>M3</td>
<td>12</td>
<td>34.6%</td>
</tr>
<tr>
<td></td>
<td>M-LG</td>
<td>22.3</td>
<td>54.9%</td>
</tr>
<tr>
<td>#18</td>
<td>M1</td>
<td>0.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M2</td>
<td>6.5</td>
<td>35.6%</td>
</tr>
<tr>
<td></td>
<td>M3</td>
<td>14.8</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td>M-LG</td>
<td>6</td>
<td>25.8%</td>
</tr>
</tbody>
</table>

5. Conclusions

Considering that the capacity regeneration phenomenon has a great impact on the RUL prediction of lithium-ion batteries, in order to improve the RUL prediction accuracy, a WDT–NARNN method with considering capacity regeneration phenomenon is proposed. Firstly, the Wavelet decomposition technology is used to decompose the capacity time series at multi-scales to extract the global degradation part and local regeneration part. Then, the time series prediction models based on NAR neural network for the two parts are constructed respectively. Finally, the two parts of the prediction results are combined to obtain the final RUL prediction value. Experimental results show that the proposed method can effectively capture the regeneration phenomenon and has high prediction accuracy. Additionally, the prediction performance is stable and less affected by different prediction starting point.
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