Potential of Model-Free Control for Demand-Side Management Considering Real-Time Pricing
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Abstract: This paper presents a detailed description of data predictive control (DPC) applied to a demand-side energy management system. Different from traditional model-based predictive control (MPC) algorithms, this approach introduces two model-free algorithms of artificial neural network (ANN) and random forest (RF) to make control strategy predictions on system operation, while avoiding the huge cost and effort associated with learning a grey/white box model of the physical system. The operating characteristics of electrical appliances, system energy consumption, and users’ comfort zones are also considered in the selected energy management system based on a real-time electricity pricing system. Case studies consisting of two scenarios (0% and 15% electricity price fluctuation) are delivered to demonstrate the effectiveness of the proposed approach. Simulation results demonstrate that the DPC controller based on ANN pays only 0.18% additional bill cost to maintain users’ comfort zones and system economy standardization while using only 0.096% optimization time cost compared with the MPC controller.

Keywords: data predictive control; neural network; energy management

1. Introduction

According to a report from the United States Energy Information Administration (EIA), about 39% of total US electricity was consumed by residential buildings in 2018 [1]. With the rapid development of intelligent building control algorithms, including predictive control and adaptive control strategy, it is practical and meaningful to put forward improvements in energy efficiency and energy management. Traditional predictive control algorithms, such as model predictive control (MPC) optimize future control actions at each time interval based on a selected physical system model. A model-based predictive control approach applied in building cooling systems with thermal energy storage was proposed in [2]. The proposed approach achieved lower electricity cost and better performance by optimizing the operation schedules of the central plant based on predictions of weather conditions and building loads. An application of fuzzy model predictive control (FMPC) in building heating control was presented in [3]. Disturbances of radiance, ambient temperature, and occupancy were considered in the FMPC-based building climate control system with regard to user comfort and monetary costs of heat supply. However, a widely recognized shortcoming of MPC is that it takes complicated and time-consuming procedures to capture a precise and accurate dynamic model of a physical system. There is always a gap between the optimization model and the realistic physical system. Moreover, traditional MPC is not suitable for applications with high frequency dynamics where the sampling time is measured in milliseconds or microseconds. Online optimization methods were implemented to improve the speed of MPC in [4]. The improved MPC computed the control actions for a problem with a horizon of 30 time steps in around 5 ms, which allowed MPC to be carried out at 200 Hz, while the algorithm stability required further analysis. Most of the existing
model-based predictive methods perform better when the accuracy of modeling is higher. The MPC and rule-based control (RBC) method proposed in [5] outperformed robust model predictive control (RMPC) with regard to energy-comfort trade-off when the model uncertainty is less than 30% or more than 67%. The accuracy of the building models was found to be critical in the implementation of MPC algorithms [6]. However, higher costs and more efforts of constructing an accurate dynamics system result from the growing scale of industrial production and the additional sophistication of system structure in recent years. The expectation of an ideal control effect cannot be obtained with the classical model predictive control algorithm which creates an opportunity for model-free control methods [4]. Different from capturing a physics-based model, model-free control strategy is data-driven which relies on the input/output data of the selected system and does not need an explicit mathematical model. Previous studies [7–9] indicated that the neural network-based control strategies were effective in controlling a broad class of nonlinear processes. A data-driven adaptive control method based on the lazy learning (LL) technique for a class of discrete-time nonlinear systems were proved practical in [10]. The proposed LL-based controller is designed only using the input/output measurement data of the system by means of a pseudo gradient-based dynamic linearization technique. The robustness of the LL-based controller is verified to be enhanced due to the accurate prediction of the desired signal. The position tracking accuracy and processing efficiency of a non-circular cutting-derived Computer Numerical Control (CNC) system could be improved with a compact form dynamic linearization-based model-free adaptive predictive control method [11]. A neural network-based predictive control method was introduced to solve the tracking problems of a nonlinear system successfully in [12]. Moreover, multiple authors applied recurrent neural network algorithms in the domain of building energy predictions successfully [13–16]. Similar research was carried out on applying model-free methods to assisting system control operations [17–19]. Ref. [20] highlighted that model-free data-based control methods were practical in industrial practice if online calibration were to be performed. The concept of data predictive control (DPC), an alternative approach using control-oriented data-driven models for implementing receding horizon control, was mentioned in [21]. The proposed control-oriented data-driven model uses two algorithms of a single regression tree and random forest to control system inputs and disturbances. The inputs and disturbances of a selected building model are separated into controllable variables and uncontrollable ones. This separation method is called recursive partitioning, which improves the performance of the system response prediction. Jain et al. [21] demonstrated that DPC was a practical alternative to MPC in trading off energy consumption against thermal comfort without taking a real-time electricity pricing system into consideration. The primary reason for the modeling choice in [21] was that complicated models like neural network went through a longer calculation routine and involved more factors, which put up barriers for an engineer to judge whether the operation was correct or not, than interpretable regression trees. However, Ahmad et al. [22] compared the performance of artificial neural network (ANN) with random forest (RF) for the hourly HVAC energy consumption prediction of a hotel. The results proved that both models had comparable predictive power and nearly equal applicability in building energy applications. Ahmad et al. pointed out that ANN models were good choices to be used as surrogate models instead of detailed dynamic simulation models in real-time control applications. Moreover, ANN performed marginally better than RF with a lower root-mean-square error (RMSE) in general [22].

In this paper, a novel DPC method is applied to an energy management system. Two model-free algorithms of ANN and RF are selected to make control strategy predictions for a system operation, while avoiding the huge cost and effort associated with learning a grey/white box model of the physical system. Due to the difficulty in obtaining original system operation data and the lack of sensors to provide real-time measurements, a model-based predictive control method is selected as a classical and practical benchmark to produce previous information of electrical appliances in the energy management system [23].

The contributions of this paper are summarized as below:
This paper presents a full picture of the DPC method based on ANN and RF algorithms. An MPC method using a precise dynamic model based on a design code for civil buildings of China is utilized to produce the original system operation data, which serve as the training data for the machine learning algorithms, while avoiding the costs and efforts of system measurements.

The proposed method takes the operating characteristics of electrical appliances, system energy consumption, users’ comfort zones, and electricity price fluctuation into consideration based on a real-time electricity pricing system. The remarkable performance of the proposed ANN-based DPC algorithm in saving simulation time cost and in trading off energy cost with comfort is validated in the energy management system considering electricity price fluctuation.

The rest of the paper is organized as follows. Section 2 presents the infrastructure of the proposed energy management system. Section 3 presents the construction of the model predictive control. Section 4 introduces the scheme of the proposed data predictive control method. Section 5 demonstrates the effectiveness of the proposed DPC with two case studies and the conclusion is drawn in Section 6.

2. System Overview

Considering a typical building model of an energy management system with electric heaters (EHs) and basic user loads, a schematic diagram of the proposed energy management system is shown in Figure 1. The model is a four-story northeast-facing building consisting of 16 household electric heaters and basic user loads, which consist of lighting equipment, computers, printers, televisions, and refrigerators. Each layer is considered as a 400 square meter and 3 m high single apartment with four uniform electric heaters and basic loads. The electric heaters are used to adjust indoor temperature to maintain the users’ comfort zone. The basic loads of each layer have a similar pre-set 24 h fixed power curve. The average power cost of the basic loads on each layer is 110.31 kWh per day. The rating power of each electric heater is 2 kW. The total area of windows on each layer is 10 square meters. Heat exchange between indoor and outdoor environments through the walls, windows, ground, and roof which influences the indoor temperature is also considered. The meagre internal heat gains produced by basic loads and human activities are ignored. The orientation correction factor of the northeast-facing building model located at Beijing is set as 0% according to the Design Code for Heating, Ventilation, and Air Conditioning of Civil Buildings [24]. The environmental seasonal condition is set as winter. The hourly outdoor temperature data is collected from China Weather Reuters.

Figure 1. Schematic diagram of energy management system.

Based on the proposed building model with temperature data and pre-acquired electricity price data, an MPC scheme is designed to minimize the electricity cost to keep users’ comfort. The output
predictive control strategies of the MPC module represent the schedule of EHs over a specified time period. With the historical control strategies provided by the MPC module, a DPC scheme is proposed to compensate the modeling errors, especially parameter error and measurement error, when designing the structure-based physical system model. Model-free algorithms of ANN and RF are applied to make control strategy prediction in the DPC module. The electricity cost and time cost of the proposed MPC and DPC algorithms are evaluated under the limitation of users’ comfort zones. A summarization of the operational data used in MPC and DPC modules is presented in Figure 2.

### 3. Model Predictive Control

Based on the proposed system model and the modeling approach of household heating and cooling appliances in Zhou, Zhang, and Yang’s study [25], the temperature increment $\Delta T$ in a unit time segment $\Delta t$ is shown in the following function:

$$\Delta T = \frac{n(t) \times P_h}{S_A H_A \rho_A C_A} \Delta t$$  \hspace{1cm} (1)

where $\Delta T$ is the temperature variable quantity, $\Delta t$ is the unit time, $n(t)$ is number of electric heaters working at time $t$, $P_h$ is the rating power of electric heaters, $S_A$ is the area of each layer, $H_A$ is the height of each layer, $\rho_A$ is the air density, and $C_A$ is the specific heat capacity.

Equation (2) describes the difference between the indoor and outdoor temperatures which relate to the temperature of the previous time segment:

$$T_d(t) = T_{in}(t - 1) + \Delta T - T_{out}(t - 1)$$  \hspace{1cm} (2)

where $T_{in}$ is the indoor temperature, $T_{out}$ is the outdoor temperature, and $T_d(t)$ is the temperature difference between them.

Based on Equations (1) and (2), the indoor temperature can be deduced in the following function:

$$T_{in}(t) = T_{in}(t - 1) + \frac{n(t) \times P_h - Q_{cl}}{S_A H_A \rho_A C_A} \Delta t$$  \hspace{1cm} (3)

In this paper, construction of each layer is considered as a building envelope. The heat consumption of a building envelope is defined in Equation (4).

$$Q_{cl} = K \times F \times T_d$$  \hspace{1cm} (4)

where $Q_{cl}$ is the heat consumption of the building envelope, $K$ is the thermal transfer coefficient, and $F$ is the thermal exchange area (e.g., $K_{wall} = 0.5 \text{ W/}(\text{m}^2\cdot\text{°C})$, $K_{window} = 2.4 \text{ W/}(\text{m}^2\cdot\text{°C})$, $K_{ground} = 0.3 \text{ W/}(\text{m}^2\cdot\text{°C})$, $K_{roof} = 0.45 \text{ W/}(\text{m}^2\cdot\text{°C})$).
The proposed model is aimed at minimizing the energy usage by dispatching the electric heaters while maintaining a desired level of thermal comfort and considering the varying electricity price. The idea indoor temperature $T_{\text{ref}}$ is set as 22 °C, with 2 °C deviation in winter, according to the evaluation criterion of thermal comfort in [24]. The optimization function is defined as follows:

$$
\begin{align*}
\min & \sum_{t=0}^{T-1} e_{\text{price}}(t) \Delta t \ast (P_l(t) + P_h \ast n(t)) + \delta \sum_{t=0}^{T} (T_{in}(t) - T_{\text{ref}})^2 \\
\text{s.t.} & \ T_{in}(t) \leq T_{in} \\
& n(t) \in \{0, 1, 2, 3, 4\} \\
& t = 0, \ldots, T
\end{align*}
$$

(5)

where $e_{\text{price}}(t)$ is the real-time electricity price, $P_l(t)$ is the basic user loads at time $t$, $P_h$ is the rating power of electric heaters, $\delta$ is the thermal comfort parameter, $T_{\text{ref}}$ is a pre-set comfortable interior temperature parameter, $\Delta t$ is the unit time, and $n(t)$ is number of active electric heaters per floor at time $t$.

It is assumed in this paper that $n(t)$ is the key variable which has a great influence on both temperature difference and users’ comfort zones for electric heating systems. The core of the proposed model predictive control is building a practical model by introducing strategy-concerned control variables to realize the balance of energy usage and users’ comfort zones for energy management systems. Thus, $n(t)$ is noted as an important control variable in the electric heating system at time $t$. In this paper, the value of $n(t)$ will be passed to the DPC model as past control strategy data for further control strategy forecasting.

For the proposed nonlinear system, the widely used performance indices are based on the infinite horizon which maintains the closed loop stability over all time intervals [26]. Thus, the finite receding horizon control (RHC) method is applied to the proposed model optimization. The schematic diagram of the RHC method is presented in Figure 3. At time $t$, the optimization problem is solved over a future horizon of $N$ steps. Only the first optimal move $n(t)$ is applied, while the rest of the sequence is thrown away. At time $t + 1$, the window will move one step forward, while the optimization repeats with new measurements of $e_{\text{price}}(t + 1)$ and $T_{in}(t + 1)$.

4. DPC

The purpose of data predictive control is to provide a practical model by using past measurement data (e.g., past control strategy data and past temperature data) to control the inputs and disturbances,
instead of building a physics-based model with imprecise parameters. The past temperature data was collected from China Weather Reuters. The past control strategy data was provided by the optimization results of MPC. Figure 4 presents the schematic diagram of DPC.

**Figure 4.** Schematic diagram of DPC.

Due to the difficulties in acquiring the actual work-date data of a certain energy system, a typical model of a four-story building is deployed, consisting of 16 electric heaters and basic user loads, as described in Section 2. The past outdoor temperature data, real-time electricity price, and basic loads are recognized as the input past data of the MPC module. The value of the control variable at all working conditions is treated as the past control strategy data once the MPC module is optimized, according to the constraints proposed by Jin and Liu [7]. After reasonable data cleaning and selection of essential features over the output of MPC module, the reconstructed data is split into training data and testing data. Based on machine learning algorithms, including ANN and RF, prediction of future control strategy is performed.

The DPC strategy brings several advantages: (1) Complex and time-consuming measurements of structure dependent system parameters are avoided by using the predictions made by the estimators; (2) good initial estimate of parameters is not necessary for the optimization procedure; (3) time cost of the optimization procedure for finding suitable control strategies is saved.

### 4.1. DPC Based on ANN

To build a data predictive controller, real-time electricity price, controller data, and outdoor temperature data of Beijing from January to February in 2017 were selected as features for training the ANN model. The total feature variables are listed as follows:

1. **Natural Resource Data:** This includes measurements of outdoor air temperature $T_{out}$.
2. **Controller Data:** This includes history values of control variable $n(t)$ collected from MPC optimization results.
3. **Electricity Price Data:** This includes values of history real-time electricity price $e_{price}(t)$.

We learn an ANN model $g$ which predicts future controller data with the given past natural resource data, controller data, and electricity price data:

$$
\begin{bmatrix}
  n_{k+1} \\
  n_{k+2} \\
  \vdots \\
  n_{k+N}
\end{bmatrix} = g(T_{out,k-N}, \ldots, T_{out,k}, n_{k-N}, \ldots, n_k, e_{price_{k-N}}, \ldots, e_{price_k})
$$

(9)

where $\{T_{out,k-N}, \ldots, T_{out,k}\}$ is past measurements of outdoor air temperature, $\{n_{k-N}, \ldots, n_k\}$ is previous control strategy data collected from the optimization results of the MPC procedure, $\{n_{k-N}, \ldots, n_k\}$ is past real-time electricity price, $\{n_{k+1}, \ldots, n_{k+N}\}$ is the output of the ANN model, and $N$ is a preset input constant.
The network model uses the square error loss function $L$ to evaluate the distance difference between the target value and the predicted value, which allows candidate solutions of the training procedure to be ranked and compared:

$$L(n, \hat{n}, W) = \frac{1}{2}||n - \hat{n}||^2 + \frac{\alpha}{2}||W||^2$$  \hspace{1cm} (10)$$

where $n$ is the true value of the real target, $\hat{n}$ is the predicted value of the target, $W$ is the weights of the input layer and the hidden layer, $\frac{\alpha}{2}||W||^2$ is an L2-regularization term that penalizes complex models, and $\alpha$ is a non-negative hyper parameter that controls the magnitude of the penalty.

The proposed model $g$ is a three-layer feed backward neural network with one hidden layer which contains 50 neurons. The input and output layers have 72 and 24 neurons, respectively. The activation function of rectified linear units is applied in the network. The constant parameter of tolerance for convergence is set to 0.0001. The Adam optimization algorithm, which performs well in bias-correction across different hyperparameter settings, is selected as the stochastic optimizer [27].

Thus, a predictive control scheme is designed based on the data dependent modeling method. The whole structure of the control strategy based on ANN can be seen in Figure 5.

![Figure 5. Structure of the ANN.](image_url)
The RF is composed of ensemble regression trees \( \{T_1(m), T_2(m), \cdots, T_M(m)\} \), where \( m = \{T_{\text{out},k-1}, T_{\text{out},k}, n_{k-1}, n_k, \text{price}_k-1, \text{price}_k\} \) is an input feature vector bootstrapped from the training dataset. The outputs of ensemble trees are \( \{n_{k+1}^1, n_{k+1}^2, \cdots, n_{k+1}^M\} \), where \( \{n_{k+1}^i, i = 1, \cdots, M\} \) is the value of control strategy at time \( k + 1 \) predicted by the \( i \)th tree. The number of estimators (trees) in the proposed forest is set to 100. In the end, the individual regression tree makes a majority voting to produce an averaged outcome of the RF prediction.

In comparison with ANN, the proposed RF model is considered as a white box that the accuracy of classification or regression operation at the leaves is easy to understand and interpret. Multiple parameters and complex structures of a neural network result in long circle calculation and adjustment. In contrast, the number of estimators or decision trees is usually the essential element that an RF algorithm needs to focus on. Numerous input parameters of the proposed system can be handled with a built-in feature evaluation system of the RF algorithm, while the neural network has to delete some unnecessary parameters to reduce dimensionality by data cleaning and feature selection.

5. Case Studies

Simulations are performed to test the performance of the proposed DPC algorithm against the MPC algorithm. The quantitative analysis of the electricity cost for DPC controller and MPC controller is presented in this section. The performance of ANN-based DPC and random forest-based DPC is discussed. Since there is always a gap between the predicted electricity price data value and the actual data value, the fluctuation of the real-time electricity price has a consequential effect on bill computation. A random variable \( R \) ranging from 0% to 15% is set to compensate for the influence of fluctuation. The training data of electricity price is revised to \( R \times \text{price}_k \). The optimization function in Equation (5) is modified as the following:

\[
\sum_{t=0}^{T-1} R \times \text{price}_k(t) \times \Delta t \times \left( P_l(t) + P_h \times n(t) \right) + \delta \sum_{t=0}^{T} \left( T_{\text{in}}(t) - T_{\text{ref}} \right)^2
\]

Figure 7 shows the 24 h history electricity price data from January to February in 2017. The reasons for the negative value of electricity price on 9 January can be listed as follows: (1) The cost of shutting down or starting up generators overwhelms the loss of profits caused by providing electricity subsidies to terminal users and (2) the power plant is obliged to provide re-dispatch power or contracted balancing power to maintain the stability of the grid. For the modeling of the MPC controller and the DPC controller, Python is selected as the programming language and Gurobi is used as the optimization solver.
5.1. Case I: DPC Based on ANN (15% Electricity Price Fluctuation)

To evaluate the performance of the proposed ANN-based DPC controller against the MPC controller, the history controller data \( n(t) \) obtained by MPC optimization, real-time electricity price, and hourly outdoor temperature of Beijing from January to February collected from China Weather Reuters are selected as input feature variables for training the ANN model. Aiming to perform a comprehensive analysis on the DPC controller, the electricity price fluctuation at 0% and 15% are analyzed respectively.

Figure 8 presents the comparison of the output controller data predicted by the ANN model and actual controller data collected from MPC controller without taking the fluctuation of electricity price into consideration. The y axis represents the total number of active electric heaters. The x axis represents the preset 24 time-intervals during a day. The red curve shows the number of active heaters predicted by the DPC controller based on ANN. The blue curve shows the number of heaters which are supposed to be turned on by MPC controller. In this paper, the prediction accuracy \( \sigma (\sigma = \frac{N_D}{N_T}) \) is defined to evaluate the prediction result of the DPC controller (when the difference between the number of heaters predicted by DPC controller and the number provided by MPC controller is beyond 1, the DPC predicted data at that time is supposed to be incorrect or unreasonable. \( N_D \) represents the number of time points with correctly predicted EHs and \( N_T \) denotes the total number of time points of a day, which is 24). It can be seen that the accuracy of heaters number predicted by the DPC controller based on ANN reach approximately 70% when the result of MPC controller data is considered as standardization.

Figure 7. Electricity price data from January to February in 2017.

Figure 8. Prediction of DPC controller based on ANN (0% electricity price fluctuation).
Figure 9 illustrates the prediction results of ANN and MPC when the fluctuation of electricity price is 15%. The prediction accuracy of ANN-DPC is about 75% percent when compared to the result of MPC.

![Figure 9. Prediction of DPC controller based on ANN (15% electricity price fluctuation).](image)

Table 1 provides a summary of numerical analysis on prediction result of DPC controller.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>σ</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN-DPC (0% electricity price fluctuation)</td>
<td>70.83%</td>
<td>1.4860</td>
</tr>
<tr>
<td>ANN-DPC (15% electricity price fluctuation)</td>
<td>75.0%</td>
<td>1.3994</td>
</tr>
</tbody>
</table>

From Table 1, it can be found that the accuracy σ of the DPC controller prediction is up to 70% without taking electricity price fluctuation into consideration. For the scenario of 15% electricity price fluctuation, the accuracy of DPC increases by 5% and the value of RMSE decreases approximately by 6% when compared with the prediction accuracy of 0% electricity price fluctuation.

To further evaluate the prediction result of DPC controller with regard to users’ comfort zones, the number of active electricity heaters predicted by ANN-DPC is substituted back to calculate the indoor temperature variation for each floor. Figure 10 shows the average indoor temperature variation curve of the proposed four-story system when the electricity heaters are scheduled according to the prediction result of DPC in Figure 8. For the scenario of 15% electricity price fluctuation, the indoor temperature variation on average is pictured in Figure 11.

![Figure 10. Indoor temperature comparison (ANN-DPC, 0% electricity price fluctuation).](image)
Table 2 provides a summary of numerical analysis on indoor temperature variation caused by electricity heaters which are scheduled under the arrangement of ANN-DPC controller. The green curve in Figures 10 and 11 denotes the indoor temperature under MPC controller at each time interval. For the scenario of 15% electricity price fluctuation, the value of Mean Square Error (MSE) improves by 5.5% and Mean Absolute Percentage Error (MAPE) decreases by 32.5% when compared with the values of 0% electricity price fluctuation.

Table 2. Numerical summary of indoor temperature variation (ANN-DPC).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>MSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN-DPC (0% electricity price fluctuation)</td>
<td>1.0608</td>
<td>0.0342</td>
</tr>
<tr>
<td>ANN-DPC (15% electricity price fluctuation)</td>
<td>1.0029</td>
<td>0.0231</td>
</tr>
</tbody>
</table>

To further indicate the advantages of applying data predictive control methods to building energy management systems, the electricity cost and the time cost to accomplish the optimization of control strategy is listed in Table 3.

Table 3. Bill and time cost comparison between ANN-DPC and MPC.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Bill (¥)</th>
<th>Time Cost (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN-DPC (0% electricity price fluctuation)</td>
<td>183.8572</td>
<td>0.2276</td>
</tr>
<tr>
<td>ANN-DPC (15% electricity price fluctuation)</td>
<td>177.2461</td>
<td>0.2882</td>
</tr>
<tr>
<td>MPC</td>
<td>176.9266</td>
<td>&gt;300</td>
</tr>
</tbody>
</table>

The total electricity cost of using the MPC controller to schedule the electric heaters at 24 time-intervals is 176.9266, while the bill of the DPC controller without considering electricity price fluctuation is 3.92% more than MPC controller. The results reveal that the MPC controller with precise and detailed physical models performs better in saving bills than DPC controller. However, the time cost of the MPC controller to accomplish the whole optimization circle is over 300 s, which is about 1300 times the cost of the DPC controller.

For the scenario of 15% electricity price fluctuation, the ANN-DPC costs only 0.18% additional bill over MPC. At the same time, the time cost of ANN-DPC controller is about 0.2882 s, which is 0.096% of the time MPC costs.

According to the analysis above, it can be concluded that the performance of the proposed ANN-DPC controller is reasonable with regard to different electricity fluctuation. Applying an
ANN-DPC controller rather than an MPC controller into the energy management system is a better choice to trade off energy and comfort when the real-time requirement is highlighted in the system.

5.2. Case II: DPC Based on RF (15% Electricity Price Fluctuation)

To evaluate the performance of the proposed random forest algorithm, a comprehensive numerical analysis for the DPC based on random forest is conducted in this section. It should be noted that the real-time electricity price and hourly outdoor temperature of Beijing from January to February in 2017 collected from China Weather Reuters and the past controller data \( u(t) \) collected from MPC optimization results are also used as input features for training the random forest model. The impact of electricity price fluctuation on prediction control based on random forest is also analyzed.

Figure 12 shows the comparison of the output control strategy data predicted by the random forest model and original control strategy data collected from the MPC controller with 0% electricity price fluctuation. For the scenario of 15% electricity price fluctuation, the prediction performance is presented in Figure 13.

From Figure 12, it can be seen that the red curve which represents the prediction of the random forest-based DPC shows almost the opposite results against MPC. The performance of RF is far from satisfactory without taking electricity price fluctuation into consideration. However, the prediction result is improved with 15% electricity price fluctuation in Figure 13. To comprehensively demonstrate the difference between the prediction results of DPC and MPC, Table 4 shows a summary of the numerical analysis on the results predicted by RF-based DPC.
Table 4. Numerical summary of RF-DPC.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>σ (%)</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF-DPC (0% electricity price fluctuation)</td>
<td>75</td>
<td>1.8597</td>
</tr>
<tr>
<td>RF-DPC (15% electricity price fluctuation)</td>
<td>62.5</td>
<td>1.5811</td>
</tr>
</tbody>
</table>

From Table 4, the accuracy value $\sigma$ of the RF-DPC prediction decreased by 13.5% when the influence of electricity price variation is considered in the system, while the value of RMSE is improved by 14.98%. Considering the fact that a single unit change in $N_D$ is associated with a deviation of 4.1% in $\sigma$, the accuracy of RF-DPC with 15% fluctuation is acceptable. Compared with the RMSE of ANN-DPC with 15% fluctuation, the value of RMSE in RF-DPC increases by 32.9%, which reveals the poor performance of RF in dealing with uncontrollable random noise like electricity price fluctuation. Figure 14 shows the average indoor temperature variation curve of the proposed building model when the electricity heaters are scheduled according to the prediction result of DPC controller in Figure 11. The scenario of 15% electricity price fluctuation is presented in Figure 15.

From Figure 14, the indoor temperature calculated by RF-DPC is over 26 °C at the 15th time interval. The indoor temperature difference between RF-DPC and MPC is 3 °C, which exceeds the users’ comfort zone limit of 2 °C. For the scenario of 15% electricity price fluctuation, the improved performance of RF-DPC in an energy-comfort trade-off is demonstrated in Figure 15.

Table 5 provides the summary of numerical analysis on indoor temperature variation caused by electricity heaters, which are scheduled under the arrangement of RF-DPC controller. For the
scenario of 15% electricity price fluctuation, the value of MSE is enhanced by 11.1% when compared with ANN-DPC.

**Table 5.** Numerical summary of indoor temperature variation (RF-DPC).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>MSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF-DPC (0% electricity price fluctuation)</td>
<td>3.8523</td>
<td>0.0663</td>
</tr>
<tr>
<td>RF-DPC (15% electricity price fluctuation)</td>
<td>1.1143</td>
<td>0.0347</td>
</tr>
</tbody>
</table>

The bill of electricity cost and the time cost of RF-DPC is listed in Table 6. The bill cost of RF-DPC with 15% electricity price fluctuation is 3.39% more than the MPC’s. The time cost of RF-DPC controller reaches about 0.3 s, which is 0.1% of that of MPC, equivalent to the time cost of ANN-DPC.

**Table 6.** Bill and time cost comparison between RF-DPC and MPC.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Bill (¥)</th>
<th>Time Cost (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF-DPC (0% electricity price fluctuation)</td>
<td>188.8988</td>
<td>0.2750</td>
</tr>
<tr>
<td>RF-DPC (15% electricity price fluctuation)</td>
<td>182.9273</td>
<td>0.2894</td>
</tr>
<tr>
<td>MPC</td>
<td></td>
<td>&gt;300</td>
</tr>
</tbody>
</table>

According to the analysis above, it can be concluded that the performance of the proposed RF-DPC controller is acceptable only at the scenario of 15% electricity price fluctuation. By paying an additional bill cost of 3.39% and 0.1% time cost against MPC, the RF-DPC achieves the goal of trading off energy cost and users’ comfort. For the same scenario, the ANN-DPC has a better performance by paying only 0.18% additional bill cost and 0.096% time cost against MPC.

6. Conclusions

This paper assesses the structure of the data predictive control (DPC) algorithm with the example of building an energy management system by using the model predictive control (MPC) method. The operating characteristics of electrical appliances, system energy consumption, and users’ comfort zones are also considered in this system based on a real-time electricity pricing system. Two machine learning algorithms of artificial neural network (ANN) and random forest (RF) are deployed to perform controller strategy prediction and to verify the possibility of reducing the impact of electricity price fluctuation. Numerical analysis is conducted on two essential elements of electricity bill cost and optimization time cost. For the scenario of 15% electricity price fluctuation, the analysis reveals the poor performance of random forest in dealing with uncontrollable random noise like electricity price fluctuation. Moreover, RF-DPC pays 3.39% additional bill cost and 0.1% time cost against MPC, while the ANN-DPC pays only 0.18% additional bill cost and 0.096% time cost against MPC. It is found that the data predictive control strategy is a better choice when real-time requirement is highlighted in the system operation.
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Nomenclature

$\Delta T$  
The temperature variable quantity.

$\Delta t$  
The unit time.

$n(t)$  
The number of active electric heaters at time $t$.

$P_h$  
The rating power of electric heaters.

$S_A$  
The area of each layer.

$H_A$  
The height of each layer.

$\rho_A$  
The air density.

$C_A$  
The specific heat capacity.

$T_{in}$  
The indoor temperature.

$T_{out}$  
The outdoor temperature.

$T_d$  
The temperature difference between indoor and outdoor temperature.

$Q_{cl}$  
The heat consumption of building envelope.

$K$  
The thermal transfer coefficient.

$F$  
The thermal exchange area.

$e_{price}(t)$  
The real-time electricity price at time $t$.

$P_b(t)$  
The power of basic loads at time $t$.

$\delta$  
The thermal comfort parameter.

$T_{ref}$  
The pre-set comfortable interior temperature parameter.

$L$  
The square error loss function.

$W$  
The weights of the input layer and the hidden layer.

$\alpha$  
The non-negative hyper parameter.

$R$  
The fluctuation-relevant random variable.

$\sigma$  
The prediction accuracy.

$N_D$  
The number of time points with correctly predicted electric heaters.

$N_T$  
The total number of time points of a day.
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