Evaluation of a Scale-Resolving Methodology for the Multidimensional Simulation of GDI Sprays
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Abstract: The introduction of new emissions tests in real driving conditions (Real Driving Emissions—RDE) as well as of improved harmonized laboratory tests (World Harmonised Light Vehicle Test Procedure—WLTP) is going to dramatically cut down NOx and particulate matter emissions for new car models that are intended to be fully Euro 6d compliant from 2020 onwards. Due to the technical challenges related to exhaust gases' aftertreatment in small-size diesel engines, the current powertrain development trend for light passenger cars is shifted towards the application of different degrees of electrification to highly optimized gasoline direct injection (GDI) engines. As such, the importance of reliable multidimensional computational tools for GDI engine optimization is rapidly increasing. In the present paper, we assess a hybrid scale-resolving turbulence modeling technique for GDI fuel spray simulation, based on the Engine Combustion Network “Spray G” standard test case. Aspects such as the comparison with Reynolds-averaged methods and the sensitivity to the spray model parameters are discussed, and strengths and uncertainties of the analyzed hybrid approach are pointed out. The outcomes of this study serve as a basis for the evaluation of scale-resolving turbulence modeling options for the development of next-generation directly injected thermal engines.
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1. Introduction

The efficient design of small-sized gasoline direct injection (GDI) engines for the EU market is a key factor for current car manufacturers, which are going to face the forthcoming regulations on polluting emissions [1]. In order to reduce turnaround times, an increasing amount of resources are being devoted to high-fidelity computational fluid dynamics (CFD) during the development and optimization of fuel injection systems [2–5]. The most widespread method for the multidimensional modeling of reactive and non-reactive fuel sprays is the Eulerian–Lagrangian (EL) approach, in which the gaseous phase treatment follows the classical Eulerian description while the liquid phase is tracked as a discrete set of Lagrangian particles (LPs). The LP tracking works well in the diluted spray region, while it usually requires some amount of parameter tuning for the near-nozzle region—especially concerning breakup processes.

Turbulence modeling has a great influence on LP tracking, as it is directly linked to the spray particle aerodynamics and dispersion and, consequently, to the spray pattern and fuel mixing in the engine cylinder volume. The EL approach was originally coupled to time-dependent forms of Reynolds-averaged turbulence treatments (i.e., to the so-called unsteady-RANS (URANS) turbulence models). The adoption of URANS commonly represents a good compromise between computational...
costs and overall accuracy, but may also introduce further model-specific dependence. In addition, the statistical nature of Reynolds averaging does not allow local perturbations generated by different sources of cycle-to-cycle variability to be captured. In that sense, a natural step forward is represented by large eddy simulation (LES), which applies an appropriate time and space filtering method to the full Navier–Stokes equations in order to predict large-scale unsteady flow structures. In the past two decades, LES has been extensively developed for engine modeling [6], making significant progress towards industry-grade maturity. Nonetheless, LES/LP coupling is still relatively new [7–11], thus leaving room for further research and development in that area. One of the main issues in LES/LP matching is the spatial grid resolution which for LES has to be sufficiently fine to resolve at least the main energy-containing flow structures. This requirement fits well with LP tracking in the diluted spray zone [9], where velocity gradients are relatively weak and the dimension of spray droplets is small compared to the computational cell size. Conversely, the near-nozzle high-speed spray region may require stricter mesh refinement levels for LES, which however is likely to violate some of the hypotheses that lie behind the Lagrangian tracking rationale (i.e., small particle size compared to the grid spacing).

In the present paper, we propose a hybrid scale-resolving turbulence modeling approach as a potential remedy for the numerical resolution mismatch in GDI spray computations. Broadly speaking, a hybrid URANS/LES method should be based on the ability to adapt its behavior by applying the best-fitting modeling option with respect to the available numerical resolution. In the past 10 years, the number of engine-related hybrid modeling applications has been constantly increasing [12–26], but hybrid/LP investigations are almost absent [27,28]. In our study, we evaluated two previously developed hybrid scale-resolving approaches [21,24,28,29] for a computational analysis of the “Spray G” reference GDI injector [30]. The rest of the paper is organized as follows: first, we introduce the standard Engine Combustion Network (ECN) “Spray G” injector and operating conditions; later, we provide details on the spray modeling adopted in this work, we describe the proposed hybrid turbulence strategies, and we define the numerical setup. We then present our computational results along with a discussion. Finally, a summary of our main findings is given in the concluding section.

2. Standard ECN “Spray G” Operating Conditions

The “Spray G” case, as defined by the Engine Combustion Network (ECN) group, corresponds to a non-reacting spray for gasoline injection. Its standard operating conditions, for which a wide literature dataset exists, are reported in Table 1.

Table 1. “Spray G” baseline characteristics and operating conditions.

<table>
<thead>
<tr>
<th>Fuel Type</th>
<th>iso-Octane ($C_8H_{18}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient composition (by volume)</td>
<td>0% $O_2$ 6.52% $CO_2$ 3.77% $H_2O$ 89.71% $N_2$</td>
</tr>
<tr>
<td>Ambient gas temperature</td>
<td>573 K</td>
</tr>
<tr>
<td>Ambient gas pressure</td>
<td>600 kPa</td>
</tr>
<tr>
<td>Ambient gas density</td>
<td>3.5 kg/m$^3$</td>
</tr>
<tr>
<td>Injection duration</td>
<td>0.78 ms</td>
</tr>
<tr>
<td>Injection mass</td>
<td>10.4 mg</td>
</tr>
<tr>
<td>Injection pressure</td>
<td>20 MPa</td>
</tr>
<tr>
<td>Injection temperature</td>
<td>363 K</td>
</tr>
<tr>
<td>Nozzle</td>
<td>8-hole</td>
</tr>
<tr>
<td>Injector hole diameter</td>
<td>165 µm</td>
</tr>
</tbody>
</table>
The “Spray G” injector is characterized by an eight-hole geometry. In the present investigation, the actual geometry of the injector, which is represented in Figure 1, is not taken into account.

Rather, we define an injection model by specifying the main geometrical parameters of the injector. In particular, for the “Spray G” injector, the orifice drill angle relative to nozzle axis is 37°. However, it has been observed that the spray plumes deflect towards the injector axis during the injection. This leads to a difference between the drill angle and the actual plume direction, which reduces towards a lower value. To ensure consistency of the results, we set this angle equal to 33° according to the indications provided in previous studies [31]. Another fundamental parameter is the plume cone angle, which significantly affects the spray evolution [31,32]. Evidence from numerical works available in the literature highlight the absence of a consistent setup for the plume cone angle of the “Spray G” injector [31]. Typical values for such a parameter are between 5° and 40°. Thus, after performing a calibration analysis, we set the value of the plume cone angle in our injection model to 38°.

Finally, the reference rate of injection for the target conditions of “Spray G” considered in this study was provided by the ECN [30], and it is shown in Figure 2.
3. Materials and Methods

In this work, we modeled the spray by making use of a coupled Eulerian–Lagrangian approach. According to this methodology, the liquid phase is described by means of discrete parcels, which are groups of droplets having the same properties. The evolution of parcels is then tracked within a continuum framework and interaction with surrounding gas phase is taken into account.

3.1. Spray Models

To simulate the injection of the liquid phase, we adopted the blob model. This model consists of injecting Lagrangian spray parcels into the computational domain with the same diameter of the nozzle holes. The velocity of the injected parcels is related to the adopted mass flow rate (Figure 2). In particular, by following the experimental measurements of Payri et al. [33], we computed the parcels’ initial velocity profile by considering a value for the area coefficient—namely, the ratio between the effective area of injection and the nominal injector holes area—equal to 0.65.

Fuel vaporization and mixing with ambient gas are due to breakup, heat transfer, and evaporation phenomena occurring during the injection time. Here, we adopt the Ranz–Marshall model to evaluate the heat transfer between liquid and gas phases, the evaporation model of Spalding [34], while we do not consider any collision model.

We chose the Kelvin–Helmholtz Rayleigh–Taylor (KHRT) model to predict primary and secondary breakup of the liquid jet [35–37], coupled with the liquid breakup length concept [38]. According to this approach, the KH theory is applied to the droplets leaving the nozzle, while the RT model, which takes into account instabilities of the liquid–gas interfaces due to different fluid densities, is applied only beyond a certain distance from the injector (i.e., the liquid core). The KHRT approach requires several model constants to be specified. With reference to the nomenclature defined in [35] and commonly adopted in the literature [30], in Table 2 we report the whole set of breakup model constants used in the present study.

| Table 2. Kelvin–Helmholtz Rayleigh–Taylor (KHRT) breakup model constants. |
|---|---|---|---|---|
| $B_0$ | $B_1$ | $C_T$ | $C_{RT}$ | $C_b$ |
| 0.61 | 2 | 1 | 0.1 | 1 |

We emphasize that, while the parameters $B_0$, $C_T$ and $C_{RT}$ were fixed according to the values provided in the literature, the model constants $B_1$ and $C_b$ were obtained from a tuning procedure. In particular, we conducted a preliminary analysis by performing numerical simulations via URANS approach with $k$–$g$ closure model. The obtained optimal values for these model constants were then kept as fixed parameters for the whole set of numerical simulations performed in this work.

3.2. Turbulence Modeling

In our investigation we considered two different hybrid turbulence models for spray simulation, both originating from the detached eddy simulation (DES) technique [39–41]. The principle of DES modeling is to realize a local modification of the involved length scale, based on the comparison between the turbulence length scale of the background RANS model and a length scale associated with the local grid size. Thus, this strategy allows the model to behave as pure-RANS or pure-LES depending on the choice made for the value of the length scale in the numerical formulation.

The two DES approaches considered here were adopted along with the two-equation $k$–$g$ model [42], where $k$ and $g$ are the turbulent kinetic energy and the square root of a characteristic turbulent time scale, respectively. In particular, we made use of a limited time scale $k$–$g$ closure as in [28,43–46], which led to the following set of model transport equations:
\[
\rho \frac{\partial k}{\partial t} + \nabla \cdot (\rho \mathbf{U} k) = \mathcal{P} - S_k + \nabla \cdot \left[ \left( \frac{\mu_t}{\sigma_k} + \mu \right) \nabla k \right],
\]

(1)

\[
\rho \frac{\partial g}{\partial t} + \nabla \cdot (\rho \mathbf{U} g) = \rho \frac{\beta^*}{2} \frac{g^3}{2^k} \mathcal{P} + \nabla \cdot \left[ \left( \frac{\mu_t}{\sigma_g} + \mu \right) \nabla g \right] + \left( \frac{\mu_t}{\sigma_g} + \mu \right) \frac{3g}{\tau} \left( \nabla g \cdot \nabla g \right),
\]

(2)

with the dynamic turbulent viscosity \( \mu_t \) given by:

\[
\mu_t = \rho \beta^* k \tau = \rho \beta^* l_{RANS}^{1/2}
\]

(3)

In Equations (1)–(3), \( \rho \) and \( \mathbf{U} \) are the fluid density and velocity, respectively, \( \mathcal{P} \) is the standard turbulence production term, \( \beta^* = 0.09 \), \( l_{RANS}^{1/2} \) is the turbulence length scale of the URANS model, while \( \alpha, \beta, \sigma_g, \) and \( \sigma_k \) are the closure constants as in the original \( k-g \) model formulation. The turbulent time scale \( \tau \) is defined as follows [44–46]:

\[
\tau = \min \left( g^2, a_\tau \tau_{lim} \right),
\]

(4)

where the bounding value is expressed as:

\[
\tau_{lim} = \frac{2}{3\beta^*} \sqrt{\frac{3}{8|E|^2}},
\]

(5)

with the term \( |E|^2 \) being the magnitude squared of the mean rate-of-strain tensor, while \( a_\tau \leq 1 \) is a model constant. In this work, in accordance with findings from a previous publication [28], we set \( a_\tau = 0.8 \), which represents the suggested value for spray simulation.

The two considered hybrid implementation strategies differ from each other on the basis of the choice of terms in Equations (1)–(3), in which the turbulence length scale is modified. The first model formulation, which we shall refer to as DES in the remaining part of the paper, is the one of Travin et al. [40] and it is obtained by manipulating only the sink term of the turbulent kinetic energy transport equation, as follows:

\[
S_{k,DES} = F_{DES} S_{k,RANS},
\]

(6)

where

\[
S_{k,RANS} = \rho \frac{k}{\tau} = \rho \frac{k^{3/2}}{l_{RANS}^{1/2}},
\]

(7)

and

\[
F_{DES} = \max \left( \frac{l_{RANS}}{C_{DES} \Delta}, 1 \right),
\]

(8)

where \( \Delta \) is a spatial filter parameter related to the local grid spacing, while \( C_{DES} \) is a model constant that was set to 0.5. We emphasize that, for the present formulation, the turbulent viscosity was calculated as in the standard URANS model by relation (3), and the \( g \) transport equation remained unmodified throughout as well. The function \( F_{DES} \), therefore represents a seamless DES mode of operation, which leads the model to switch dynamically between URANS-type and LES-type modes of operation depending on the \( l_{RANS}/(C_{DES} \Delta) \) ratio.

The second hybrid implementation strategy, which is referred to in this work as DESx, is instead derived from the so called X-LES model (extra-large eddy simulation) by Kok et al. [47]. In this case, the turbulent length scale is modified in either the destruction term of the \( k \) transport Equation (1) and
in the turbulent viscosity expression (3). Therefore, similarly to the DES model described above, the sink term of the turbulent kinetic energy transport equation reads as follows:

$$S_{k,\text{DESx}} = F_{\text{DESx}} S_{k,\text{RANS}}, \quad (9)$$

with the function $F_{\text{DESx}}$ being given by:

$$F_{\text{DESx}} = \max \left( \frac{l_{\text{RANS}}}{C_{\text{DESx}} \Delta}, 1 \right) \quad (10)$$

where by following Yan et al. [48], we set the value for the model constant $C_{\text{DESx}}$ equal to 0.6. In addition, the turbulent viscosity relation is modified as follows:

$$\mu_{t,\text{DESx}} = \rho \beta^* l_{\text{RANS}} \frac{F_{\text{DESx}}}{C_{\text{DESx}}} k^{1/2}. \quad (11)$$

We note that for the present DESx model, when the LES-type mode of operation is activated, the turbulent viscosity reduces to $\mu_{t,\text{DESx}} = \rho \beta^* C_{\text{DESx}} \Delta k^{1/2}$ and therefore it is independent of the value of the turbulent scalar quantity $g$. This leads to a consistent LES mode, with the turbulent kinetic energy behaving as a sub-grid scale (SGS) kinetic energy. We also emphasize that in the unresolved regions of the flow (i.e., URANS-type mode of operation), the two hybrid formulations are identical to each other.

### 3.3. Numerical Setup

The computational domain geometry used in this work was a cube of 100 mm side, with the injector located at the center of the top surface. Our numerical study was conducted by using 3D Cartesian meshes, which were based on a fully hexahedral uniform structure and were then refined by a cell-splitting approach. Specifically, the local refinement was realized by employing a sequential cell-splitting strategy within coaxial cylindrical regions, whose axes were coincident with the injector axis. In particular, we constructed two different meshes: the coarsest was characterized by a grid resolution ranging from 0.25 mm in the near-injector region to 4 mm; the finest had the same structure as the other one, but it was characterized by one more level of refinement in the closest proximity of the injector, which set its minimum grid size to 0.125 mm. The two meshes accounted for roughly 1.2 and 1.4 million cubic cells, respectively. A schematic for the finest mesh is represented in Figure 3.

<table>
<thead>
<tr>
<th>100</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>50</td>
</tr>
<tr>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
</tr>
</tbody>
</table>

**Figure 3.** 2D cut-plane of the fine mesh used in this work. Each box corresponds to a specific refinement region. The dimensions are expressed in millimeters.
In all of the cases analyzed in this study, the computational domain was characterized by a zero velocity condition before the start of the injection. Moreover, the number of injected parcels per injector was 15,000.

Numerical simulations were performed with the open-source CFD code OpenFOAM-6 [49] coupled with a set of dynamic libraries, developed by the authors, to support hybrid turbulence modeling. A compressible flow solver which makes use of a pressure implicit with splitting operators (PISO) algorithm, was applied for all the simulations. The momentum convection was numerically solved by means of a linear upwind differencing scheme when the URANS model was employed, while for hybrid simulations we used a linear scheme to improve stability. In all cases, the time derivative discretization was realized via a second-order implicit Crank–Nicolson scheme, with off-centering coefficient equal to 0.5, and the selected value of the time-step was $4 \times 10^{-7}$.

4. Results and Discussion

As a first step, we validated the numerical model by performing a URANS simulation and by comparing the results, in terms of both liquid and vapor penetration, with the available experimental data of Sandia National Laboratories (SNL) for the baseline "Spray G". As recommended by ECN, we defined liquid and vapor penetration as the maximum distance from the injector to the farthest axial position for 0.1% liquid volume fraction and to where the fuel mass fraction was 0.1%, respectively. The URANS simulation was conducted on the coarse mesh and the obtained results are shown in Figure 4.

![Figure 4.](image)

**Figure 4.** Liquid and vapor penetrations as predicted by URANS simulation in comparison with experimental data of SNL reported in Manin et al. [50]. The gray band corresponds to the time interval in which the separation between vapor and liquid phases occurs, as predicted by the numerical simulation.

We observed a very good agreement between our results and those provided in [50]. Both liquid and vapor penetration trends matched the expected profiles. In particular, the separation point between vapor and liquid tips, occurring roughly at 0.25 ms after the start of injection (ASOI) seemed to be very well predicted. This finding confirms that a value of 0.8 for the model constant $a_\tau$ is suitable to adequately capture the global behavior of the fuel spray.

Next, we performed DES and DESx simulations on the same coarse mesh. The hybrid models allow a dynamical switching between pure-URANS and pure-LES modes of operation depending on the local modification of the length scale involved. In particular, only one single realization for each case was simulated, and the results were then compared to the experimental mean together with the
provided experimental dispersion. In Figure 5 we show the obtained vapor and liquid penetrations for the two models considered.

![Figure 5](image.png)

**Figure 5.** Liquid and vapor penetrations as predicted by DES (left) and DESx (right) simulations on the coarse mesh (minimum grid size equal to 0.25 mm) in comparison with experimental data of SNL reported in Manin et al. [50]. The gray band corresponds to the time interval in which the separation between vapor and liquid phases occurs, as predicted by the numerical simulation.

Both DES and DESx models seemed to exhibit a very similar behavior. In both cases, however, the vapor penetration tip was overestimated when the time was beyond roughly 0.25 ms ASOI. In fact, the separation point between vapor and liquid tips seemed to be delayed, thus leading to an incorrect prediction of the evaporation phenomenon. This unavoidably affected the overall vapor penetration trend whose slope did not match the one reported by the experimental data.

In order to understand the impact of the mesh resolution on the hybrid strategy, we further performed DES and DESx simulations on the fine mesh. The numerical setup was kept the same as for simulations on the coarse mesh. The results are shown in Figure 6.

![Figure 6](image.png)

**Figure 6.** Liquid and vapor penetrations as predicted by DES (left) and DESx (right) simulation on the fine mesh (minimum grid size equal to 0.125 mm) in comparison with experimental data of SNL reported in Manin et al. [50]. The gray band corresponds to the time interval in which the separation between vapor and liquid phases occurs, as predicted by the numerical simulation.

Again, we observed a very similar behavior between DES and DESx models, and in both cases the obtained results showed very good agreement with the experimental data. Simulations performed on the fine mesh indicated that a high mesh resolution in the closest proximity of the injector is
instrumental to properly predict the global behavior of the present GDI spray via hybrid approach. The reported results show a correct trend for both vapor and liquid penetration. In particular, we notice that the separation point between vapor and liquid tips was correctly captured, thus indicating that the evaporation process was adequately modeled.

To better understand the behavior of the two hybrid models and to further investigate the effects due to different hybrid implementation strategies on the GDI spray evolution, we analyzed the instantaneous fields of the functions $F_{DES}$ and $F_{DESx}$ obtained by simulations on the fine mesh. However, for a more comprehensive understanding, in Figure 7 we present the inverse of these functions, which we refer to as $F'_{DES}$ depending on the particular model formulation under consideration. In fact, we recall that a value of such an inverse function equal to 1 indicates the URANS mode of operation, while values lower than 1 correspond to the LES mode of operation. In particular, in Figure 7 we show a visualization of $1/F'_{DES}$ at two different times ASOI—that is, 0.6 ms and 0.8 ms, with the latter corresponding to a time beyond the end of injection.

![Figure 7. Snapshots of function $1/F'_{DES}$ at t = 0.6 ms ASOI and t = 0.8 ms ASOI, for DES and DESx simulations, on a plane parallel to the injector axis.](image)

Figure 7 reveals interesting information about the considered hybrid strategies for the present GDI spray simulation. Both DES and DESx formulations apply a quite intense switching between URANS and LES modes of operation, over the whole spray development region. Specifically, we observed that an extended region along the injector axis tended toward the URANS mode, while the tips of the plumes were treated by the LES mode of operation. This outcome seems to suggest that the proposed hybrid approaches efficiently performed the local modification of the turbulent viscosity, thus allowing a proper reconstruction of the spray dynamics whenever the mesh resolution was not sufficient to capture the flow structures at unresolved scales. This behavior differs from what has been observed in diesel-like injection conditions, where a standard seamless DES dynamic approach was found to be unable to maintain an URANS mode of operation at moderate grid refinement levels, thus actually behaving in the same fashion as a pure-LES model [28].

Finally, in Figure 8 we show the liquid phase evolution at three different times ASOI, as computed by the present DES model (on the fine mesh) in comparison with the experimental visualization reported in [50] for the same “Spray G” operating conditions. A similar result was found for the DESx model.
Figure 8. Liquid phase visualization. Comparison between the spray evolution as obtained from the experiments of Manin et al. [50] and from the present numerical DES simulation. In the images from the experiments, the detected liquid boundary contours are overlaid in blue. The reference time is indicated at the bottom-left corner of each panel reporting the experimental images.

From Figure 8 we observe that, overall, the numerically predicted liquid phase evolution of the spray was consistent with the one obtained from experimental measurements. Moreover, to further analyze the macroscopic features of the spray development, we evaluated the full outer liquid spray angle which, according to [50], is measured as the angle formed by two lines fitted along both edges of the spray between 1 and 11 mm downstream from the nozzle origin. As a result, for the DES model we obtained a spreading angle value of around 80° at 0.2 ms ASOI. The computed angle decreased during the injection, by exhibiting an asymptotic behavior toward a value slightly below 70° at the end of injection. For the DESx model we obtained a fairly similar result, which indicates that the two hybrid models predicted the liquid phase evolution of the spray with no substantial differences. These findings further underline that both proposed hybrid approaches provided an accurate prediction of the present GDI spray.

5. Conclusions

In this numerical study, we investigated the applicability of two different variants of a hybrid turbulence modeling methodology for the simulation of GDI sprays. In particular, we constructed both approaches on top of the two-equation $k-g$ closure model. The standard ECN “Spray G” injector and operating conditions were considered, and a thoughtful comparison with available experimental data was conducted in order to validate the models and assess their accuracy.

The results proposed in this work show that either DES and DESx approaches are capable of reproducing the behavior and the main features of the considered multi-hole GDI spray with good accuracy. In fact, a considerably good agreement between the computational results and those from available experimental measurements was found in terms of global quantities such as liquid and vapor penetration, as well as liquid phase spray evolution.

The present analysis indicates that the two hybrid models exhibit a general tendency to operate as URANS mode or LES mode in different regions of the computational domain depending on the local flow features and mesh resolution. This behavior allows the use of a relatively coarse mesh, since the
unresolved regions of the computational domain are efficiently treated by means of the background URANS model, while the LES mode is activated elsewhere, without affecting the overall accuracy of the simulation. This mechanism appears to be different from the one emerging in diesel spray simulation, where a hybrid methodology seems to behave basically as a pure-LES. However, hybrid modeling for fuel spray simulation is still at an early stage of research, and thus further consolidation and more in-depth analysis are required to assess its full validity and competitiveness.

Future works should also be aimed at better understanding the effects of changes in plume direction and plume cone angle, since these represent two key parameters in spray evolution prediction.
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Abbreviations
The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDE</td>
<td>Real Driving Emissions</td>
</tr>
<tr>
<td>WLTP</td>
<td>World Harmonised Light Vehicle Test Procedure</td>
</tr>
<tr>
<td>GDI</td>
<td>Gasoline Direct Injection</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>EL</td>
<td>Eulerian–Lagrangian</td>
</tr>
<tr>
<td>LP</td>
<td>Lagrangian Particles</td>
</tr>
<tr>
<td>URANS</td>
<td>Unsteady Reynolds-Averaged Navier–Stokes</td>
</tr>
<tr>
<td>LES</td>
<td>Large Eddy Simulation</td>
</tr>
<tr>
<td>ECN</td>
<td>Engine Combustion Network</td>
</tr>
<tr>
<td>SNL</td>
<td>Sandia National Laboratories</td>
</tr>
<tr>
<td>KHRT</td>
<td>Kelvin–Helmholtz–Rayleigh–Taylor</td>
</tr>
<tr>
<td>DES</td>
<td>Detached Eddy Simulation</td>
</tr>
<tr>
<td>X-LES / DESx</td>
<td>Extra Large Eddy Simulation</td>
</tr>
<tr>
<td>PISO</td>
<td>Pressure Implicit with Splitting Operators</td>
</tr>
<tr>
<td>ASOI</td>
<td>After the Start Of Injection</td>
</tr>
</tbody>
</table>
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