Wineinformatics: Regression on the Grade and Price of Wines through Their Sensory Attributes
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Abstract: Wineinformatics is a field that uses machine-learning and data-mining techniques to glean useful information from wine. In this work, attributes extracted from a large dataset of over 100,000 wine reviews are used to make predictions on two variables: quality based on a “100-point scale”, and price per 750 mL bottle. These predictions were built using support vector regression. Several evaluation metrics were used for model evaluation. In addition, these regression models were compared to classification accuracies achieved in a prior work. When regression was used for classification, the results were somewhat poor; however, this was expected since the main purpose of the regression was not to classify the wines. Therefore, this paper also compares the advantages and disadvantages of both classification and regression. Regression models can successfully predict within a few points of the correct grade of a wine. On average, the model was only 1.6 points away from the actual grade and off by about $13 per bottle of wine. To the best of our knowledge, this is the first work to use a large-scale dataset of wine reviews to perform regression predictions on grade and price.
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1. Introduction

Wine is one of the most popular drinks in the world, with over twenty-eight billion liters produced across 63 countries in the year 2015 alone [1]. To be this popular, wine must have several interesting characteristics which humans enjoy: aroma, color, and flavor. Many computer-based techniques have been applied or developed for use in the wine field, such as software for wine-making [2] and classification of the wines’ characteristics [3]. Wineinformatics studies how these characteristics can be used to make inferences about the wine, such as the wine’s quality and how expensive it may be. Traditionally, chemical analyses have been used to represent the wines’ features [4–6]. Unfortunately, humans cannot intuitively appreciate a wine based on knowledge of the chemical structure as humans do not experience wines through this type of knowledge. Instead, humans understand what they perceive through sensation. Comparing a chemical description of a wine to a qualitative description of a wine based on its review, as shown in Figure 1, demonstrates how a sensory description may be more easily understood than a chemical one.

Accordingly, the chemical details do not capture the experience one has when drinking wine. The sensory description reveals flavors that may be compared to other sensations the reader (or wine consumer) may be familiar with. Although a review contains qualitative information, and is thereby subjective, there are known and trusted experts in the field of wine who make wine reviews. Many works have used wine reviews to analyze wines, and there has also been an effort to allow non-experts to contribute to building a qualitative description of wine [7–10]. Wine reviews may be generated by experts according to different policies, depending on the source. Wine Spectator
generates 15,000 wine reviews each year through a specific tasting guide [11]. In order to avoid biases, all of their tastings are blind-tasted. Additionally, reviewers tend to focus on specific types of wines, so that they may become better experts on them. Some tastings may be made by multiple reviewers to ensure consistency and accuracy.

**Kosta Browne Pinot Noir Sonoma Coast 2009**

**Chemical analysis**

<table>
<thead>
<tr>
<th>PRIMARY FERMENTATION DETAILS</th>
<th>Sensory analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>HARVEST DATES</td>
<td>Ripe and deeply flavored, concentrated and well-structured, this full-bodied red offers a complex mix of black cherry, wild berry and raspberry fruit that's pure and persistent, ending with a pebbly note and firm tannins. Drink now through 2018. 5,818 cases made. (Spectator.)</td>
</tr>
<tr>
<td>Gap's Crown: September 19, 21, 23</td>
<td></td>
</tr>
<tr>
<td>Terra de Promissio: September 19, 23</td>
<td></td>
</tr>
<tr>
<td>Walala: September 23</td>
<td></td>
</tr>
<tr>
<td>COLD-SOAK TIME 5 days average</td>
<td></td>
</tr>
<tr>
<td>FERMENTATION TIME 14 days average</td>
<td></td>
</tr>
<tr>
<td>FERMENTATION TEMP 66° F peak</td>
<td></td>
</tr>
<tr>
<td>BARREL PROGRAM</td>
<td></td>
</tr>
<tr>
<td>PERCENTAGE OF NEW FRENCH OAK 45%</td>
<td></td>
</tr>
<tr>
<td>BARREL AGING 16 months</td>
<td></td>
</tr>
<tr>
<td>FINISHED WINE DETAILS ALCOHOL 14.5%</td>
<td></td>
</tr>
<tr>
<td>PH 3.63</td>
<td></td>
</tr>
<tr>
<td>TITRATABLE ACIDITY 5.3 g/L</td>
<td></td>
</tr>
<tr>
<td>BOTTLING DATES January 28-28, 2011</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 1.** Review of the Kosta Browne Pinot Noir Sonoma Coast 2009 (scores 95 pts) on both chemical and sensory analysis.

Based on these reviews, a representation of a wine can be constructed. However, in order to construct a representation of wines from these reviews, a systematic process needs to be in place. The Computational Wine Wheel 2.0 (CWW2) was selected for use in this process [12,13]. The Wine Wheel contains keywords of reviews that are important in describing the wine, such as “blackberry”. Unimportant words, such as “articles”, are discarded. These keywords were built up to a total of 985 categories of normalized wine attributes by analyzing several years of Top 100 wine reviews from Wine Spectator [12]. The Computational Wine Wheel 2.0 was then applied to a large scale dataset of over 100,000 wine reviews. Since the Computational Wine Wheel can process a large amount of wine reviews automatically, various data science techniques may be applied to discover the information that could benefit society, including wine producers, distributors, and consumers. This information may be used to answer the following questions: “Why do wines achieve a 90+ rating? What are the shared similarities among groups of wine and what wines are suggested to the consumer? What are the differences in character between wines from Bordeaux, France, and Napa, United States? What is the weather impact on the wine in the same region and grape type?” Using these extracted keywords that describe the wine in human language, this research aim was to predict the wines’ quality and price. Both of these variables can be expressed with a numerical value; therefore, regression is a perfect tool for this research.

One major factor of the wine is the grapes itself, which are affected by the terroir and weather, while another major factor is the wine-making process, which is governed by the wine-makers. Experienced wine-makers can taste the grape harvests and build up the optimal wine-making process, which contains the following five stages: harvesting, crushing and pressing, fermentation, clarification, and aging and bottling. During the “crushing and pressing” process, the flavor, color, and tannins of the wine are defined; during the “fermentation” process, the acidity, alcohol percentage, and sweetness of the wine are carefully monitored; and during the “aging and bottling” process, the final touches of the wine are overseen, such as aging in French oak barrels for a subtle, spicy, and silky texture, while aging in American oak barrels will yield a stronger flavor, such as in cream soda, vanilla, and coconut.

All of this knowledge is embedded in a wine-maker’s mind and experiences. This paper provides an opportunity to discover, from a wine reviewer’s point of view, what makes a good combination of
flavor, wine body, and non-flavor descriptions (such as “pure”, “harmony”, “beauty” and “wonderful”), of the wine in terms of wine grade. This paper also offers an opportunity to reveal, from a wine-maker’s point of view and according to the taste of the wine, what may be a suitable price listed for consumers. If a perfect regression model is able to be built, wine-makers can utilize it by placing expected attributes of the wine they make to see the expected score and price. Wine-makers can also substitute some wine attributes to simulate alternative choice of wine-making (such as a French barrel vs. American barrel vs. steel tanks) to evaluate the expected wine grade and price. Therefore, the goal of this work was to use the extracted keywords to build regression models that accurately predict many wines’ quality and price. This is the first work that we are aware of in which a large-scale dataset of keyword representations of wine reviews is used to make numerical predictions on grade and price via regression.

2. Materials and Methods

2.1. The Data

The source of the wine reviews used for this work was a website called Wine Spectator. Wines of “good” or better quality and their reviews were pulled from the website and preprocessed. Data with missing or indecipherable information was simply omitted. 105,085 wines and their reviews ranging over a period from 2006 to 2015 remained.

The quality of the wine was judged based on Wine Spectator’s 100-point scale. Quality ranging from 80–84 was considered good, 85–89 was very good, 90–94 was outstanding, and 95–100 was classic [14]. Prices ranged from $0 to almost $1000 per 750mL bottle of wine (a small number of wines in the dataset were listed as free). Out of the entire dataset, the Computational Wine Wheel identified 799 important key phrases (some keywords, such as “black cherry”, may have actually contained multiple words). Each phrase was considered an attribute. For each phrase, an instance was assigned either a “1” if that phrase appeared in its review, or a “0” otherwise. The phrases that occurred in at least 2000 different reviews are shown in Figure 2.

![Figure 2. A word cloud of all of the keywords that occurred in at least 2000 different wine reviews. The size of the word corresponds to its frequency.](image)
The boxplots of the grades and prices are shown. Considering the distribution of the prices, there are many extreme values. This will pose a problem when considering metrics sensitive to outliers, which will be discussed in the next section. To deal with this, a second dataset was constructed where all wines with prices higher than $98, the upper whisker in the price boxplot, were removed. There are exactly 6800 wines with prices higher than $98. By removing wines with these prices, the boxplot became less dominated by extreme values, as shown in Figure 3c. This allowed us to evaluate the regression model without the influence of overly expensive wines. It should be noted, however, that the median price of classic quality wines is $112, which is higher than $98. Therefore, this price model will have less than half of the highest-quality wines incorporated.

![Boxplots](image_url)
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**Figure 3.** Boxplots of price with outliers (a), price without outliers (b), and grade (c).

In our prior work, classification on grade and price was utilized. These classes had to be formed by transforming the numerical values into distinct categories. For grade, Wine Spectator’s 100-point scale, described above, was used as the basis for forming the grade classes. For price, the quartiles were used to form the categories. Two different models of classification were used: a four-way multiclass classification (formed by the 100-point scale and quartiles on grade and price, respectively) and binary classification (formed by combining the lower two and upper two classes into two groups in each variable). The class breakdowns are shown in Table 1 [15]. For simplicity, the different datasets will be referred to as the four-class and two-class datasets for multiclass and binary classification, respectively, and the numerical dataset for regression.
Table 1. Response variables and their class categories for the four-class dataset and the two-class dataset.

<table>
<thead>
<tr>
<th>Category</th>
<th>Grade</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Four-class dataset</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>≤84</td>
<td>≤$18</td>
</tr>
<tr>
<td>2</td>
<td>85–89</td>
<td>$19–$29</td>
</tr>
<tr>
<td>3</td>
<td>90–94</td>
<td>$29–$50</td>
</tr>
<tr>
<td>4</td>
<td>95–100</td>
<td>&gt;$50</td>
</tr>
<tr>
<td>Two-class dataset</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>&lt;90</td>
<td>≤$29</td>
</tr>
<tr>
<td>2</td>
<td>≥90</td>
<td>&gt;$29</td>
</tr>
</tbody>
</table>

2.2. Evaluation Metrics

There are several metrics that can be used to evaluate a regression model. Most of these metrics are based on the concept of error. A regression model predicts an actual number that it thinks an instance has based on its attributes. The difference between the prediction and the actual value is called the error. If the error is positive, the model predicted a value higher than the actual value. Similarly, if the error is negative, the model predicted a value lower than the actual value. The average of all of these errors is known as the mean error (ME). This value expresses the average magnitude the model was off over all the instances.

Unfortunately, a ME of zero does not mean that the model is perfect. In fact, because positive and negative numbers cancel out when averaging them, the ME can mask significant problems with the model. A better metric is to consider the mean absolute error (MAE). This metric sacrifices the knowledge of how high or low the model tends to predict in exchange for information about how much error accumulated, on average, from the entire instance predictions. Computing this metric is the same as with ME, except one simply takes the absolute value of the error before adding it into the average.

Another metric is the mean squared error (MSE). Like the MAE, MSE considers how much error accumulated overall. Unlike MAE, MSE works by squaring the values instead of taking the absolute value. This has the disadvantage of being sensitive to outliers, which will be discussed in the section below. However, MSE is better than MAE in detecting when a few, large errors are made (while MAE is better for the exact opposite problem). Since simply squaring the errors results in enormous values, it is common to take the square root after the average is done, resulting in a root mean squared error (RMSE). This also transforms the error back into the same units as the value being predicted.

The MAE and RMSE give us measures for absolute error: that is, they give us a real number which reflects the actual value of error. This value is not normalized or compared to the range of possible values that may be taken on. Because the errors are in an absolute sense, it is not clear whether any given error is good or bad. To understand this, consider a regression model which performs with an MAE of 0.1 units. This may sound like a small error, but because there is no comparison to the actual value ranges in the data, it is impossible to determine if the error is good or bad. If the possible numeric values range from 1 to 100, then the error is quite good. On the other hand, if the possible numeric values range from 0 to 0.3, then an error of 0.1 is so large that predictions from this model are probably useless. Normalizing the MAE and RMSE allows us to better understand how good or bad the model performs.

There are two ways to normalize the error. The first way is to take the error and divide it by the range of possible values. This can be expressed by the formula:

\[
\text{Minimax Norm Error}_y = \frac{\text{Error}_y}{\text{max}(y) - \text{min}(y)} \times 100
\]  

where \( y \) is the variable being predicted. Multiplying by 100 transforms the relative error into an easy-to-interpret percentage value. Normalizing this way makes sense when clear boundaries can be established for the maximum and minimum values. This is also the case for grade—the minimum
and maximum grades in the dataset were 80 and 100, respectively. For price, however, this method is not as suitable. While the experiment can clearly define a lower price of $0, there is no limit to how high the price of a wine may cost. Of course, the experiment could use the highest price found in the dataset. However, this may be deceiving for two reasons. First, the price dataset contains outliers. Second, because of the presence of outliers, it is likely that a new dataset could contain wines with a price higher than the wines found in the dataset used here. Third, because wines may take on a wide range of prices, with only a relatively few numbers of wines being expensive, it is more appropriate to consider how the model performs on the majority of the wines—the wines that do not cost near the maximum or minimum price. A more reliable normalization technique, one that is both robust to outliers and can describe the bulk of the data, not just the extremes, is needed. Thus, standard deviation is used for such a metric. Rather than taking the error and dividing it by the range of the data, dividing the error by the standard deviation makes the normalized error more robust to outliers and removes the need for us to know what the range of prices could be. This formula is:

\[
\text{St. Dev. Norm Error}_y = \frac{\text{Error}_y}{\sigma_y} \times 100
\]  

(2)

where \( y \) is the variable being predicted and \( \sigma_y \) is the standard deviation of the variable.

From these considerations, the minimax normalized error will be used for grade and the standard deviation normalized error will be used for price. This normalization will be applied to MAE and RMSE to form NMAE and NRMSE. Note that it does not make sense to normalize MSE in this way due to the difference in units (although one could use variance to normalize MSE, the experiment in this research will refrain from doing so).

Another metric is the coefficient of correlation (\( r \)), which measures how strongly the attributes and response variable are related, as well as providing the type of relationship. Values may be between \(-1\) and \(1\), where a zero means there is no relationship. A value of \(1\) suggests a perfectly positive relationship and a value of \(-1\) suggests a perfectly negative relationship. By squaring the coefficient of correlation, the coefficient of determination \( r^2 \) is retrieved. The coefficient of determination measures how much variance between the predicted and actual values is explained by the model, where 0 means none of the variance was explained by the model and a value of 1 means all of the variance was explained by the model. \( r \) and \( r^2 \), together with ME, MAE, MSE, RMSE, NMAE, and NRMSE, are used to evaluate the results generated from regression model (Section 3.1).

Compared with the research work where classification was performed, here, accuracy is used as the evaluation metric. Accuracy is defined as the percentage of the number of instances which are correctly categorized into the correct class. A perfect score is 100% accuracy. The accuracy is used evaluate the results while we convert the regression result for predicting the wine class listed in Table 1. For example, if $30 is the price of a wine generated by the regression model, by mapping the results to the class labels (Figure 1), the model predicts the wine to be a category 3 in the four-class category and a category 2 in the bi-class category. The true label can be used to compare with the predicted label for calculation of the accuracy evaluation metric.

2.3. Methods

The choice of algorithm used for performing regression was based on the Support Vector Machine (SVM); more specifically, Support Vector Regression (SVR) [16–18]. Support vector machines are inherently binary classifiers; they draw a hyperplane between two classes of data, such that the margin, or distance between the classes, is maximized. While acceptable for a classification problem, this method is inappropriate for a regression problem. However, the notion of drawing a hyperplane does not need to be restricted to the separation of data: one could draw a hyperplane that follows a trend in the data. That is precisely the purpose of SVR; it draws a hyperplane such that as much data as possible can fit into the margins that surround the hyperplane.
SVR contains two key hyperparameters: the kernel, and a way to control the slack in the margins, denoted as \( \epsilon \). Allowing for the slack in the margins allows for dealing with the case when not all data fits within the margins around the hyperplane. This value was left at the default of 1. The kernel allows for the SVR to transform the data into a higher dimensional space such that it is easier to construct a hyperplane which follows the data. The linear, Gaussian Radial Basis Function (RBF), and Laplacian RBF kernels are tested in this research.

The implementation of SVR was from the Kernlab package in R, with Microsoft’s R Open being the implementation of R used [19–21]. In order to compute the evaluation metrics, the gof function from the R package hydroGOF was used [22].

In our prior work, SVMs from two implementations (Kernlab and LibSVM via the Waikato Environment for Knowledge Analysis (WEKA)) were used to perform the classifications [23,24]. Several kernels were trialled, with the linear and RBF kernels performing the best. The cost of the constraint violation hyperparameter \( C \), which is similar to \( \epsilon \) except it is used when performing classifications, was set to 1. In all cases, both in this work and the prior work, five-fold cross validation was used to train and test the models.

3. Results

3.1. Regression

Firstly, considering only the results for running SVR on grade, shown in Table 2, all three models reported similar levels of error, with the two RBF models tying for first place. RBF and Laplace RBF demonstrated exactly the same results; therefore, we present their results as RBF/Laplace in Table 2. The zero value for ME suggested that the RBF/Laplace models were able to find a perfect balance for where to draw the hyperplane. The low value for RMSE suggested there were not many large errors; rather, there were many smaller errors, as expected with a good regression model. The normalized errors were also smaller, suggesting that the model can predict within about 8% (1.6 points) of the actual value of the instance. The coefficients of correlation and determination were also good values, suggesting a strong positive relationship and suggesting the model can explain the majority of the variance between the independent and dependent variables.

Table 2. Table of results for the regression model on Grade. Normalized error is calculated using the minimax method.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>ME</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
<th>NMAE</th>
<th>NRMSE</th>
<th>( r )</th>
<th>( r^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>-0.07</td>
<td>1.64</td>
<td>4.27</td>
<td>2.07</td>
<td>8.2%</td>
<td>10.4%</td>
<td>0.73</td>
<td>0.54</td>
</tr>
<tr>
<td>RBF/Laplace</td>
<td>0.00</td>
<td>4.59</td>
<td>4.02</td>
<td>2.00</td>
<td>8.0%</td>
<td>10.0%</td>
<td>0.75</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Next, consider the results for running SVR on price, as shown in Table 3. There was a clear evidence of outliers; the MSE values were very large, and the RMSE was over twice the value of MAE, suggesting that there were at least several large errors. In addition, the ME was very negative, suggesting that the actual values were higher than the model’s predictions. This would be the case for large positive outliers. Note that the normalized errors were not comparable to the normalized errors for grade, since the method of calculation is different (indeed, if the method used here were minimax, the normalized errors would be around 2–4% ($19–$38)). This interpretation for NMAE was that the predicted price was almost half a standard deviation away from the actual value. Similarly, the NRMSE said that the predicted price (when squaring and rooting the error) was almost a whole standard deviation away from the actual value. Both of these values suggested there was some room for improvement; a large number of wines can be contained within a standard deviation of the mean price point.
Table 3. Table of results for the regression model on price. The normalized error is calculated using the standard deviation method.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>ME</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
<th>NMAE</th>
<th>NRMSE</th>
<th>$r$</th>
<th>$r^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>−9.56</td>
<td>20.53</td>
<td>2082.15</td>
<td>45.63</td>
<td>41.8%</td>
<td>93.0%</td>
<td>0.44</td>
<td>0.19</td>
</tr>
<tr>
<td>RBF/Laplace</td>
<td>−9.88</td>
<td>20.52</td>
<td>2133.56</td>
<td>46.19</td>
<td>41.8%</td>
<td>94.2%</td>
<td>0.43</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Of the three kernels, the linear model, being less sensitive to outliers, was reporting better results than the RBF/Laplace models. By removing the outliers, significantly better results were yielded, shown in Table 4, allowing the RBF and Laplacian kernels to retake the lead. As for actual performance, the ME decreased to a third of its original size. Although it was still negative, suggesting there may still be some outliers in the new dataset, the RMSE was much smaller than before. In addition, the RMSE was no longer over twice as large as the MAE, which also decreased. Unfortunately, the NMAE increased, while, interestingly, the NRMSE decreased. This can be explained by the standard deviation being cut by nearly half, from around $40 with outliers to around $20 without outliers. The NMAE was not as sensitive to the removal of outliers as NRMSE, but both were equally sensitive to the change in standard deviation, leading to one increasing while the other decreased. Making the transition from a dataset with outliers to a dataset without outliers justifies the use of standard deviation for computing normalized error; the normalized minimax errors on the dataset without outliers would be around 13–17%. The large drop in price range drove up the normalized error, even though the model performs better without outliers. Improved performance was clearly observed by considering the coefficients of correlation and determination; they both increased by a good amount, suggesting a much stronger relationship and a model which explains more of the variance than before.

Table 4. Table of results for the regression model on price, without outliers. The normalized error is calculated using the standard deviation method.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>ME</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
<th>NMAE</th>
<th>NRMSE</th>
<th>$r$</th>
<th>$r^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>−3.80</td>
<td>13.07</td>
<td>325.25</td>
<td>18.03</td>
<td>64.3%</td>
<td>88.7%</td>
<td>0.50</td>
<td>0.25</td>
</tr>
<tr>
<td>RBF/Laplace</td>
<td>−3.75</td>
<td>12.94</td>
<td>318.64</td>
<td>17.85</td>
<td>63.6%</td>
<td>87.8%</td>
<td>0.51</td>
<td>0.27</td>
</tr>
</tbody>
</table>

3.2. Classification

In our prior work, excellent classification accuracies were achieved by LibSVM with Linear kernel; Binary Grade (90+/90−) prediction accuracy was as high as 85.92%, and Multiclass Grade (80−/84/85−90/90−94/95+) prediction accuracy was 75.22%; Binary Price ($29+/29−$) prediction accuracy was 74.85%, and Multiclass Grade ($\leq$18/$19−$29/$29−$50/$\geq$50) prediction accuracy was 48.71%. It would be nice to compare the regression results to the classification results. It can be achieved by checking to see if the predicted value from the regression model can be converted to the same class value that the actual value would be converted to. For example, if the actual grade is 84 and the predicted grade is 82, both of these can be mapped to the “good” grade category, and so the regression model would be considered to have classified this instance correctly. Conversely, if the actual grade is 84 and the predicted grade is 85, the regression model is considered incorrect, even though the error is smaller, because a grade 85 wine is a “very good” wine. This means that errors along borderline wines are going to cost the regression model more than errors along non-borderline wines. The regression models provide more information than the classification models, so the use case for a regression model is different than for classification. For these reasons, lower classification accuracy from the regression model does not at all imply that the model is any worse. In fact, it is actually better for the regression model to perform worse at the classification task in exchange for better metrics found in the tables above.

The multi-class classification accuracy for grade using the RBF kernel was 66.53%, while the multi-class classification accuracy for price using the linear kernel was 38.1%. When the outliers are
removed, the linear model performs worse, with an accuracy of 34.0%. However, this may be explained by the reduced number of outliers: the 6000 fewer outliers was about 5.7% of the data, a little over the percentage of accuracy lost. Since the outliers were not close to the boundaries between the classes, the loss of these instances means that misclassifications along border instances are a more frequent occurrence. This would outweigh any of the gains made in predicting the other instances by removing the outliers. In other words, the removal of the outliers should be expected to reduce classification accuracy, since outliers are easier to classify than instances along class boundaries.

4. Discussion

Through our study, it was shown that regression models can successfully predict within a few points of the correct grade of a wine. On average, our model was only 1.6 points away from the actual grade given by Wine Spectator if the errors do not cancel each other out. Regression models can also predict price, although it is more difficult to predict; on average, our model was off by about $13 per bottle of wine. These were not exactly stellar results: a hypothetical consumer could easily be swayed by a price difference of $13 in all but the most expensive wines. This got even worse when outliers were present; the predictions were off by an accumulated average of $20.53. Fortunately, the mean error was negative at $-4$ without outliers, suggesting that the model would be more likely to tell a hypothetical consumer that the price was more expensive than it really is, not less. This may be desirable if sticker shock is to be avoided; however it may also persuade customers not to consider the wine at all. Nevertheless, regression provides considerably more granular information than that provided by classification. Even though regression cannot be used to make good classifications, a misclassification (via either model) could result in an error many more points or dollars away than the errors achieved by regression.

This work shows that useful regression models on grade and price can be constructed from the review attributes on a large-scale dataset. It is important that such a construction can be made; wine reviews are made from human experiences with wine, and these experiences may be positive or negative. Positive experiences would be reflected in a high-quality rating. Since it is non-trivial to produce high-quality wine and since humans prefer positive experiences, the price of wine will be influenced by these reviews as well. Unfortunately, economic forces outside the scope of the review will likely contribute to greater difficulty in building a regression model for it. Nevertheless, a useful model can still be built. Wine reviews are a qualitative and subjective expression of the wine. In sum, this paper showed, for the first time, that key phrases from reviews may be used to accurately predict both the grade and price of wines.
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