A review is presented focusing on the instability of steady convection in porous media leading to chaos, and including the possibility of controlling the transition from steady convection to chaos. The governing equations are converted into a set of three nonlinear ordinary differential equations by assuming two-dimensional convection and expansion of the dependent variables into a truncated spectrum of modes. Analytical, computational as well as numerical solutions to the resulting set of equations are presented and compared to each other. The analytical solution for the transition point to chaos is identical to the computational and numerical solutions in the neighborhood of a convective fixed point and deviates from the accurate computational and numerical solutions as the initial conditions deviate from the neighborhood of a convective fixed point. The control of this transition is also discussed.
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1. Introduction

A review is presented focusing on the instability of steady convection in porous media leading to chaos, and including the possibility of controlling the transition from steady convection to chaos. The governing equations are converted into a set of three nonlinear ordinary differential equations by assuming two-dimensional convection and expansion of the dependent variables into a truncated spectrum of modes. Analytical, computational as well as numerical solutions to the resulting set of equations are presented and compared to each other. The analytical solutions include a linear stability analysis and a weak nonlinear analysis. The “computational” solution refers in this review to the solution obtained via Adomian’s decomposition method [1,2], while the numerical solution of the set of ordinary differential equations refers to the solution based on using the fifth and sixth order Runge-Kutta-Verner method from the IMSL Library [3].

Nield and Bejan [4], Diersch and Kolditz [5], and Masuoka et al. [6] presented reviews on natural convection in porous media. Theoretical results demonstrating that the transition from steady to chaotic (weak turbulent) convection in saturated porous media subject to local thermal equilibrium yields a set of equations that is equivalent to the Lorenz system (Lorenz [7]) were presented Vadasz and Olek [8–11], Vadasz [12–19], and Jawdat and Hashim [20]. Vadasz [21] presented a review focusing on the analytical capturing of the transition point to weak turbulence. Similar results for the corresponding problem of convection in pure fluids were presented by Vadasz [22,23], and for centrifugally induced convection in a rotating porous layer by Vadasz and Olek [24] (see also Vadasz [25]; Straughan [26]). The instabilities related to this problem have been studied among others by Straughan [27,28], Govender [29–31], Vanishree and Siddheshwar [32], Mohammad et al. [33], Ahmad and Ress [34], Noghrehabadi et al. [35],
2. Problem Formulation

A narrow \((W=W_*/H_* \ll 1)\) rectangular fluid-saturated porous domain subject to gravity and heated from below, as presented in Figure 1, is considered.

**Figure 1.** A rectangular fluid-saturated porous domain heated from below \([8,10,14]\). (Reproduced with permissions from Peter Vadasz, Shmuel Olek, Transport in Porous Media; published by Springer, 1999, 2000. Peter Vadasz, Journal of Heat Transfer; published by ASME, 2001.)
A Cartesian co-ordinate system is used such that the vertical axis \( z \) is collinear with gravity, i.e., \( \hat{e}_z = -\hat{e}_x \). The time derivative term is not neglected in Darcy’s equation, a condition that was well discussed and substantiated by Vadasz and Olek [8], and Vadasz [12,25]. Other than that Darcy’s law is assumed to govern the fluid flow and local thermal equilibrium is assumed to govern the heat transfer, while the Boussinesq approximation is applied for the effects of density variations. Subject to these conditions the following dimensionless set of governing equations is obtained:

\[ \nabla \cdot \mathbf{V} = 0 \]  
\[ \left[ \frac{1}{Va} \frac{\partial}{\partial t} \right] V = -\nabla p + Ra\hat{e}_z \]  
\[ \frac{\partial T}{\partial t} + V \cdot \nabla T = \nabla^2 T \]

The values \( \alpha e_s / H_s, \mu_s \alpha e_s / k_s \), and \( \Delta T_c = (T_H - T_C) \) are used to scale the filtration velocity components \( (u_s, v_s, w_s) \), pressure \( (p_s) \), and temperature variations \( (T_s - T_C) \), respectively, where \( \alpha e_s \) is the effective thermal diffusivity, \( \mu_s \) is fluid viscosity, \( k_s \) is the permeability of the porous matrix. The height of the layer \( H_s \) was used for scaling the variables \( x_s, y_s, z_s \) and \( H_s^2 / \alpha e_s \) for scaling the time \( t_s \). Accordingly, \( x = x_s / H_s, y = y_s / H_s \) and \( z = z_s / H_s \) and \( t = t_s \alpha e_s / H_s^2 \). In Equation (2) \( Ra \) is the gravity-related Rayleigh number in porous media defined in the form \( Ra = \beta_s \Delta T_H g c H_s k_s / \alpha e_s v_s \). The time derivative term was included in Darcy’s Equation (2), where \( Va = \phi \text{Pr} / Da \) is a dimensionless group including the porosity, the Prandtl, and Darcy numbers that Straughan [26] named the Vadasz number, or alternatively Vadasz coefficient Straughan [52] (see also Sheu [53]). Vadasz and Olek [8,10] have shown that when investigating wave phenomena, such as the present case, the time derivative in Equation (2) needs to be included irrespective of how large the value of \( Va \) is. Without including this term the possibility of oscillatory convection is wiped out, and subsequently the transition to weak turbulence by using the present model becomes impossible. Including the time derivative term in Equation (2) is equivalent to maintaining the highest derivative in an equation in order to satisfy all boundary (or initial) conditions.

As all the boundaries are rigid the solution must follow the impermeability conditions there, i.e., \( V \cdot \hat{e}_n = 0 \) on the boundaries, where \( \hat{e}_n \) is a unit vector normal to the boundary. The temperature boundary conditions are: \( T = 1 \) at \( z = 0, T = 0 \) at \( z = 1 \) and \( \nabla T \cdot \hat{e}_n = 0 \) on all other walls representing the insulation condition on these walls. For convective rolls having axes parallel to the shorter dimension (i.e., \( y \) \( v = 0 \)), and the governing equations can be presented in terms of a stream function defined by \( u = \partial \psi / \partial z \) and \( w = -\partial \psi / \partial x \), which upon applying the curl \( (\nabla \times) \) operator on Equation (2) yields the following system of partial differential equations from Equations (1)-(3):

\[ \left[ \frac{1}{Va} \frac{\partial}{\partial t} \right] \left[ \frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial z^2} \right] = -Ra \frac{\partial T}{\partial x} \]  
\[ \frac{\partial T}{\partial t} + \frac{\partial \psi}{\partial z} \frac{\partial T}{\partial x} - \frac{\partial \psi}{\partial x} \frac{\partial T}{\partial z} = \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial z^2} \]

where the boundary conditions for the stream function are \( \psi = 0 \) on all solid boundaries.

The set of partial differential Equations (4) and (5) form a non-linear coupled system, which together with the corresponding boundary conditions accepts a basic motionless conduction solution. To obtain the complete solution to the non-linear coupled system of partial differential Equations (4) and (5) we represent the stream function and temperature in the form consistent with the wave number corresponding to the convection threshold (as Lorenz [7] adopted in the equivalent problem for pure fluids)

\[ \psi = A_{11}(\hat{t}) \sin(\pi x) \sin(\pi z) \]  
\[ T = 1 - z + B_{11}(\hat{t}) \cos(\pi x) \sin(\pi z) + B_{02}(\hat{t}) \sin(2\pi z) \]
Equations (6) and (7) are equivalent to a Galerkin expansion of the solution in both $x$ and $z$ directions, truncated when $i + j = 2$, where $i$ is the Galerkin summation index in the $x$ direction and $j$ is the Galerkin summation index in the $z$ direction. Substituting (6) and (7) into the Equations (4) and (5), multiplying the equations by the orthogonal eigenfunctions corresponding to (6) and (7), and integrating them over the domain, i.e., $\int_0^L dx \int_0^1 dz \cdot$, yields a set of three ordinary differential equations for the time evolution of the amplitudes (see Vadasz and Olek [10], Vadasz [22]). By rescaling the time $\hat{t}$, and introducing the following notation

$$R = \frac{Ra}{4\pi^2}, \quad \alpha = \frac{Va}{2\pi^2}, \quad t = 2\pi^2 \hat{t}$$

(8)

yields the following set of equations

$$\frac{dA_{11}}{dt} = -\alpha [A_{11} + 2\pi RB_{11}]$$

(9)

$$\frac{dB_{11}}{dt} = -B_{11} - \frac{1}{2\pi} A_{11} - \frac{1}{2} A_{11} B_{02}$$

(10)

$$\frac{dB_{02}}{dt} = \frac{1}{4} A_{11} B_{11} - 2B_{02}$$

(11)

In Equation (8) $Ra_{cr} = 4\pi^2$ represents the critical Rayleigh number for the transition from a motionless solution (trivial stationary point) to steady convection (non-trivial stationary point) and a value of $\alpha = 5$ corresponding to $Va \approx 98.7$ is the one used in the following calculations.

The fixed (i.e., stationary) points of the system (9)–(11) are obtained by setting all the time derivatives equal to zero and solving the resulting algebraic equations. They yield the following solutions $A_{11} = B_{11} = B_{02} = 0$ representing the motionless conduction solution, and

$$A_{11} = \pm 4(R - 1)^{1/2}$$

(12)

$$B_{11} = \pm 2 \frac{(R - 1)^{1/2}}{R}$$

(13)

$$B_{02} = -\frac{1}{\pi} \frac{(R - 1)^{1/2}}{R}$$

(14)

representing the steady convection solutions. The behavior of these fixed points as the value of $R$ changes is presented graphically on the bifurcation diagrams in Figure 2 by the black curves. One can observe a pitchfork bifurcation at $R = 1$ as the transition from a conduction motionless solution towards a steady convection solution occurs. The fixed point associated with the conduction motionless solution $A_{11} = B_{11} = B_{20} = 0$ loses stability at the bifurcation point where the two fixed points associated with steady convection do appear and are stable, as will be demonstrated analytically in the next section. The latter represent convection cells moving clockwise or counter-clockwise, hence the two fixed points. The red/gray curves represent the envelope of an unsteady limit cycle that evolves as an inverse Hopf bifurcation at another bifurcation point, where the steady convective solutions (12)–(14) lose stability in the linear sense, a result that will be presented later. The following analysis and solution are substantially simplified by rescaling the dependent variables with respect to their fixed points in the form

$$X = \frac{A_{11}}{4(R - 1)^{1/2}} \quad Y = -\frac{\pi RB_{11}}{2(R - 1)^{1/2}} \quad Z = -\frac{\pi RB_{02}}{(R - 1)}$$

(15)

The Expansions (6) and (7) are then expressed in terms of the rescaled variables in the form

$$\psi = -4(R - 1)^{1/2} X(t) \sin(\pi x) \sin(\pi z)$$

(16)
\[ T = 1 - z + \frac{2(R - 1)^{1/2}}{\pi R} Y(t) \cos(\pi z) \sin(\pi z) - \frac{(R - 1)}{\pi R} Z(t) \sin(2\pi z) \] (17)

where \( X(t), Y(t) \) and \( Z(t) \) are time dependent convection amplitudes. As a result of this rescaling, Equations (9)–(11) take the form

\[
\dot{X} = a(Y - X) 
\] (18)

\[
\dot{Y} = RX - Y - (R - 1)XZ 
\] (19)

\[
\dot{Z} = 2(XY - Z) 
\] (20)

where the dots (·) denote time derivatives \( d() / dt \).

Mahmud and Hashim [46] suggested a feedback control system (Bau [47]) to be applied to the porous media convection based on the porous media feedback control presented by Tang and Bau [48], Zhao and Bau [50]. Repeating the same procedure as applied above for this feedback control system one obtains a set of three ordinary differential equations, which represents the temporal dynamics of the amplitudes \( \tilde{X}, \tilde{Y}, \tilde{Z} \), corresponding to the lower order convection modes (Vadasz and Olek [8,10], Vadasz [12]) that in addition include feedback control as proposed by Mahmud and Hashim [46], as follows

\[
\dot{\tilde{X}} = a \left[(K + 1)\tilde{Y} - \tilde{X} \right] 
\] (21)

\[
\dot{\tilde{Y}} = \frac{R}{(K + 1)} \tilde{X} - \tilde{Y} - (R - 1)\tilde{X}\tilde{Z} 
\] (22)

\[
\dot{\tilde{Z}} = 2\left(\tilde{X}\tilde{Y} - \tilde{Z} \right) 
\] (23)

The symbol \( K \) represents the scalar gain controller introduced by Mahmud and Hashim [46]. Equations (21)–(23) are the scaled Lorenz equations (Lorenz [7], and Sparrow [44]) subject to feedback control, and their solution is subject to the initial conditions \( \tilde{X}_0, \tilde{Y}_0, \) and \( \tilde{Z}_0 \) at \( t = 0 \). Magyari [50] showed that the controlled system (21)–(23) could be converted into the uncontrolled one via the simple transformation

\[
X = \tilde{X}; \ Y = (K + 1)\tilde{Y}; \ Z = (K + 1)\tilde{Z} 
\] (24)

Substituting Magyari’s transformation (24) into Equations (21–23) yields the uncontrolled system (18)–(20). Equations (21)–(23) can be presented in the vector form \( \tilde{x} = \tilde{f}(\tilde{x}) \) where the vector \( \tilde{x} \) is defined by \( \tilde{x} = \begin{bmatrix} \tilde{X}, \tilde{Y}, \tilde{Z} \end{bmatrix}^T \) and \( \tilde{f}(\tilde{x}) \) representing the right hand side of Equations (21)–(23) has the form \( \tilde{f}(\tilde{x}) = \begin{bmatrix} \tilde{f}_x, \tilde{f}_y, \tilde{f}_z \end{bmatrix}^T \), where \( \tilde{f}_x = a \left[(K + 1)\tilde{Y} - \tilde{X} \right], \tilde{f}_y = \frac{R}{(K + 1)} \tilde{X} - \tilde{Y} - (R - 1)\tilde{X}\tilde{Z}, \) \( \tilde{f}_z = 2\left(\tilde{X}\tilde{Y} - \tilde{Z} \right) \). The fixed points of the system (21)–(23) are obtained by setting the time derivative to be zero \( \dot{\tilde{x}} = 0 \) leading to \( \tilde{f}(\tilde{x}) = 0 \), and producing the trivial fixed point \( \tilde{X}_S = \tilde{Y}_S = \tilde{Z}_S = 0 \) and the non-trivial fixed points \( \tilde{X}_S = \pm 1, \tilde{Y}_S = \pm 1/(K + 1) \) and \( \tilde{Z}_S = 1/(K + 1) \). The former represents the motionless conduction solution, while the latter represent steady state solutions consisting of convection cells moving clockwise or counter-clockwise. The Jacobian matrix associated with this system is defined by \( \tilde{J} = \left[ \frac{\partial \tilde{f}_i}{\partial \tilde{x}_j} \right]_{i,j = 1,2,3} \) and evaluating it at any one of the fixed points yields the original system linearized around the selected fixed point, i.e.,

\[
\dot{\tilde{x}} = [\tilde{J}]_{\tilde{x}_s} \tilde{x} + \text{higher order terms} 
\] (25)

needed for evaluating the eigenvalues and eigenvectors of the linear system around any selected fixed point.
Jacobian matrix associated with this system is defined by \( \mathbf{J} \) and evaluating it at any one of the fixed points yields the original system linearized around the selected fixed point, i.e.,

\[
\mathbf{J} \mathbf{x} = \mathbf{0}
\]

needed for evaluating the eigenvalues and eigenvectors of the linear system around any selected fixed point.

\( (a) \), \( (b) \), and \( (c) \) show the behavior of \( A_{11}, B_{11}, \) and \( B_{02} \), respectively, as a function of \( R \) on bifurcation diagrams [21]. (Reproduced with permission from Peter Vadasz, Journal of Porous Media; published by Begell House, 2015.)

### 3. Linear Stability Analysis

By deriving the determinant of the Jacobian matrix evaluated around any fixed point yields an equation for the eigenvalues of the original system of ordinary differential equations linearized around the selected fixed point. Evaluating the determinant of the Jacobian matrix for system (21)–(23) around the trivial fixed point \( \mathbf{X}_S = \mathbf{Y}_S = \mathbf{Z}_S = 0 \) produces the following algebraic equation for the eigenvalues

\[
(\sigma + 4\gamma)(\sigma + \alpha)(\sigma + 1) - \alpha R = 0
\]

It may be observed that despite the fact that the gain controller \( K \) appeared explicitly in the Jacobian matrix, its effect disappeared (cancelled out) from its determinant and is not reflected in the eigenvalues equation. Equation (26) has three real roots (for \( \alpha > 0, R > 0 \)) as follows

\[
\sigma_1 = -\frac{(\alpha + 1)}{2} \left[ 1 - \sqrt{1 + \frac{4\alpha(R - 1)}{\alpha + 1}^2} \right]; \quad \sigma_2 = -\frac{(\alpha + 1)}{2} \left[ 1 + \sqrt{1 + \frac{4\alpha(R - 1)}{\alpha + 1}^2} \right] < 0; \\
\sigma_3 = -2 < 0
\]
The last two roots \( \sigma_2 \) and \( \sigma_3 \) are always real and negative because \( \alpha > 0, R > 0 \). The first root, \( \sigma_1 \), provides the stability condition for the motionless solution (trivial fixed points) in the form

\[
\sigma_1 < 0 \iff R < 1
\]  

(28)

At \( R = 1 \) the motionless solution (trivial fixed point) loses stability becoming a saddle point, and the convective fixed points take over. As established numerically later (and in [9]) an unstable homoclinic orbit appears at a value of \( R = 12.200139732123 \) (the large number of digits are needed computationally to guarantee the homoclinic orbit completing one full cycle before the solution is repelled towards one of the stable convective fixed points).

Evaluating the determinant of the Jacobian matrix around the convection (non-trivial) fixed points \( \tilde{X}_S = \pm 1, \tilde{Y}_S = \pm 1/(K+1) \) and \( \tilde{Z}_S = 1/(K+1) \) yields the eigenvalues equation in the form

\[
\sigma^3 + (\alpha + 3)\sigma^2 + 2(\alpha + R)\sigma + 4\alpha(R - 1) = 0
\]  

(29)

It may be observed again that despite the fact that the gain controller \( K \) appeared explicitly in the Jacobian matrix, its effect disappeared (cancelled out) from its determinant and is not reflected in the eigenvalue equation. Furthermore, Equation (29) is identical to the one obtained for the uncontrolled Lorenz system (corresponding to \( K = 0 \)) as presented by Vadasz and Olek [8,11]. The eigenvalues are therefore identical to the ones obtained from the uncontrolled system. Equation (29) yields three eigenvalues. Substituting the general form of an eigenvalue as \( \sigma = \sigma_r \pm i\sigma_i \), where \( \sigma_r \) and \( \sigma_i \) are the real and imaginary components, respectively, into Equation (29) and separating real and imaginary parts yields two equations for the real and imaginary components of the eigenvalues in the form

\[
\sigma_r^2 - 3\sigma_r\sigma_i^2 + (\alpha + 3)\left(\sigma_r^2 - \sigma_i^2\right) + 2(\alpha + R)\sigma_r + 4\alpha(R - 1) = 0
\]  

(30)

and

\[
\sigma_i \left[ \sigma_r^2 - 3\sigma_i^2 - 2(\alpha + 3)\sigma_r - 2(\alpha + R) \right] = 0
\]  

(31)

The smallest eigenvalue \( \sigma_3 \) is always real and negative over the whole range of parameters’ values. The other two are real and negative at slightly supercritical values of \( R \), therefore the convection fixed points are stable, i.e., simple nodes, as presented in Figure 3. As the value of \( R \) increases these two roots move on the real axis towards the origin (where \( \sigma_r = 0 \)), the smaller of the two chasing the other one and reducing the distance between them. For \( \alpha = 5 \) these roots become equal at \( R \approx 1.28 \) (see Figure 3). From this point these two roots become a pair of complex conjugate eigenvalues \( \sigma_{1,2} = \sigma_r \pm i\sigma_i \), where \( \sigma_r \) and \( \sigma_i \) are their real and imaginary components, respectively. However they still have negative real parts, therefore the convection fixed points are still stable, i.e., spiral nodes. As the value of \( R \) increases further, both the imaginary and real parts of these complex conjugate eigenvalues increase. On the complex plane, they cross the imaginary axis (where \( \sigma_r = 0 \)), i.e., their real part becomes non-negative at a value of \( R \) that is obtained by substituting the \( \sigma \) corresponding to \( \sigma_r = 0 \), i.e., \( \sigma = i\sigma_i \) into Equations (30) and (31) to yield the following two equations

\[
(\alpha + 3)\sigma_{io}^2 + 4\alpha(R_o - 1) = 0
\]  

(32)

\[
\sigma_{io}^2 - 2(\alpha + R_o) = 0
\]  

(33)

where the subscript \( o \) in \( R_o \) and \( \lambda_{io} \) stands to indicate that these are values associated with \( \sigma_r = 0 \). Solving Equations (32) and (33) for \( R_o \) and \( \sigma_{io} \) yields

\[
R_o = \frac{\alpha(\alpha + 5)}{\alpha^3}; \quad \sigma_{io}^2 = \frac{4\alpha(\alpha + 1)}{(\alpha - 3)}
\]  

(34)
Therefore, the convective fixed points lose stability in the linear sense at a value of the scaled Rayleigh number \( R = R_o \) (\( R_o = 25 \) for \( \alpha = 5 \)) and the basic frequency of the oscillations at marginal stability is \( \sigma_{io} \). Their values are presented in Equation (34). For \( R < R_o \) the convective fixed points are stable (spiral nodes) and the solution will produce steady convection. At \( R = R_o \) the saddle limit cycle presented in Figure 2 collides with these steady convective fixed points and is annihilated by this collision. For \( R > R_o \) the fixed points are not stable and another type of solution (chaotic) is anticipated. Note that in order to obtain finite positive values for \( R_o \) and \( \sigma_{io}^2 \) from (34) their denominator must be positive, implying \( \alpha > 3 \).

4. Numerical, Computational, and Weak Nonlinear Analytical Solutions

The “computational” solution of the set of ordinary differential Equations (18)–(20) or Equations (21)–(23) refers here to the solution obtained via Adomian’s decomposition method [1,2], while the numerical solution refers to the solution based on using the fifth and sixth order Runge-Kutta-Verner method from the IMSL Library [3]. Using the transformed system following Magyari’s transformation (24) into Equations (21)–(23) yields the original uncontrolled system (18)–(20). Therefore, as Magyari [50] concluded, the main effect that the feedback control suggested by Mahmud and Hashim [46] has is in altering the initial conditions of the system in the form provided by Magyari’s transformation (24), i.e.,

\[
X_o = \tilde{X}_o; \quad Y_o = (K + 1)\tilde{Y}_o; \quad Z_o = (K + 1)\tilde{Z}_o
\]

(35)

where \( X_o, Y_o, Z_o \) and \( \tilde{X}_o, \tilde{Y}_o, \tilde{Z}_o \) are the initial conditions in the uncontrolled and controlled Lorenz system, respectively.

The system (18)–(20) was solved numerically to double precision by using the fifth and sixth order Runge-Kutta-Verner method from the IMSL Library (DIVPRK) (1991) up to a desired tolerance for error control specified by the parameter \( tol \). The results are presented at two values of \( R \), the first at \( R = 23.632 \) just before the transition to chaos occurs, and the second just after the transition at \( R = 23.633 < R_o \) (note that \( R_o = 25 \) for \( \alpha = 5 \)). The results for these two values of \( R \) in the time domain are presented in Figure 4 for \( X \) as a function of \( t \). The decay of the solution corresponding to \( R = 23.632 \) towards the steady state value of \( X = 1 \) is clearly identified in Figure 4a by the envelope.
of the solution, while Figure 4b shows the details of the solution in the time domain $0 < t < 5$. On the other hand, for $R = 23.633$, Figure 4c shows a typical chaotic result, while Figure 4d shows the details of the solution in the time domain $180 < t < 210$. It is worth emphasizing the fact that the numerical results show a transition to chaos at a sub-critical value of $R$ (the critical value is $R_0 = 25$).

A comparison between Figure 4a, c at a common transient time domain $0 < t < 50$ shows that the envelope of the function $X(t)$ converges for $R = 23.632$ (Figure 4a) and diverges for $R = 23.633$ (Figure 4c). This suggests that somewhere in-between $R = 23.632$ and $R = 23.633$ the envelope of the function $X(t)$ will neither converge nor diverge, producing a typical limit cycle. Looking for this limit cycle provides the result presented in Figure 4e, where it is evident that the envelope of the function $X(t)$ does not converge nor diverge, and the inset presented in Figure 4f demonstrates the periodic behavior of the solution. The same numerical results are presented graphically as a trajectory on phase diagrams in Figure 5 as projection of the solution data points on the planes $X - Z$ ($Y = 0$), $X - Y$ ($Z = 0$), and $Y - Z$ ($X = 0$).

Figure 4. Numerical results of $X$ versus time for different values of $R$ around the transition from steady convection to weak turbulence. (a) $R = 23.632$; (b) $R = 23.632$ inset; (c) $R = 23.633$; (d) $R = 23.633$ inset; (e) $R = 23.63236$; (f) $R = 23.63236$ inset [21]. (Reproduced with permission from Peter Vadasz, Journal of Porous Media; published by Begell House, 2015.)

The computational solution was obtained by using Adomian’s decomposition method [1,2] as described in detail in [8,10]. The method provides in principle an analytical solution in the form of an
infinite power series for each dependent variable. The practical need to evaluate numerical values from the infinite power series suggests the use of the decomposition method as an algorithm for the approximation of the dynamical response in a sequence of time intervals. A comparison between the numerical and computational solutions is presented in a later section of this review.

The analytical solution to the problem (18)–(20) was evaluated via a weak non-linear analysis by using an expansion around the point where the non-trivial stationary solutions lose stability in the linear sense, i.e., around $R = R_0$ ($R_0 = 25$ for $\alpha = 5$). The stationary (fixed) points of the system (18)–(20) are the convection (non-trivial) solutions $X_S = Y_S = \pm 1$, $Z_S = 1$ and the trivial solution $X_S = Y_S = Z_S = 0$. The expansion around the trivial stationary solution yields the familiar results of a pitchfork bifurcation from a motionless state to convection at $R = 1$. We expand the dependent variables around the non-trivial stationary points in the form

$$[X, Y, Z] = [X_S, Y_S, Z_S] + \epsilon[X_1, Y_1, Z_1] + \epsilon^2[X_2, Y_2, Z_2] + \epsilon^3[X_3, Y_3, Z_3] + \ldots. \quad (36)$$

We also expand $R$ in a finite series of the form $R = R_0(1 + \epsilon^2)$ which now defines the small expansion parameter as $\epsilon^2 = (R - R_0)/R_0$, where $R_0$ is the value of $R$ where the stationary non-trivial solutions lose their stability in the linear sense as presented in Equation (34) (see also Vadasz and Olek [8,10], Vadasz [18]). Therefore the present weak non-linear analysis is expected to be

---

**Figure 5.** Phase diagrams as projection of the solution data points on the planes (a) $X - Z$ ($Y = 0$); (b) $X - Y$ ($Z = 0$); and (c) $Y - Z$ ($X = 0$) [21]. (Reproduced with permission from Peter Vadasz, Journal of Porous Media; published by Begell House, 2015.)
restricted to initial conditions sufficiently close to any one, but only one, of the non-trivial fixed points. Introducing a long time scale \( \tau = \varepsilon^2 t \) and replacing the time derivatives in Equations (18)–(20) with \( d/dt \to d/d\tau + \varepsilon^2 d/d\tau \) yields a hierarchy of ordinary differential equations at the different orders. The values of \( R_0 \) and the basic frequency \( \sigma_{io} \) were derived via the linear stability analysis and are presented in Equation (34). Based on the linear stability analysis the loss of stability of the non-trivial stationary points occurs at a value of \( R = R_0 \). For \( R < R_0 \) the linear stability predicts a solution that converges to one of the stationary points, while for \( R > R_0 \) a post-transient chaotic solution is anticipated.

In reality, numerical and experimental results show that the transition from the steady solution to chaos occurs at a value of \( R = R_t \leq R_0 \). The solutions to order \( O(\varepsilon) \) have the form

\[
\begin{align*}
X_1 &= a_1 e^{\sigma_1 t} + a_1^* e^{-\sigma_1 t} + a_{13} e^{\sigma_3 t} \\
Y_1 &= b_1 e^{\sigma_1 t} + b_1^* e^{-\sigma_1 t} + b_{13} e^{\sigma_3 t} \\
Z_1 &= c_1 e^{\sigma_1 t} + c_1^* e^{-\sigma_1 t} + c_{13} e^{\sigma_3 t}
\end{align*}
\]

where \( \sigma_1 = \sigma_r - i\sigma_i \), \( \sigma_2 = \sigma_r + i\sigma_i \) and \( \sigma_3 \) are the three eigenvalues of the system (18)–(20) linearized around \( R_0 \). At marginal stability, i.e., at \( R = R_0 \), the real part of the complex eigenvalues is zero. Therefore, at order \( O(\varepsilon) \) one can set the argument of the exponents in Equations (37)–(39) to \( \sigma_r = -i\sigma_i \) and \( \sigma_2 = i\sigma_i \), by substituting \( \sigma_r = 0 \).

What typically follows when using the weak non-linear method of solution is the neglect of the decaying term \( a_{13} e^{\sigma_3 t} \) from the solution. Clearly this term does not bring any contribution to the post-transient solution. However, while indeed this term vanishes at the post-transient state, its inclusion in the solution becomes essential in order to provide a relationship between the initial conditions in the present analytical solution and the numerical one. The coefficients \( a_1(\tau), a_1(\tau), b_1(\tau), b_1(\tau), c_1(\tau) \) and \( c_1(\tau) \) are allowed to vary over the long time scale \( \tau \). By substituting the Solutions (37)–(39) into the linearized form of Equations (18)–(20), that apply at order \( O(\varepsilon) \) (see [12], for details), one obtains the following relationships between these coefficients

\[
\begin{align*}
b_1 &= \frac{(\alpha + i\sigma_i)}{\alpha} a_1; \\
b_1^* &= \frac{(\alpha - i\sigma_i)}{\alpha} a_1^*; \\
b_{13} &= \frac{(\sigma_3 + \alpha)}{\alpha} a_{13} \\
c_1 &= \frac{\sigma_i \sigma_o - i(\alpha + 1)}{\alpha(R_0 - 1)} a_1; \\
c_1^* &= \frac{\sigma_o(\sigma_o + i(\alpha + 1))}{\alpha(R_0 - 1)} a_1^*; \\
c_{13} &= \frac{-\sigma_3 \sigma_o + \alpha + 1}{\alpha(R_0 - 1)} a_{13}
\end{align*}
\]

A solvability condition is obtained at order \( O(\varepsilon^3) \) producing an equation for the complex amplitudes \( a_1(\tau) \) and \( a_1^*(\tau) \). The polar coordinates representation of this equation is obtained by presenting the \( O(\varepsilon) \) complex amplitude in the form

\[ a = \varepsilon a_1 = re^{i\theta}a^* = \varepsilon a_1^* = re^{-i\theta} \]

The amplitude \( r \) and the frequency correction \( \dot{\theta} \) of the solution at order \( O(\varepsilon) \) are then obtained from the \( O(\varepsilon^3) \) solvability condition, transforming the amplitude equation in the form

\[
\frac{dr}{dt} = |\chi| \left[ \frac{e^2}{|\varphi|} + r^2 \right] r
\]

\[
\frac{d\theta}{dt} = m_{21} e^2 - m_{31} r^2
\]

where \( \chi = \varphi/\beta \) and

\[
\frac{e^2}{\varphi} = \frac{(R - R_0)}{R_0 \varphi}
\]
with $\varphi$, $\beta$, $m_{21}$ and $m_{31}$ as parameters that depend on the value of $a$. For $a = 5$, corresponding to $Va \approx 98.7$, values consistent with the present study $\varphi = -2.4$, $\beta = 0.403226$, $\chi = \varphi / \beta = -5.952$, $m_{21} = 3.64394$, $m_{31} = 9.84487$ (see Vadasz [12], for details on how these values are obtained), and the following critical values apply $R_o = 25$ and $\epsilon_{io} = \sqrt{60}$. Clearly $\epsilon^2 / |\varphi| > 0$ for $R < R_o$ (sub-critical conditions), $\epsilon^2 / |\varphi| < 0$ for $R > R_o$ (supercritical conditions), and $\epsilon^2 / |\varphi| = 0$ for $R = R_o$ (critical conditions). The post-transient solution to Equation (43) yields $r = \pm \sqrt{-\epsilon^2 / |\varphi|} = \pm \sqrt{-(R - R_o) / R_o |\varphi|}$, which produces a real value of $r$ only for $R < R_o$. The Hopf bifurcation at $R = R_o = 25$ is therefore sub-critical and in order to investigate the breakdown of the periodic solution at $R = R_o = 25$ the derivation of the transient solution to Equation (43) is undertaken. This transient solution is obtained by direct integration of (43) in the form

$$r^2 = -\frac{\epsilon^2}{|\varphi|} \left[1 - \left(\frac{\epsilon^2}{|\varphi|r_o^2}\right) \exp\left(-\frac{2\epsilon^2 |\chi| t}{|\varphi|}ight)\right]$$

where the following initial conditions apply: $r = r_o$ at $t = 0$. The solution (46) is valid at $t = 0$ leading to $r^2 = r_o^2$, which can be recovered by substituting $t = 0$ in Equation (46). Vadasz [12] has shown that the Solution (46) becomes singular, i.e., its denominator vanishes at a critical value of $t$ expressed by the equation

$$t_{cr} = \frac{\epsilon^2}{2|\chi||\varphi|} \ln\left[1 + \frac{\epsilon^2}{|\varphi|r_o^2}\right]$$

When this critical time exists the solution for the amplitude of steady convection blows up in finite time, which can be interpreted as the divergence of the steady convection solution towards a new non-steady one, in this case chaotic. The existence of this critical time is linked to a condition that the argument of the $\ln(\cdot)$ function in Equation (47) is positive and greater or smaller than 1, depending on whether $\epsilon^2$ is negative or positive, respectively. The latter requirement comes to impose a positive value of $t_{cr}$, otherwise no physical significance can be associated with this critical time. This condition exists only for sub-critical values of $R$, i.e., for $\epsilon^2 < 0$ ($R < R_o$), and is presented in the form $0 < 1 + \epsilon^2 / (|\varphi| r_o^2) < 1$ leading to $-1 < \epsilon^2 / (|\varphi| r_o^2) < 0$, while for supercritical values of $R$, i.e., for $\epsilon^2 > 0$ ($R > R_o$) the critical time exists unconditionally. Transforming the condition for this transition to occur, from $r_o^2 > -\epsilon^2 / |\varphi|$, to the original physical parameters of the system by substituting the definition of $\epsilon^2 / |\varphi| = (R - R_o) / R_o |\varphi|$, leads to a value of $R \leq R_o$, say $R_t$, beyond which the transition occurs, which can be expressed in the form

$$R_t = R_o \left(1 - |\varphi| r_o^2\right)$$

where the minus sign and the absolute value of $\varphi$ appear in order to show explicitly that $\varphi < 0$. If $R < R_t$ the solution decays, spiraling towards the corresponding fixed point, and at $R = R_t$ we expect the limit cycle solution. Beyond this transitional value of $R$, i.e., $R > R_t$, the solution moves away from this fixed point. Therefore, at the value of $R_t$ we expect to obtain a limit cycle solution and beyond it a chaotic solution. Since we attempt solving the controlled system (21)–(23) originally subject to constant initial conditions for the controlled system variables $\tilde{X}, \tilde{Y}, \tilde{Z}$, while varying only the value of the gain controller $K$, we need to transform the results obtained for the uncontrolled system (18)–(20) and express them in terms of $\tilde{X}, \tilde{Y}, \tilde{Z}$. First, there are relationships linking the initial conditions expressed in terms of the analytical solution amplitudes $r, \theta, \epsilon$ and $a_3 = a_{13}$ to the initial conditions in terms of $X, Y, Z$ (Vadasz [17]) in the form (the subscript $o$ applied to $X, Y, Z, \tilde{X}, \tilde{Y}, \tilde{Z}$ and to $r, \theta, a_3$ specifies the initial conditions for these variables)

$$X_o = 1 + 2r_o \cos(\theta_o) + a_{30} + O(\epsilon^2)$$

(49)
where fluids conditions are initial conditions in terms of $R$ transition point to chaos dependence and substitute the resulting $r$ to observe the effect of the gain controller $K$ and the values to be substituted into (52)–(54) depend on $X$ and a corresponding inverse relationship by using expressing $a$

$Z_o = 1 + \frac{2r_o}{a(R_o - 1)} \left[ \frac{\sigma^2}{\sigma_i^2} \cos(\theta_o) - \sigma_i \cos(\theta_o) - \frac{\sigma_3}{a(\alpha + 1)} a_{30} + O\left(\epsilon^4\right) \right] (51)$

and the inverse relationships are

$\tan(\theta_o) = \frac{\sigma_0^2 + \sigma_3(\alpha + 1)}{\sigma_i^2} \left[ \frac{\sigma_3}{\sigma_i} \cos(\theta_o) - \frac{\sigma_3(\alpha + 1)}{a(\alpha + 1)} \sigma_{30} + O\left(\epsilon^4\right) \right] \left[ \frac{\sigma_3}{\sigma_i} \cos(\theta_o) - \frac{\sigma_3(\alpha + 1)}{a(\alpha + 1)} \sigma_{30} + O\left(\epsilon^4\right) \right] (52)$

where $X_o = X_o - 1$, $Y_o = Y_o - 1$ and $Z_o = Z_o - 1$. Once the value of $\theta_o$ is established from Equation (52) one can evaluate the value of $r_o$ by substitution, in the form

$r_o = \frac{(\sigma_3 + \alpha) X_o - a Y_o}{2(\sigma_3 \cos(\theta_o) + \sigma_i \sin(\theta_o))} (53)$

Substituting Equation (52) and the expression for $r_o$ from Equation (53) into Equation (49) allows expressing $a_{30}$ in the form

$a_{30} = X_o - \frac{[\sigma_3 X_o + a(X_o - Y_o)\sigma_i \tan(\theta_o)]}{[\sigma_3 + \sigma_i \tan(\theta_o)]} (54)$

Equations (52)–(54) represent the inverse compatibility relationships between the analytical weak non-linear solution and any numerical solutions, the latter being naturally expressed in terms of $[X_o, Y_o, Z_o]$, while the former is expressed in terms of $[r_o, \theta_o, a_{30}]$.

By introducing now Magyari's transformation (Magyari [50]) from Equation (24) into Equations (49)–(51) yields the relationship between $[\tilde{X}_o, \tilde{Y}_o, \tilde{Z}_o]$ and $[r_o, \theta_o, a_{30}]$ in the form

$\tilde{X}_o = 1 + 2r_o \cos(\theta_o) + a_{30} (55)$

$\tilde{Y}_o = \frac{1}{(K + 1)} + \frac{2r_o}{a(K + 1)} \left[ \frac{\sigma_3}{\sigma_i} \cos(\theta_o) - \frac{\sigma_3(\alpha + 1)}{a(\alpha + 1)} \sigma_{30} \right] (56)$

$\tilde{Z}_o = \frac{1}{(K + 1)} + \frac{2r_o}{a(R_o - 1)(K + 1)} \left[ \frac{\sigma_3}{\sigma_i} \cos(\theta_o) - \frac{\sigma_3(\alpha + 1)}{a(\alpha + 1)} \sigma_{30} \right] (57)$

and a corresponding inverse relationship by using $X_o = \tilde{X}_o - 1$, $Y_o = (K + 1) \tilde{Y}_o - 1$ and $Z_o = (K + 1) \tilde{Z}_o - 1$, in Equations (52)–(54). For constant initial conditions $[\tilde{X}_o, \tilde{Y}_o, \tilde{Z}_o] = $ constant, and the values to be substituted into (52)–(54) depend on $K$ only, which is what we aimed, i.e., to observe the effect of the gain controller $K$ alone on the solution and its ability to mimic the alteration of the initial conditions in terms of rendering the transition point forwards or backwards. As for constant initial conditions $[\tilde{X}_o, \tilde{Y}_o, \tilde{Z}_o] = $ constant, $r_o$ depends on $K$ only if we can evaluate this dependence and substitute the resulting $r_o(K)$ into Equation (48) to produce the analytical curve of the transition point to chaos $R_i(K)$.

A special case when $\theta_o = a_{30} = 0$ is also considered although the latter does not produce constant initial conditions in terms of $[\tilde{X}_o, \tilde{Y}_o, \tilde{Z}_o]$. When $\theta_o = a_{30} = 0$ the relationships between the initial conditions are

$\tilde{X}_o = 1 + 2r_o (58)$

$\tilde{Y}_o = \frac{1}{(K + 1)} + \frac{2r_o}{(K + 1)} (59)$

$\tilde{Z}_o = \frac{1}{(K + 1)} + \frac{2r_o \sigma_i^2}{a(R_o - 1)(K + 1)} (60)$
For any choice of
\[ \tilde{Z}_o = C_Z = \text{constant} \]  
we obtain

\begin{align*}
\tilde{Y}_o &= \frac{1}{(K + 1)} + \frac{\alpha(R_o - 1)[(K + 1)C_Z - 1]}{(K + 1)\sigma_{io}^2} \\
\tilde{X}_o &= 1 + \frac{\alpha(R_o - 1)[(K + 1)C_Z - 1]}{\sigma_{io}^2}
\end{align*}

and

\begin{equation}
\rho_o = \frac{1}{2} \left( \tilde{X}_o - 1 \right) = \frac{\alpha(R_o - 1)[(K + 1)C_Z - 1]}{2\sigma_{io}^2}
\end{equation}

Substituting (64) into (48) yields the transition point to chaos for this special case of \( \theta_o = \alpha_{30} = 0 \) in the form

\begin{equation}
R_t = R_o \left[ 1 - |\varphi| \frac{\alpha^2(R_o - 1)^2[(K + 1)C_Z - 1]^2}{4\sigma_{io}^4} \right] = R_o \left[ 1 - |\varphi| \left( \frac{\alpha + 3}{64} \right)^2 \left( K^2 \right) \right]
\end{equation}

For \( \tilde{Z}_o = C_Z = 1 \) Equation (65) produces a simple quadratic function of \( K \) in the form

\begin{equation}
R_t = R_o \left[ 1 - |\varphi| \left( \frac{\alpha + 3}{64} \right)^2 \right]
\end{equation}

To validate the results of the analytical solution, which are accurate only in the neighborhood of a fixed point, the system (18)–(20) was solved to double precision by using the fifth and sixth order Runge-Kutta-Verner method from the IMSL Library (DIVPRK) [3] up to a desired tolerance for error control specified by the parameter \( \text{tol} \). The accuracy of the analytical solution being only in the neighborhood of a fixed point implies in the present case small values of \( K \).

5. Results for the Transition Point from Steady Convection to Chaos

Initially the uncontrolled system analytical solutions were compared to the numerical ones obtained for different initial conditions and the transition value of \( R = R_t \) was established numerically by trial and error, and compared to the one obtained analytically from Equation (48). The computations were divided in three computational sets of results. Computational set 1 corresponds to the particular case when \( \alpha_{30} = 0 \) and \( \theta_o = 0 \) (presented by Vadasz [12]), computational set 2 corresponds to the particular case when \( X_o = Y_o = Z_o \), associated with Equations (49)–(51), while computational set 3 corresponds to arbitrary initial conditions that do not belong to any particular case and are therefore general. The results are presented in Figure 6 where the continuous curve represents the analytical solution expressed by Equation (48) while the different dots represent the computational results corresponding to the different computational sets. The very good agreement between the analytical and numerical solutions in the neighborhood of the convective fixed point (i.e., \( |\rho_o| \ll 1 \)) is evident from Figure 6. Actually for \( |\rho_o| < 0.2 \) the numerical and analytical solutions overlap. When considering the condition of validity of the asymptotic expansion, i.e., \( |\rho_o| \ll 1 \), the agreement between the results is well within this anticipated domain.
For the controlled system and for constant initial conditions the values corresponding to the uncontrolled system’s convective fixed point $X_0 = Y_0 = Z_0 = 1$ were used. As long as the value of $K$ is not zero the controlled fixed point does not overlap with $X_0 = Y_0 = Z_0 = 1$. The results for the analytical (weak nonlinear) prediction of the transition point to chaos (65) are compared with the corresponding transition in the numerical (Runge-Kutta-Verner) solutions for different values of the gain controller $K$ and are presented in Figure 7. From the figure it can be observed that the analytical (weak nonlinear) and numerical (Runge-Kutta-Verner) results overlap for $K < |0.2|$, which reinforces the anticipation that the analytical results are accurate for small values of $|K|$. As the value of $|K|$ increases the deviation between the analytical (weak nonlinear) and numerical (Runge-Kutta-Verner) results is evident with a maximum deviation of about 18% at $K = -0.6$. However, the most important outcome that is evident in this figure is that it is possible to use the gain controller $K$ to apparently alter the initial conditions, or actually to promote or suppress the transition to chaos (within a certain range of values of $R_{\text{hom}} < R < R_o$, where $R_{\text{hom}}$ is the value of $R$ associated with the appearance of the homoclinic orbit). For the special case when $\theta_0 = a_{30} = 0$ the initial conditions are not constant anymore but follow Equations (62) and (63). We used here $\tilde{Z}_0 = C_Z = 1$ and Equation (66) to evaluate the analytical (weak nonlinear) curve and compare it to the numerical (Runge-Kutta-Verner) results providing the transition point as presented in Figure 8. From the figure it is evident again that there is wide region of overlap between the analytical prediction and the numerical one. Again, the results show that it is possible to control the transition to chaos via the feedback control system proposed by Mahmud and Hashim [46] and modified by Magyari [50]. This implies that by varying the gain controller $K$, weak turbulence (chaos) can be either promoted or suppressed within a certain range of values of $R_{\text{hom}} < R < R_o$, where $R_{\text{hom}}$ is the value of $R$ associated with the appearance
of the homoclinic orbit. In both cases the deviation between the analytical and numerical results
is not symmetrical with respect to \( K = 0 \), a result that is quite anticipated. In the second case, the
analytical result expressed by Equation (66) is symmetrical around \( K = 0 \), as the orbit representing
the limit cycle at the transition point is an ellipse when using the analytical (weak nonlinear) solution,
however the numerical (Runge-Kutta-Verner) solution shows that the ellipse is a good approximation
in the neighborhood of the fixed point, but as the orbit moves away from the fixed point and closer to
the homoclinic orbit its shape is by far different from an ellipse.

![Constant Initial Conditions](image1)

**Figure 7.** Transitional subcritical values of the scaled Rayleigh number \( R_0 \) as a function of the feedback
gain controller parameter \( K \) corresponding to constant initial conditions of \( \tilde{X}_0 = \tilde{Y}_0 = \tilde{Z}_0 = 1 = \) constant [51]. (Reproduced with permission from Peter Vadasz, Transport in Porous Media; published
by Springer, 2010.)

![Initial Conditions:](image2)

**Figure 8.** Transitional subcritical values of the scaled Rayleigh number \( R_0 \) as a function of the feedback
gain controller parameter \( K \) corresponding to initial conditions of \( \tilde{Z}_0 = 1 = \) constant; \( \theta_e = a_{30} = 0 \) [51]. (Reproduced with permission from Peter Vadasz, Transport in Porous Media; published by
Spinger, 2010.)
6. Results for the Comparison between the Computational (Adomian Decomposition) and Numerical (Runge-Kutta-Verner) Solutions

The system (18)–(20) was solved numerically to double precision by using the fifth and sixth order Runge-Kutta-Verner method from the IMSL Library (DIVPRK) [3] up to a desired tolerance for error control specified by the parameter $tol$. The numerical solution results (referred thereafter as “the numerical results”) were then compared to the Adomian decomposition results (referred thereafter as “the computational results”) by evaluating the difference between the two solutions at all values of $t$ up to $t_{\text{max}} = 210$, and plotting this difference in the results as projections of the trajectory of differences on the planes $\Delta Z = 0$ ( $\Delta Y - \Delta X$ plane), $\Delta Y = 0$ ( $\Delta Z - \Delta X$ plane) and $\Delta X = 0$ ( $\Delta Z - \Delta Y$ plane), where $\Delta X = X_{\text{comp}} - X_{\text{num}}$, $\Delta Y = Y_{\text{comp}} - Y_{\text{num}}$ and $\Delta Z = Z_{\text{comp}} - Z_{\text{num}}$. The indices “comp.” and “num.” stand for representing the computational (Adomian decomposition) and numerical (Runge-Kutta) results, respectively. However, just before undertaking this comparison the impact of the number of terms in the series solution, and its truncation, on the results was assessed by evaluating the Adomian decomposition results for $R = 21$ and $R = 75$ with 15 and 150 terms in the series and comparing them. The results of this comparison showed that their numerical values are identical over the whole range of significant digits of the double precision computation. One could therefore conclude that it is sufficiently accurate for the following computations to use 15 terms in the series for the computational solution. The results of the comparison between the computational and numerical solutions corresponding to a value of $\Delta t = 10^{-3}$ used in the computational solution, and to a value of the tolerance control parameter $tol = 10^{-6}$ used in the numerical solution, and for $R = 21$, are presented in Figure 9a–c. From these figures it is evident that the difference between the computational and numerical solutions is of the order of magnitude $10^{-9}$. Attempting to increase the accuracy of the numerical solution by decreasing the value of the tolerance control parameter to $tol = 10^{-10}$ and keeping the value of $\Delta t$ unchanged, i.e., $\Delta t = 10^{-3}$, yields the results presented in Figure 9d–f in terms of projections of trajectories data points on the planes $\Delta Z = 0$, $\Delta Y = 0$ and $\Delta X = 0$, where the data points are not connected. It can be observed from these figures that increasing the accuracy of the numerical solution brought the computational and numerical results closer to each other up to an order of magnitude of $10^{-12}$ (for the maximum difference between the two). In addition one can observe by comparing the Figure 9a with Figure 9d, Figure 9b with Figure 9e and Figure 9c with Figure 9f that the shape of the trajectory of differences is kept quite similar under the scale reduction, which resulted from increasing the accuracy of the numerical solution. A further attempt to increase the accuracy of the numerical solution by reducing the tolerance control parameter to $tol = 10^{-12}$ (which is the smallest possible value that produces valid results) and evaluating the differences between the numerical and computational solutions yields the results as presented in Figure 10. It is evident that the maximum difference is now of an order of magnitude of $10^{-13}$, as can be observed from Figure 10a–c. Their corresponding results in the time domain are presented in Figure 10d representing the envelope of the solution $\Delta X(t)$, and their details are highlighted as insets in Figure 10e,f. Up to this point the comparison between the computational and numerical results shows that by increasing the accuracy of the numerical solution (i.e., decreasing the value of the tolerance control parameter) brings its results closer to the computational solution up to a maximum difference between the two of an order of magnitude of $10^{-13}$. These results correspond to steady convection, i.e., subcritical conditions ($R = 21$). Naturally, one cannot expect similar results for supercritical conditions when the solution is chaotic, because then two nearby trajectories diverge (at least one their Lyapunov exponents is positive). In order to compare the results between the numerical and computational solutions and establish the accuracy of Adomian’s decomposition method at supercritical conditions we use the existence of periodic windows within the chaotic regime and evaluate the comparison at values of $R$ corresponding to these periodic windows. The first wide periodic window appears around $R = 75$ (see Vadasz and Olek [8]).
Figure 9. Trajectory of differences between the computational (Adomian decomposition) and numerical (Runge-Kutta) solutions corresponding to $\Delta t = 10^{-3}$ in the computational solution, and $R = 21$.

(a) projection of trajectory’s data points on the plane $\Delta Z = 0$, with $tol = 10^{-6}$ in the numerical solution;
(b) projection of trajectory’s data points on the plane $\Delta Y = 0$, with $tol = 10^{-6}$ in the numerical solution;
(c) projection of trajectory’s data points on the plane $\Delta X = 0$, with $tol = 10^{-6}$ in the numerical solution;
(d) projection of trajectory’s data points on the plane $\Delta Z = 0$, with $tol = 10^{-10}$ in the numerical solution;
(e) projection of trajectory’s data points on the plane $\Delta Y = 0$, with $tol = 10^{-10}$ in the numerical solution;
(f) projection of trajectory’s data points on the plane $\Delta X = 0$, with $tol = 10^{-10}$ in the numerical solution. (Data points are not connected) [11]. (Reproduced with permission from Peter Vadash, Shmuel Olek, International Journal of Heat and Mass Transfer; published by Elsevier, 2000.)
Figure 10. Trajectory of differences between the computational (Adomian decomposition) and numerical (Runge-Kutta) solutions corresponding to $\Delta t = 10^{-3}$ in the computational solution, $tol = 10^{-12}$ in the numerical solution, and $R = 21$. (a) projection of trajectory’s data points on the plane $\Delta Z = 0$; (b) projection of trajectory’s data points on the plane $\Delta Y = 0$; (c) projection of trajectory’s data points on the plane $\Delta X = 0$; (d) the solution of $\Delta X(t)$ projected on the time domain; (e) inset of the solution $\Delta X(t)$ projected on the time domain for $0 < t < 25$; (f) inset of the solution $\Delta X(t)$ projected on the time domain for $30 < t < 80$. (Except for Figure 10e,f, the data points are not connected) [11]. (Reproduced with permission from Peter Vadasz, Shmuel Olek, International Journal of Heat and Mass Transfer; published by Elsevier, 2000.)
We evaluate therefore the differences between the computational and numerical solutions, $\Delta X, \Delta Y$ and $\Delta Z$ at $R = 75$ providing the results presented in Figure 11a–c in terms of projections of trajectories data points on the planes $\Delta Z = 0, \Delta Y = 0$ and $\Delta X = 0$, where the data points are not connected. A value of $\Delta t = 10^{-4}$ was used in the computational solution, and a value of the tolerance control parameter $tol = 10^{-12}$ was used in the numerical solution for the results presented in Figure 11. It can be observed from the figures that the maximum difference between the two solutions is of the order of magnitude of $10^{-7}$. At this stage we were interested to establish the reason for the greater difference between the solutions as compared with the results obtained at subcritical conditions, i.e., for $R = 21$, and in particular we attempted to establish which one of the solutions, the computational or the numerical is to be “blamed” for increasing the difference between the two from $O(10^{-13})$ at $R = 21$ to $O(10^{-7})$ at $R = 75$. In order to establish this we evaluated the differences between two consecutive computational solutions corresponding to $\Delta t = 10^{-3}$ and $\Delta t = 10^{-4}$, respectively, and two consecutive numerical solutions corresponding to $tol = 10^{-10}$ and $tol = 10^{-12}$, respectively. The differences between the two computational solutions showed that the maximum difference in the computational solution is of the order of magnitude $O(10^{-9})$ while the maximum difference in the numerical solution is of the order of magnitude $O(10^{-5})$. We can therefore establish that the computational solution is more accurate in this case (i.e., its level of accuracy is saturated) and the “blame” for the loss of accuracy is to be placed on the numerical solution. Naturally, one can improve the accuracy of the numerical method by adopting a constant rather than variable time step algorithm, which is less efficient computationally, or by choosing a higher order Runge-Kutta scheme. Nevertheless, the comparison offered here is related to a standard library package (IMSL DIVPRK [3]) that is likely to be widely used. In this context, the comparison shows that when the standard library package tolerance parameter is taken to its limit (no more tightening of tolerance is possible beyond $tol = 10^{-12}$), the computational solution outperforms the numerical one. Furthermore, even when we decrease the number of terms in the series to 10 the computational results remain the same up to the whole range of digits of machine precision. Therefore, the computational results are more accurate than the presently used numerical ones corresponding to their smallest possible tolerance, even with only 10 terms in the series. The reason for the latter is that the accuracy of the computational solution with 10 terms in the series is saturated. Reducing further the number of terms in the series decreases the accuracy of the computational results.

![Figure 11](image-url)
7. Conclusions

The analytical (weak nonlinear), numerical (Runge-Kutta-Verner) and computational (Adomian decomposition) results confirmed the transition from steady convection to chaos via a saddle limit cycle at a subcritical value of the Rayleigh number. The subcritical transition was explained by investigating the transient amplitude solution obtained via the weak nonlinear theory. The anticipation raised by Magyari’s transformation (Magyari [50]) to the feedback control problem suggested by Mahmud and Hashim [46] as well as Roslan et al. [54] that it might be possible to control weak turbulence in porous media convection was shown to be correct. One may use the gain controller \( K \) to promote or suppress chaos in porous media convection. It acts as an apparent alteration of the initial conditions, the latter being unpredictable and difficult to measure with the accuracy needed to control weak turbulence directly. Therefore the method presented is an elegant practical way to overcome the latter difficulty. The comparison of the evaluated transition point to chaos via the weak nonlinear solution with the numerical (or computational) solution showed an excellent match in the neighborhood of a convective fixed point in the uncontrolled case and an excellent match for small values of the gain controller \( |K| \). Comparison between the numerical and computational solutions by evaluating the difference between the two solutions showed that the accuracy of the computational solution being saturated was always better than the corresponding numerical solution.
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