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Abstract: This paper deals with a Lyapunov characterization of the conditional Mittag-Leffler stability and conditional asymptotic stability of the fractional nonlinear systems with exogenous input. A particular class of the fractional nonlinear systems is studied. The paper contributes to giving in particular the Lyapunov characterization of fractional linear systems and fractional bilinear systems with exogenous input.
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1. Introduction

Fractional calculus has been extensively studied in recent years and many results have been given: Baleanu et al. in [1], Caputo and Fabrizio in [2], Atangana et al. in [3], Podlubny in [4], Torres and Malinowska in [5], Kilbas et al. in [6], Petras in [7], and others. In the last decade the fractional calculus mainly received attention due to its important role in modeling the anomalous dynamics of various processes related to complex systems in most areas of science and engineering. Fractional differential equations have found many applications in physics, control engineering and signal processing [8–13]. It was found that many systems in interdisciplinary fields can be elegantly described with the help of the fractional derivative. Various types of the fractional derivatives were introduced in the literature such as the Riemann-Liouville derivative, Caputo derivative, Caputo and Fabrizio derivative, Atangana-Baleanu-Riemann derivative, Atangana-Baleanu-Caputo derivative, etc. It is well known that many of them verify Leibniz property. The fractional derivative has a long history. In 1695, l’Hospital asked a remarkable question, what does it mean \( \frac{df}{dx^n} \) when \( n = \frac{1}{2} \) [14].

The limit definition of a fractional derivative was introduced to answer this question [14,15]. Fractional calculus is a generalization of ordinary differential and integration to arbitrary non integer order. In [4,16] Riemann-Liouville proposed alternative of the definition of the fractional derivative expressed as follows

\[
D^{\alpha}_{RL} f(t) = \frac{1}{\Gamma(1-a)} \frac{d}{dt} \int_0^t (t-s)^{a-1} f(s)ds
\] (1)

In the literature, many contributions exist using the Riemann-Liouville derivative in many areas of science.

In 2014, in [14], Khalil gives a definition of a derivative called conformable derivative mathematically expressed by

\[
T_\alpha f(t) = \lim_{\epsilon \to 0} \frac{f(t + \epsilon t^{1-a}) - f(t)}{\epsilon}
\] (2)
In [17], Almeida introduced a similar limit definition of fractional derivative of a function if we do not know the kernel as follows

\[ f^\alpha(t) = \lim_{\epsilon \to 0} \frac{f(t + \epsilon t^{1-\alpha}) - f(t)}{\epsilon}. \]  

(3)

If the \( k(t) = t \), we recover the conformable derivative given by Khalil. If expanding the function \( t^{\epsilon t^{1-\alpha}} \) at neighborhood of \( \epsilon = 0 \) it follows that \( t^{\epsilon t^{1-\alpha}} = t + \epsilon t^{1-\alpha} + o(\epsilon) \), we recover the Katugampola idea of fractional derivative given in [18] expressed as

\[ D_\alpha f(t) = \lim_{\epsilon \to 0} \frac{f(t^{\epsilon t^{1-\alpha}}) - f(t)}{\epsilon}. \]  

(4)

In 2015, Caputo and Fabrizio introduced new fractional derivative defined as follows

\[ D^\alpha_{\text{CF}} f(t) = \frac{(2 - \alpha)M(\alpha)}{2(1 - \alpha)} \int_0^t \exp \left( -\frac{\alpha}{1 - \alpha} (t - s) \right) f'(s)ds \]  

(5)

Another definition to generalize this definition is proposed by Baleanu and Atangana in [1]. We can see with this above definition if \( \alpha \to 1 \), we recover the classical derivative [2]. In this paper, we will use the Caputo idea of the fractional derivative given by the condition (5). In [16] the author proposes a condition for the stability of the fractional differential equations using the Riemann-Liouville derivative. In [19] the author uses the conformable derivative to find conditions for the stability for a particular class of the fractional nonlinear systems. In these contributions the authors give conditions on the stability using the Lyapunov direct method. In this paper, we analyze new stability notions for the fractional differential equations with exogenous input called conditional Mittag-Leffler stability and conditional asymptotic stability. Stability of nonlinear systems received increased attention due to its important role in areas of science and engineering. A large number of monograph and papers are devoted to the fractional nonlinear systems [8,20,21]. This paper deals with the stability notions of the fractional nonlinear systems with input using Caputo derivative. It treats in particular the conditional Mittag-Leffler stability and the conditional asymptotic stability of a particular class of the fractional nonlinear systems with input using the Caputo derivative. Many results in stability analysis of the fractional nonlinear systems are consigned in [21–26]. In [20], author study stability analysis of a particular class of the fractional nonlinear systems using the Lyapunov direct method. Note that Lyapunov indirect method can be applied in the context of fractional systems. We have to get the Jacobian matrix and apply the results in [16] to reach a conclusion on the stability.

It is well known of fractional linear differential equations who states matrix are Hurwitz or verify the condition \( |\arg(\lambda(A))| > \frac{\pi}{2} \) are asymptotically stable. Stability condition for FDE linear time delayed have already been obtained. Recently Delavari et al. [22] have done elegant works in the stability of fractional nonlinear systems. For the fractional nonlinear systems with conformable derivative, it is known if the state matrix is Hurwitz we have the asymptotic stability or the fractional exponential stability (see [19]). Providing conditions under which the fractional nonlinear systems with exogenous input using Caputo derivative are conditional Mittag-Leffler stable and conditional asymptotically stable have been the object of intense research.

The paper is organized as follows: in Section 2, after recalling some necessary definitions, we will describe the class of the fractional nonlinear systems, and will provide the main results. In Section 3, we will give the numerical example which motives this work and illustrate our main results. Then, we are going to end this paper by giving our proofs, conclusions and remarks in Section 4.

**Notation 1.** \( \mathcal{PD} \) denotes the set of all continuous functions \( \chi : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) satisfying \( \chi(0) = 0 \) and \( \chi(s) > 0 \) for all \( s > 0 \). A class \( K \) function is an increasing \( \mathcal{PD} \) function. The class \( K_{\infty} \) denotes the set of all unbounded \( K \) function. A continuous function \( \beta : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) is said to be class \( K \mathcal{L} \) if \( \beta(.,t) \in K \).
for any \( t \geq 0 \) and \( \beta(s,.) \) is non increasing and tends to zero as its arguments tends to infinity. Given \( x \in \mathbb{R}^n \), \( \|x\| \) stands for its Euclidean norm: \( \|x\| := \sqrt{x_1^2 + \ldots + x_n^2} \). For a matrix \( A \), \( \lambda_{\max}(A) \) and \( \lambda_{\min}(A) \) denote the maximal and the minimal eigenvalue of \( A \), respectively. If the condition \( \text{Re}(\lambda_i) < 0, \forall i = 1, 2, \ldots, n \), holds then the matrix \( A \) is said Hurwitz.

2. Preliminaries Definitions and Main Results

2.1. Preliminaries Definitions

In this section, we introduce some definitions of the fractional calculus and several lemmas which we will use later.

**Definition 1** ([16,27,28]). Given a function \( f : [0, +\infty[ \rightarrow \mathbb{R} \). Then the Riemann-Liouville fractional derivative of \( f \) of order \( \alpha \) is defined by

\[
D_{RL}^\alpha f(t) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_0^t (t-s)^{\alpha-1} f(s)ds
\] (6)

all \( t > 0, \alpha \in (0,1) \).

**Definition 2** ([16,27,29]). Given a function \( f : [0, +\infty[ \rightarrow \mathbb{R} \). Then the Caputo fractional derivative of \( f \) of order \( \alpha \) is defined by

\[
D_{C}^\alpha f(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t f'(s) (t-s)^{\alpha-1}ds
\] (7)

all \( t > 0, \alpha \in (0,1) \).

**Definition 3** ([29–31]). Given a function \( f : [0, +\infty[ \rightarrow \mathbb{R} \). Then the Riemann-Liouville integral of \( f \) of order \( \alpha \) is defined by

\[
I_{RL}^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s)ds
\] (8)

all \( t > 0, \alpha \in (0,1) \).

It is well known that Riemann-Liouville and Caputo derivatives are used to verify the Leibniz property. For Riemann–Liouville fractional integrals and derivatives, the following composition rule is held:

**Lemma 1** ([32]). Let \( \alpha \in (0,1] \) and \( f \) is any continuous function in a domain of \( I_{\alpha} \), for \( t > 0 \) we have

\[
I_{RL}^\alpha \circ D_{RL}^\alpha f(t) = f(t).
\] (9)

The Mittag-Leffler function is a generalization of the first order exponential and occurs at a fundamental place on the stability analysis of the fractional differential equations. We have the following definition.

**Definition 4** ([33,34]). The two-parameters Mittag-Leffler function is defined as

\[
E_{\alpha,\beta} (z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(ak+\beta)}
\] (10)

where \( \alpha > 0 \) and \( \beta > 0 \).

The classical exponential \( E_{1,1} (z) = \exp(z) \) is obtained by taking \( \alpha = 1 \) and \( \beta = 1 \). For more information on Mittag-Leffler functions see [35].
Now let us obtain the solution of the following fractional differential equation, whose solution is fundamental for our main results of this paper. The form of the solution of the equation described in the following lemma is well known in the literature.

**Lemma 2** ([31]). Let $\alpha \in (0,1)$. Then the unique solution of the following initial value problem

$$D^\alpha_a f(t) = \lambda f(t) + m(t) \quad (11)$$

is given by

$$f(t) = f(t_0) E_\alpha (\lambda (t-t_0)^\alpha) + \int_{t_0}^t (t-s)^{\alpha-1} E_{\alpha,\alpha} (\lambda (t-s)^\alpha) m(s) ds \quad (12)$$

As follows we give the Gronwall lemma which plays an important role in stability analysis of the fractional nonlinear systems.

**Lemma 3** (Gronwall Inequality [16]). Suppose that $g(t)$ and $u(t)$ are continuous functions on the interval in $[t_0, t]$ such that $g(t) \geq 0$ and $u(t) \geq 0$ and satisfies the following condition

$$u(t) \leq \lambda + \int_{t_0}^t [g(s)u(s) + r] ds$$

Then it holds that

$$u(t) \leq (\lambda + r(t-t_0)) \exp \left( \int_{t_0}^t g(s) ds \right) \quad (13)$$

where $\lambda \geq 0$ and $r \geq 0$ are two positives constants.

Generally the fractional nonlinear systems with exogenous input which we consider are mathematically represented by the following form

$$D^\alpha_a x(t) = f(t,x(t),u(t)) \quad (14)$$

where $x(t) \in \mathbb{R}^n$ is state variable, $u \in \mathbb{R}^m$ represents the exogenous input and $f : \mathbb{R}^+ \times \mathbb{R} \rightarrow \mathbb{R}^n$ a continuous locally Lipschitz function satisfying $f(t,0,0) = 0$ for all $t > 0$. Given initial condition $x_0 \in \mathbb{R}^n$ and an input $u \in \mathbb{R}^m$, the solution of (14) starting at $x_0$ at time $t = 0$ is denoted by $x(t) = x(\cdot, x_0, u)$.

Because the function $f$ is continuous and locally Lipschitz, the solutions of the fractional differential system defined by (14) exist. The existence of the solution of the fractional nonlinear system is important before doing the stability analysis.

We introduce some definitions of the fractional nonlinear system (14).

**Definition 5** ([21]). The trivial solution of system $D^\alpha_a x(t) = f(t,x,0)$ is said to be stable if for every $\epsilon > 0$ there exists a $\delta = \delta(\epsilon)$ such that for any initial condition $\|x(t_0)\| < \delta$, the solution $x(t)$ of the system $D^\alpha_a x(t) = f(t,x,0)$ satisfies inequality $\|x(t)\| < \epsilon$ for all $t > t_0$.

The trivial solution of system $D^\alpha_a x(t) = f(t,x,0)$ is said to be asymptotically stable if it is stable and furthermore $\lim_{t \to +\infty} x(t) = 0$.

For the main results of this paper, we introduce new definitions on the stability analysis of the fractional calculus.

**Definition 6.** The fractional nonlinear system defined by (14) is said to be conditional Mittag-Leffler stable if for $\epsilon > 0$ such that for any input satisfying $\|u\| \leq \epsilon$, for any bounded initial condition $\|x(t_0)\|$ its solution satisfies

$$\|x(t,x_0,u)\| \leq \left[ K \|x(t_0)\| E_\alpha (\lambda (t-t_0)^\alpha) \right]^{\frac{1}{\beta}} \quad (15)$$
where \( b > 0, K > 0 \).

**Definition 7.** The fractional nonlinear system defined by (14) is said to be conditional asymptotic stable if for \( e > 0 \) such that for any input satisfying \( |u| \leq e \), there exist a class \( \mathcal{K} \mathcal{L} \) function \( \beta \) such that for any bounded initial condition \( \|x(t_0)\| \) its solution satisfies

\[
\|x(t, x_0, u)\| \leq \beta(\|x(t_0)\|, t - t_0)
\]

(16)

2.2. Main Results

We are now ready to state the main results of this paper which are provided in Section 4. Generally the fractional nonlinear systems which we consider are mathematically represented by the following form

\[
D^n_\alpha \dot{x}(t) = f(t, x(t), u(t)) = Ax(t) + uBx(t)
\]

(17)

where \( x(t) \in \mathbb{R}^n \) is state variable, \( A \) is an matrix in \( \mathbb{R}^{n \times n} \), \( B \) is an matrix in \( \mathbb{R}^{n \times n} \) and \( u \in \mathbb{R} \) the exogenous input.

The fractional nonlinear system defined by (17) is called the fractional bilinear system with exogenous input. We make the following result.

**Theorem 1.** Let \( x = 0 \) be an equilibrium point of the system (17). If the state matrix \( A \) with \( \alpha \in (0, 1) \), satisfies the condition \( |\arg(\lambda(A))| > \frac{\pi}{2} \) and the exogenous input bounded \( \|u\| \leq e \) then the trivial solution of the fractional linear system (17) is conditional asymptotically stable.

Before finishing the main result of this section we give some Lyapunov characterization of the conditional Mittag-Leffler stability and it is conditional asymptotically stable.

**Theorem 2.** Let \( x = 0 \) be an equilibrium point for the fractional nonlinear system (14) and there exists a positive function \( V : \mathbb{R}_+ \times \mathbb{R}^n \rightarrow \mathbb{R} \) be continuous, and a class \( \mathcal{K} \infty \) function \( \gamma \) satisfying following conditions

1. \( \|x(t)\|^\alpha \leq V(t, x(t)) \)
2. \( V(t, x) \) has Caputo fractional derivative of order \( \alpha \) for all \( t_0 \geq 0 \)
3. \( D^n_\alpha V(t, x(t)) \leq -(c - \gamma(\|u\|))V(t, x(t)) \) with \( c > \gamma(\|u\|) \)

where \( c \) and \( \alpha \) are non negative constants. If the exogenous input is bounded, then the origin of the fractional nonlinear system (14) is conditional Mittag-Leffler stable.

For the conditional asymptotic stability of fractional nonlinear stable, we make the following theorems.

**Theorem 3.** Let \( x = 0 \) be an equilibrium point for the fractional nonlinear system (14) and there exist a positive function \( V : \mathbb{R}_+ \times \mathbb{R}^n \rightarrow \mathbb{R} \) be continuous, and a class \( \mathcal{K} \) functions \( \chi_2, \chi_3 \) and \( \gamma \in \mathcal{K}_\infty \) satisfying following conditions

1. \( \chi_2(\|x\|) \leq V(t, x, x) \leq \chi_3(\|x\|) \).
2. \( V(t, x) \) has caputo fractional derivative of order \( \alpha \) for all \( t_0 \geq 0 \)
3. \( D^n_\alpha V(t, x(t)) \leq -(c - \gamma(\|u\|))V(t, x(t)) \) with \( c > \gamma(\|u\|) \)

where \( c \) is non negative constant. If the exogenous input is bounded, then the origin of the fractional nonlinear system (14) is conditional asymptotically stable.

**Theorem 4.** Let \( x = 0 \) be an equilibrium point for the fractional nonlinear system (14) and there exist a positive function \( V : \mathbb{R}_+ \times \mathbb{R}^n \rightarrow \mathbb{R} \) be continuous, and a class \( \mathcal{K} \) functions \( \chi_2, \chi_3, \chi_4 \) and \( \gamma \in \mathcal{K}_\infty \) satisfying following conditions

1. \( \chi_2(\|x\|) \leq V(t, x) \leq \chi_3(\|x\|) \).
2. $V(t, x)$ has Caputo fractional derivative of order $\alpha$ for all $t_0 \geq 0$
3. $D^\alpha_x V(t, x(t)) \leq -(c - \gamma (\|u\|)) \chi_A (\|x\|)$ with $c > \gamma (\|u\|)$

where $c$ is non negative constant. If the exogenous input is bounded, then the origin of the fractional nonlinear system (14) is conditional asymptotically stable.

These main results give some new results on the stability analysis of the fractional nonlinear systems with exogenous input and can be used to find other stability notions.

3. Motivation and Numerical Example

In this section, two examples are provided to illustrate the Lyapunov characterization given in the previous section. For an illustration of our results, let the following fractional bilinear system defined as

$$D^\alpha_x x(t) = Ax(t) + uBx(t)$$ (18)

where $x(t) \in \mathbb{R}^n$ is state variable, $A$ is an Hurwitz matrix in $\mathbb{R}^{n \times n}$, $B$ is an matrix in $\mathbb{R}^{n \times n}$ and $u \in \mathbb{R}$ the exogenous input. We choose a Lyapunov candidate function $V(t, x(t)) = x^TPx$ where $A^TP + PA = -Q$. The $\alpha$ derivative of $V$ along the trajectories of (17) is given by

$$D^\alpha_x V(t, x(t)) \leq 2x^TPD^\alpha_x x = [Ax + uBx]^TPx + x^TP[Ax + uBx]$$

$$= x^TA^TPx + (uBx)^TPx + x^TPAx + x^TP(uBx)$$

$$= x^T \left( A^TP + PA \right) x + (uBx)^TPx + x^TP(uBx)$$

$$\leq -\lambda_{\min}(Q) \|x\|^2 + 2\lambda_{\max}(P) \|u\| \|B\| \|x\|^2$$

$$= -[\lambda_{\min}(Q) - 2\lambda_{\max}(P) \|u\| \|B\|] \|x\|^2$$

It follows by Theorem 4, if the input satisfies the following condition $\lambda_{\min}(Q) - 2\lambda_{\max}(P) \|u\| \|B\| > 0$, then the trivial solution of the fractional nonlinear system (18) with the exogenous input is conditional asymptotically stable. This example has particularly motivated the works in this paper.

For numerical example, let us consider the fractional bilinear system

$$D^\alpha_x x = -x + ux$$ (19)

where $x \in \mathbb{R}$ and $u \in \mathbb{R}$ the exogenous input. Let the Lyapunov candidate function be definite by $V(t, x(t)) = \frac{1}{2}x^2$. The $\alpha$-derivative of $V$ along the trajectory of (19) is given by

$$D^\alpha_x V(t, x(t)) \leq x^TD^\alpha_x x = x(-x + ux)$$

$$= -x^2 + ux^2$$

$$= -(2 - 2u)V(t, x)$$

It follows from Theorem 3, if the exogenous input satisfies the following condition $\|u\| < 1$ (condition for the stability), then the trivial solution of the fractional nonlinear system (19) with the exogenous input is conditional asymptotically stable.

4. Proofs of the Theorems

4.1. Proof of Theorem 1

The solution of the fractional differential Equation (17) using Lemma 2 is given by

$$x(t) = x(t_0)E_{\alpha}(A(t - t_0)^\alpha) + \int_{t_0}^{t}(t - s)^{\alpha-1}E_{\alpha,\alpha}(A(t - s)^\alpha) uBx(s)ds$$
From which it follows that the following inequality
\[ \|x(t)\| \leq \|x(t_0)\| \|E_\alpha (A(t-t_0)^a)\| + \|B\| \int_{t_0}^{t} (t-s)^{a-1} E_{\alpha,\alpha} (A(t-s)^a) \|u\| \|x(s)\| ds. \]

From the fact that the input bounded \( \|u\| < \epsilon \), we have the following inequality
\[ \|x(t)\| \leq \|x(t_0)\| \|E_\alpha (A(t-t_0)^a)\| + \|B\| \epsilon \int_{t_0}^{t} (t-s)^{a-1} E_{\alpha,\alpha} (A(t-s)^a) \|x(s)\| ds. \]

Using Gronwall lemma, it follows that the above inequality become
\[ \|x(t)\| \leq \|x(t_0)\| \|E_\alpha (A(t-t_0)^a)\| \exp \left\{ \|B\| \epsilon \int_{t_0}^{t} (t-s)^{a-1} E_{\alpha,\alpha} (A(t-s)^a) ds \right\}. \]

If the state matrix \( A \) satisfies the condition \( |\arg(\lambda(A))| > \frac{\alpha\pi}{2} \), according to [16] there exist a positive constant \( M \) such that
\[ \int_{t_0}^{t} (t-s)^{a-1} E_{\alpha,\alpha} (A(t-s)^a) ds \leq M \]

Then we have the following inequality
\[ \|x(t)\| \leq \|x(t_0)\| \|E_\alpha (A(t-t_0)^a)\| \exp \left\{ \|B\| \epsilon M \right\}. \]

With \( \beta(\|x_0\|, t-t_0) = \|x(t_0)\| \|E_\alpha (A(t-t_0)^a)\| \exp \left\{ \|B\| \epsilon M \right\} \), that end the proof of the Theorem.

4.2. Proof of Theorem 2

Let \( x = 0 \) be an equilibrium point for the fractional nonlinear system (14) and there exists a positive function \( V: \mathbb{R}^+ \times \mathbb{R}^n \rightarrow \mathbb{R} \) be continuous, and a class \( \mathcal{K}_\infty \) function \( \gamma \) satisfying following conditions

1. \( \|x(t)\|^a \leq V(t, x(t)) \)
2. \( V(t, x) \) has Caputo fractional derivative of order \( \alpha \) for all \( t_0 \geq 0 \)
3. \( D^\alpha V(t, x(t)) \leq -(c - \gamma (\|u\|)) V(t, x(t)) \) with \( c > \gamma (\|u\|) \)

By assumption that \( \|u\| \leq \epsilon \), we obtain using the condition (3)
\[ D^\alpha V(t, x(t)) \leq -(c - \gamma (\epsilon)) V(t, x(t)). \]

We know that there exists a positive continuous function \( M(t) \) such that
\[ D^\alpha V(t, x(t)) = -kV(t, x(t)) - M(t). \]

where \( k = c - \gamma (\epsilon) \). Using the Lemma 2, we have the following equality
\[ V(t, x) = V(t_0, x_0) E_\alpha (-k(t-t_0)^a) - \int_{t_0}^{t} (t-s)^{a-1} E_{\alpha,\alpha} (-k(t-s)^a) M(s) ds. \]

With the fact that \( \int_{t_0}^{t} (t-s)^{a-1} E_{\alpha,\alpha} (-k(t-s)^a) M(s) ds \geq 0 \). We obtain the following inequality given by
\[ V(t, x) \leq V(t_0, x_0) E_\alpha (-k(t-t_0)^a) \]

Now using the first condition, it follows that the following inequality
\[ \|x(t)\|^a \leq V(t, x) \leq V(t_0, x_0) E_\alpha (-k(t-t_0)^a) \]
Then
\[ \|x(t)\| \leq [V(t_0, x_0)E_\alpha (-k(t-t_0)^\alpha)]^{\frac{1}{\alpha}} \]

Then the origin of the fractional nonlinear system (14) is conditional Mittag-Leffler stable.

4.3. Proof of Theorem 3

Let \( x = 0 \) be an equilibrium point for the fractional nonlinear system (14) and there exists a positive function \( V : \mathbb{R}^+ \times \mathbb{R}^n \rightarrow \mathbb{R} \) be continuous, and a class \( K \) functions \( \chi_2, \chi_3 \) and \( \gamma \in K_\infty \) satisfying following conditions

1. \( \chi_2(\|x\|) \leq V(t, x) \leq \chi_3(\|x\|) \)
2. \( V(t, x) \) has Caputo fractional derivative of order \( \alpha \) for all \( t_0 \geq 0 \)
3. \( D_\alpha^s V(t, x(t)) \leq -(c - \gamma(\|u\|))V(t, x(t)) \) with \( c > \gamma(\|u\|) \)

By assumption that \( \|u\| \leq \epsilon \), we obtain using the condition (3)
\[ D_\alpha^s V(t, x(t)) \leq -(c - \gamma(\epsilon))V(t, x(t)) \]

We know that there exist a positive continuous function \( M(t) \) such that
\[ D_\alpha^s V(t, x(t)) = -kV(t, x(t)) - M(t) \]
where \( k = c - \gamma(\epsilon) \). Using the Lemma (2), we have the following equality
\[ V(t, x) = V(t_0, x_0)E_\alpha (-k(t-t_0)^\alpha) - \int_{t_0}^{t}(t-s)^{\alpha-1}E_{\alpha,\alpha} (-k(t-s)^\alpha) M(s)ds \]

With the fact that \( \int_{t_0}^{t}(t-s)^{\alpha-1}E_{\alpha,\alpha} (-k(t-s)^\alpha) M(s)ds \geq 0 \). We obtain the following inequality given by
\[ V(t, x) \leq V(t_0, x_0)E_\alpha (-k(t-t_0)^\alpha) \]
Recalling that \( \chi_2^{-1}(a+b) \leq \chi_2^{-1}(2a) + \chi_2^{-1}(2b) \) as \( \chi_2 \in K \). Then
\[ \|x(t)\| \leq \chi_2^{-1}(2\chi_3(\|x_0\|)E_\alpha (-k(t-t_0)^\alpha)) + \chi_2^{-1}(0) \]
Taking the function \( \beta(\|x_0\|, t-t_0) = \chi_2^{-1}(2\chi_3(\|x_0\|)E_\alpha (-k(t-t_0)^\alpha)) \) and we know \( \chi_2^{-1}(0) = 0 \). We obtain that
\[ \|x(t)\| \leq \beta(\|x_0\|, t-t_0) \]
Then the origin of the fractional nonlinear system (14) is conditional asymptotically stable.

4.4. Proof of Theorem 4

Let \( x = 0 \) be an equilibrium point for the fractional nonlinear system (14) and there exist a positive function \( V : \mathbb{R}^+ \times \mathbb{R}^n \rightarrow \mathbb{R} \) be continuous, and a class \( K \) functions \( \chi_2, \chi_3, \chi_4 \) and \( \gamma \in K_\infty \) satisfying following conditions

1. \( \chi_2(\|x\|) \leq V(t, x) \leq \chi_3(\|x\|) \)
2. \( V(t, x) \) has Caputo fractional derivative of order \( \alpha \) for all \( t_0 \geq 0 \)
3. \( D_\alpha^s V(t, x(t)) \leq -(c - \gamma(\|u\|))\chi_4(\|x\|) \) with \( c > \gamma(\|u\|) \)

By assumption that \( \|u\| \leq \epsilon \), we obtain from the conditions (1) and (3) that
\[ D_\alpha^s V(t, x(t)) \leq -(c - \gamma(\epsilon))\chi_4 \left( \chi_3^{-1}(V(t, x(t)) \right) \].
Let $k = c - \gamma (\epsilon)$, it follows

$$D_c^\alpha V(t, x(t)) \leq -k \chi_4 \left( \chi_3^{-1}(V(t, x(t))) \right).$$

Using proof of (Theorem 3.1 [22]) there exist a class $KL$ function $\mu$ such that

$$V(t, x(t)) \leq \mu (\chi_3(x_0), t - t_0).$$

Using the first assumption we obtain that

$$\chi_2 (\|x\|) \leq \mu (\chi_3(x_0), t - t_0).$$

Recalling that $\chi_2^{-1}(a + b) \leq \chi_2^{-1}(2a) + \chi_2^{-1}(2b)$ as $\chi_2 \in K$. Then we have

$$\|x(t)\| \leq \chi_2^{-1}(2\mu (\chi_3(x_0), t - t_0)) + \chi_2^{-1}(0)$$

Taking the function $\beta(\|x_0\|, t - t_0)) = \chi_2^{-1}(2\mu (\chi_3(x_0), t - t_0)) \in KL$ and we know $\chi_2^{-1}(0) = 0$. We obtain that

$$\|x(t)\| \leq \beta(\|x_0\|, t - t_0)$$

Then the origin of the fractional nonlinear system (14) is conditional asymptotically stable.

5. Conclusions

We have discussed in this paper the conditional Mittag-Leffler stability and conditional asymptotic stability of the fractional nonlinear system with exogenous input using a Caputo derivative operator. It contributes to introducing a new stability notion for the fractional nonlinear systems with exogenous input. Comparison lemma and comparison functions have played an important role in this paper.
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