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1. Introduction

The doctrine of methodological individualism (see [1]) is that social phenomena should be explained with reference to the actions of individual agents and the intentional states (e.g., belief, desire, hope, intention) that motivate these actions. Early proponents of methodological individualism [2,3] regarded individual people (henceforth, individuals) as the only entities that could hold intentional states and consequently held that social theory should be founded upon individual agency. However, in practice, social scientists often model collective entities (households, firms) or intra-human entities (multiple selves) as agents. 1

This is consistent with methodological individualism if such agents can hold intentional states or, in the sense of positive methodology [6,7], can act as if they hold intentional states. 2,3

The above raises the prospect of an individual forming part of multiple agents with conflicting interests. Consider, for example, a firm with two partners, Alice and Bob, who sometimes make decisions together with the goal of maximizing the firm’s profits, but who also sometimes make decisions as singletons with the goal of furthering their own interests. Such conflicts of interest define the Prisoner’s Dilemma (see [13]) and the Tragedy of the Commons [14,15]. Furthermore, an individual might not know the agents to which other individuals belong. Colm may know that Alice and Bob are partners, but in some specific situation be unsure over whether they will make a decision together or make separate decisions. Colm is unsure about whether he faces one other agent or two other agents.

Here, we extend the concept of Bayesian Nash Equilibrium [16–18] to deal with incomplete information about the identity of agents in a game. In agency equilibrium, a random state of the world determines not only payoffs, but also a set of agents whose incentive constraints must be satisfied. Each agent comprises either a single individual (individual agency) or a set of individuals (collective agency). If the set of agents equals the set of singletons at every state, then the solution reduces to Bayesian Nash Equilibrium. If the set of agents is the same at every state and agents maximize

---

1 When it comes to explaining social phenomena, the success of even this relaxed approach is a matter of dispute. See [4] for a sceptical perspective, Ref. [5] for an enthusiastic one.
2 For discussions of jointly held intentional states, in particular the case where the intentional state is an intention, see [8–10].
3 It is possible to ask under what conditions evolution will favour the ability of individuals to occasionally act as if they hold joint intentional states[11,12].
the utilitarian welfare of their constituent individuals, the solution reduces to (Bayesian) coalitional
equilibrium in the sense of [19]. Every finite game of incomplete information is shown to have at
least one agency equilibrium in pure or mixed strategies (Theorem 1).

Agency equilibrium is used to explore the implications of uncertainty over agency across several
examples. In Cournot oligopoly, the possibility that other firms might have formed a secret cartel leads
to singleton firms increasing their production, so that even in the absence of cartels, total production is
higher than it would be in the model with complete information.

In coordination games [22,23], the possibility that other individuals are solving the coordination
problem directly through explicit agreement can eliminate inefficient equilibria, even at states at which
there is no collective agency. It is known that Nash equilibria can be non-robust to even vanishingly
small amounts of uncertainty over payoffs [24]. Here, it is shown that this non-robustness extends to
small amounts of uncertainty over agency. That is, even the smallest possibility of collective agency
may suffice to ensure that the agency equilibrium outcome is far from the Nash equilibrium outcome
of the game under complete information.

It may sometimes be preferable to dispense with the necessity and accompanying flexibility of
defining payoffs for collective agents (see discussion in Section 5). To this end, Pareto agency equilibrium is
defined to rely upon Pareto dominance arguments and explicitly eschew interpersonal comparability of
payoffs. Agency equilibrium and Pareto agency equilibrium are closely related. Any agency equilibrium
under utilitarian payoffs is also a Pareto agency equilibrium (Proposition 1). For finite games of
incomplete information, the existence of agency equilibrium then implies the existence of Pareto agency
equilibrium (Theorem 2). Moving in the opposite direction, any Pareto agency equilibrium is an agency
equilibrium under some utilitarian payoffs (Proposition 2). These concepts are illustrated through the
examples of the prisoner’s dilemma and an extended version of the battle of the sexes.

The most similar model in the literature is that of [25], the primary interest of which is situations
where the membership of a collective (a ‘team’) is unreliable. For example, Alice may reason and
act according to the perspective of a firm she co-owns with Bob, even though Bob is unreliable and
sometimes reasons from an individual perspective. In contrast, here we focus on the case in which
individuals within a collective agent are reliable. That is, both Alice and Bob know whether they are
making decisions together or as individuals and act accordingly. The subtlety arises from the uncertainty
of others over the agency of Alice and Bob. Ref. [25] can thus be seen as an analysis of individuals
reasoning in isolation but taking the perspective of a collective, whereas the current model considers
the strategic implications of the uncertain possibility of explicit face-to-face collective deliberation.

The literature on cooperative games under incomplete information (see, e.g., Refs. [31–35]) also
considers the two concepts of collective agency and incomplete information, but combines them in
a very different way. Specifically, it considers coalitions that exhibit agency and then analyzes the
incentive compatibility of information sharing within such coalitions. It is assumed that Alice and Bob
form an agent, but the payoffs attainable by this agent depend on the individual incentives of Alice and
Bob to share information about the state of the world with one another. In contrast, the current paper
analyzes incomplete information over which coalitions exhibit agency, assuming information sharing
within those coalitions. Alice and Bob may or may not form an agent, and this information may be
unknown to third parties, but when they do form an agent, the information that they share about the
state of the world is exogenously given. This understood, the current paper can be considered as a
fresh approach to incomplete information in cooperative games, focusing on strategic externalities that
have been largely neglected in the literature (see discussion in [36]).

This paper is organized as follows. Section 2 describes games with incomplete information over
agency, defines, discusses and shows the existence of agency equilibrium. Section 3 applies the concept

---

4 See [20] for the complete information version of coalitional equilibrium and [21] for further discussion.
5 For more on team reasoning, see [26–29] and for a discussion of the relationship between team reasoning and collectivity in
intentional states, see [30].
to several examples, including demonstrating the potential non-robustness of Nash equilibrium to small amounts of incomplete information over agency. Section 4 defines, discusses and shows the existence of Pareto agency equilibrium, as well as giving conditions under which an agency equilibrium is a Pareto agency equilibrium and vice versa. Section 5 briefly discusses the merits of agency equilibrium and Pareto agency equilibrium with respect to one another.

2. Model

An incomplete information game \( \mathcal{U} \) consists of (1) the set of individuals, \( \mathcal{I} = \{1, \ldots, I\} \); (2) the individuals’ action sets, \( A_1, \ldots, A_I \), with \( A = A_1 \times \cdots \times A_I \) a topological space; (3) a countable state space, \( \Omega \); (4) a probability measure on the state space, \( P \); (5), for each individual \( i \), a partition of the state space, \( \mathcal{D}_i \); and (6), for each individual \( i \), a bounded, measurable, state-dependent payoff function, \( u_i : A \times \Omega \to \mathbb{R} \). Thus, \( \mathcal{U} = \{ \mathcal{I}, \{A_i\}_{i \in \mathcal{I}}, \Omega, P, \{ \mathcal{D}_i \}_{i \in \mathcal{I}}, \{u_i\}_{i \in \mathcal{I}} \} \). We write \( P(\omega) \) for the probability of the singleton event \( \{\omega\} \) and \( Q_i(\omega) \) for the (unique) element of \( \mathcal{D}_i \) containing \( \omega \).

We restrict attention to games where every information set of every individual is possible, that is, welfare weights.

### Definition 1

Given game \( \mathcal{U} \), agents’ payoffs \( v \), strategy profile \( \sigma \in \Sigma \), state of the world \( \omega \in \Omega \), then \( a_j \in A_j \) is a profitable deviation for \( J \in \Pi(\omega) \) if

\[
\sum_{\omega' \in Q_j(\omega)} v_J(\{a_j, \sigma_{-J}(\omega')\}, \omega') P(\omega' | Q_j(\omega)) > \sum_{\omega' \in Q_j(\omega)} v_J(\sigma(\omega'), \omega') P(\omega' | Q_j(\omega)).
\]

### Definition 2

A strategy profile \( \sigma \) is an Agency Equilibrium of \( (\mathcal{U}, \Pi, v) \) if, for all \( \omega \in \Omega \), no profitable deviation exists for any \( J \in \Pi(\omega) \).
Remark 1. If $\sigma$ is an agency equilibrium of $(\mathcal{U}, \Pi^{\text{NE}}, v)$, where $\Pi^{\text{NE}}(\omega) = \{\{1\}, \{2\}, \ldots, \{I\}\}$ for all $\omega \in \Omega$, then $(\sigma_{\{1\}})_{i \in I}$ is a Bayesian Nash Equilibrium [17] of $\mathcal{U}$.

Remark 2. The following two assumptions of the model are parallel. (i) An individual can potentially belong to many agents whose incentives may differ, but is only part of one agent at any given state. (ii) An individual can potentially have many preferences which may contradict one another, but has only one set of preferences at any given state. The first of these assumptions is the focus of this paper, so we will isolate its effect in our examples, all of which feature complete information over payoffs but incomplete information over agency.

Remark 3. In agency equilibrium, an agent $J \subseteq I$ is instrumentally rational [37] in that the strategy of $J$ is chosen to achieve the “goals, desires, and ends” [38] of $J$, as represented by $v_J$. As [38] notes, “About the goals themselves, an instrumental conception has little to say.” In our examples, we let $v_J$ depend in a positive way on $u_i$, $i \in J$, but neither this, nor any other dependence on the individual payoffs is required by the model.

Remark 4. The individuals within agent $J$ can be regarded as the instruments of $J$ with respect to the instrumentally rational intent of $J$ to maximize $v_J$. This highlights the independence of agency and payoffs. For example, if $v_J = \sum_{i \in J} u_i$, then the payoffs of $J$ are entirely determined by the payoffs of its constituent individuals, yet the actions of the constituent individuals are entirely determined by $J$’s instrumentally rational pursuit of these payoffs.

Remark 5. Given a state of the world, our model only allows an individual to be instrumentalized by a single agent. Hypothetically, if an individual were to be simultaneously (i.e., at a given state) instrumentalized by more than one agent, then there would have to be no conflict of interest between these agents regarding the desired action of the individual concerned. From this perspective, it is without loss of generality to restrict individuals to be part of only a single agent at any given state. When this is not the case, for example in the Strong Equilibrium concept of [39] in which every subset of $I$ simultaneously exercises agency, equilibria may fail to exist due to conflicting incentives between agents. The same applies to Strong Equilibrium with incomplete information over payoffs [40] and to ideas of Coalition Proofness [41,42].

Remark 6. The definition of $\mathcal{D}_J$ assumes that agent $J$ can use all of the information that is available to its constituent individuals. This assumption is justifiable (see Remark 7), but is not essential. An alternative assumption would be to only allow $J$ to use information known already to every one of its constituent individuals, that is to define $\mathcal{D}_J$ as the finest common coarsening of $\mathcal{D}_i$, $i \in J$. Intermediate definitions of $\mathcal{D}_J$ are likewise acceptable. The crucial point is that $\mathcal{D}_J$ is exogenously determined. Here, we do not study the implications of incomplete information over payoffs on the incentive compatibility of information revelation by individuals within an agent see, e.g., [31–35], but rather the equilibrium implications of incomplete information about the identities of other agents.

Remark 7. If $\Pi(\omega)$ is constant across all $\omega \in \Omega$ and $v_J = \sum_{i \in J} u_i$ for all $J \subseteq I$, then an agency equilibrium is a (Bayesian) Coalitional Equilibrium [19]. The cited paper shows that, if utility is transferable, then there exists a mechanism of transfers between individuals within an agent under which full information sharing is incentive compatible at an individual level.

Remark 8. If mixed strategies are disallowed so that $\sigma_J(\omega)$ always puts all probability weight on a single action profile, then the model is a special case of the unreliable team interaction model of [25] under the restriction that if individual $i$ reasons and acts from the perspective of collective $J$, then all individuals $j \in J$ reason and act from the perspective of $J$, and this is common knowledge amongst the individuals in $J$.

Remark 9. An alternative approach to modeling multiple agency is to explicitly model adaptive dynamics in which a given individual may be part of different agents at different times [43–50]. Such models give a complete description of behavior both in and out of equilibrium.
An agency equilibrium will always exist for finite games, regardless of commonality or opposition in the optional choices of agents. That is, an agency equilibrium will exist, regardless of whether Alice, Bob and Colm take the same or different actions contingent on acting singly, in pairs, or as a trio.

**Theorem 1.** If \( \mathcal{A} \) is such that \( \Omega, A_i, i \in \mathcal{I} \) are finite, then the set of agency equilibria of \((\mathcal{A}, \Pi, v)\) is nonempty.

The proof derives a finite game of complete information over both payoffs and agency from \((\mathcal{A}, \Pi, v)\). The player set is the finite set of agent-information set pairs, \((J, Q_i), J \subseteq \mathcal{I}, Q_i \in \mathfrak{D}_J\), such that at any state \( \omega \in Q_i, J \) is an active agent, \( J \in \Pi(\omega) \). Player \((J, Q_i)\) has finite action sets \(A_J\) and payoffs corresponding to the expected payoff of \(J\) in \((\mathcal{A}, \Pi, v)\) at any state \( \omega \in Q_i \). A Nash equilibrium of this derived game must exist [51]. Finally, it is shown that such a Nash equilibrium must correspond to an agency equilibrium of \((\mathcal{A}, \Pi, v)\). The formal proof introduces substantial new notation, which is not used elsewhere in the paper, so, for ease of reading, is relegated to Appendix A.

3. Applications

3.1. Cournot Oligopoly

Consider quantity competition between three firms, \( \mathcal{I} = \{1, 2, 3\} \). Each firm \( i \in \mathcal{I} \) chooses a production quantity \( A_i = \mathbb{R}_{\geq 0} \). Individual firms’ payoffs depend only on the quantities chosen by the firms and not on the state of the world, \( u_i(a, \omega) = a_i(\bar{R} - \sum_j a_j), \bar{R} > 0 \). Agents’ payoffs are utilitarian, \( v_j(a, \omega) = \sum_{i \in J} u_i(a, \omega) \) for all \( J \subseteq \mathcal{I} \).

The state space is \( \Omega = \{\omega_0, \omega_1, \omega_2, \omega_3\} \). At state \( \omega_0 \), no firms form a cartel, \( \Pi(\omega_0) = \{\{1\}, \{2\}, \{3\}\} \). At state \( \omega_i, i = 1, 2, 3 \), firm \( i \) produces on his own and the other two firms form a cartel, \( \Pi(\omega_i) = \{(i), (j, k)\}, j, k \neq i \). Let each of the three pairs that can form a cartel do so with probability \( p < 1/3 \), so \( P(\omega_0) = 1 - 3p, P(\omega_i) = p \) for \( i = 1, 2, 3 \).

The information structure is such that if firm \( i \) is not part of a cartel, then firm \( i \) does not know whether or not firms \( j \) and \( k \) form a cartel. Firms that are part of a cartel know this and hence know the exact state of the world. Therefore, \( \mathfrak{D}_i = \{\{\omega_0, \omega_i\}, \{\omega_j\}, \{\omega_k\}\} \).

Consider an agency equilibrium which is symmetric in that both members of any cartel produce the same quantity. For \( i = 1, 2, 3 \), \( i \notin \{j, k\} \), we obtain equilibrium strategies \( \sigma_i(a_0 | \omega_0) = 1, \sigma_i(a_i | \omega_i) = 1, \sigma_j(a_j | \omega_i) = 1, \sigma_k(a_k | \omega_i) = 1 \), where

\[
a_0 = a_i = \frac{2 - 5p}{8 - 21p}, \quad a_j = a_k = \frac{3 - 8p}{16 - 42p}.
\]

At state \( \omega_i \), firms \( j \) and \( k \) form a cartel and reduce their production. At states \( \omega_0, \omega_i \), firm \( i \) does not know whether \( j \) and \( k \) are in fact part of a cartel, but knowing that this is a possibility, increases production as a consequence. Note that at state \( \omega_0 \), at which there is no cartel, every firm produces more than the Nash equilibrium quantity of \( 1/4 \). As \( p \to 0, P(\omega_0) \to 1 \), cartels become a rare occurrence and \( a_0 \to 1/4 \). Conversely, as \( p \to 1/3 \), we have that \( P(\omega_0) \to 0 \) and a cartel is almost a certainty. Production by both solo firms and cartels then approaches the Nash equilibrium quantity of the two-firm model, \( a_i \to 1/3, a_j + a_k \to 1/3 \).

3.2. Coordination Game: Hi-Lo

Let there be three individuals, \( \mathcal{I} = \{1, 2, 3\} \) with action sets \( A_i = \{H, L\} \). For each state of the world \( \omega \), let \( u_i(a, \omega) = 2 \) (respectively, 1) if \( a_i = H \) (respectively, L) and \( a_j = a_k \) for some \( j \neq i \).

---

6 Given the topic of the current paper, it is interesting to note that the original presentation of this model in [52] does not mention firms. Instead, the decision makers are the two owners of two springs: "Maintenant, imaginons deux propriétaires et deux sources, dont les qualités sont identiques".
Otherwise, \( u_i(a, \omega) = 0 \). That is, an individual obtains payoff from successfully coordinating on \( H \) or \( L \) with at least one other individual, with coordination on \( H \) giving a payoff of 2 and coordination on \( L \) giving a payoff of 1. Agents’ payoffs are utilitarian with arbitrary state-dependent weightings, \( v_f(a, \omega) = \sum_{i \in J} \lambda_i(\omega) u_i(a, \omega) \) for all \( f \subseteq I \), where \( \lambda_i(\omega) > 0 \) for every \( i \in f, \omega \in \Omega \).

As in the previous example, the state space is \( \Omega = \{\omega_0, \omega_1, \omega_2, \omega_3\} \), \( \Pi(\omega_0) = \{\{1\}, \{2\}, \{3\}\} \), and for \( \omega_i \), \( i = 1, 2, 3 \), \( \Pi(\omega_i) = \{\{i\}, \{j, k\}, j, k \neq i\} \). Also as in the previous example, let \( P(\omega_0) = 1 - 3p \), \( P(\omega_1) = p \) for \( i = 1, 2, 3 \); \( \Theta_2 = \{\{\omega_0, \omega_1\}, \{\omega_1\}, \{\omega_4\}\} \) for \( i = 1, 2, 3 \).

At state \( \omega_1 \), \( i = 1, 2, 3 \), in agency equilibrium, agent \( \{j, k\} \) will maximize \( v_{\{j,k\}} \) by choosing \( a_j = H \), \( a_k = H \). It remains to determine equilibrium actions for individual \( i, i = 1, 2, 3 \) when \( i \) is a singleton agent, that is when the state is either \( \omega_0 \) or \( \omega_1 \).

For action \( L \) to be played in equilibrium, it must be the case that the expected payoff of individual \( i \) at information set \( \{\omega_0, \omega_1\} \) when he plays \( L \) is at least as high as his payoff when he plays \( H \). His expected payoff from playing \( L \) is bounded above by the probability \( (1 - 3p)/(1 - 2p) \), given by Bayes’ rule, that the other two individuals do not form a collective agent. His expected payoff from playing \( H \) is bounded below by \( 2p/(1 - 2p) \), the probability that the other two individuals do form a collective agent multiplied by the payoff of 2 for successful coordination on \( H \). This second quantity is greater than the first quantity if \( p > 1/5 \). Therefore, if \( p > 1/5 \), there is a unique agency equilibrium at which every individual plays \( H \) at every information set.

3.3. Robustness of Nash Equilibrium

Here, we illustrate the potential non-robustness of Nash Equilibrium to small amounts of uncertainty over agency. We consider three-player matching pennies specifically—Example 3.1 of [24] with a public goods problem. The cited example showed non-robustness of Nash Equilibrium to small amounts of incomplete information over payoffs. Here, there is no incomplete information over payoffs but there is incomplete information over agency.

Let \( \mathcal{W} \) have three individuals, \( \mathcal{I} = \{1, 2, 3\} \), with action sets \( A_i = \{C, H, T, S\} \). Actions \( H \) and \( T \) are heads and tails in a matching pennies game in which individual \( i \) wishes to anti-coordinate with individual \( \rho(i) \), where \( \rho(3) = 2 \), \( \rho(2) = 1 \), \( \rho(1) = 3 \). Actions \( C \) and \( S \) opt out of this coordination problem. In addition, action \( C \) also involves making a (non-individually rational) contribution to a public good. If we ignore the public good component, \( C \) is regarded by other agents as equivalent to \( H \).

Let \( \Omega = \{\omega_i\}_{i \in \mathbb{N}_+} \) and \( P(\omega_i) = \left(1 - \sqrt{1 - \epsilon}\right)\left(\sqrt{1 - \epsilon}\right)^i \). Partitions are

\[
\begin{align*}
\Theta_1 &= \{\{\omega_1, \omega_2, \omega_3, \omega_4\}, \{\omega_5, \omega_6, \omega_7\}, \{\omega_8, \omega_9, \omega_10\}, \ldots\}, \\
\Theta_2 &= \{\{\omega_1, \omega_2, \omega_3, \omega_4\}, \{\omega_5, \omega_6, \omega_7\}, \{\omega_8, \omega_9, \omega_10, \omega_11\}, \ldots\}, \\
\Theta_3 &= \{\{\omega_1, \omega_2, \omega_3, \omega_4, \omega_5, \omega_6\}, \{\omega_7, \omega_8, \omega_9\}, \{\omega_10, \omega_11, \omega_12\}, \ldots\}.
\end{align*}
\]

Let \( \mathcal{C}(a_{-i}) \) be the number of individuals, excluding individual \( i \), who play \( C \) at action profile \( a \). That is, \( \mathcal{C}(a_{-i}) = \{|j \in \mathcal{I} : j \neq i, a_j = C\}| \). Let

\[
\begin{align*}
u_i(C, a_{-i}, \omega) &= 9 \mathcal{C}(a_{-i}), \\
u_i(S, a_{-i}, \omega) &= 9 \mathcal{C}(a_{-i}) + 1, \\
u_i(H, a_{-i}, \omega) &= \begin{cases} 
9 \mathcal{C}(a_{-i}) - 4 & \text{if } a_{\rho(i)} \in \{C, H\}, \\
9 \mathcal{C}(a_{-i}) + 4 & \text{if } a_{\rho(i)} = T, \\
9 \mathcal{C}(a_{-i}) & \text{if } a_{\rho(i)} = S.
\end{cases}, \\
u_i(T, a_{-i}, \omega) &= \begin{cases} 
9 \mathcal{C}(a_{-i}) + 4 & \text{if } a_{\rho(i)} \in \{C, H\}, \\
9 \mathcal{C}(a_{-i}) - 4 & \text{if } a_{\rho(i)} = T, \\
9 \mathcal{C}(a_{-i}) & \text{if } a_{\rho(i)} = S.
\end{cases}
\end{align*}
\]
Note that individual $i$ always obtains a higher payoff from $\{S,a_{-i}\}$ than from $\{C,a_{-i}\}$ and that the individual best responses of individual $i$ are $T$, $T$, $H$, and $S$ when $\rho(i)$ plays $C$, $H$, $T$, and $S$, respectively.

Consider an agency correspondence $\Pi$ such that if $\omega \in \{\omega_1, \omega_2, \omega_3, \omega_4\}$, then $\Pi(\omega) = \{(1,2), (3)\}$. If $\omega \notin \{\omega_1, \omega_2, \omega_3, \omega_4\}$, then $\Pi(\omega) = \{(1), (2), (3)\}$. Recall that $v_1 = u_i$ for $i = 1, 2, 3$, and let $v_J = \sum_{i \in J} u_i$ for $J \subseteq \mathcal{I}$.

At agency equilibrium of $(\mathcal{W}, \Pi, v)$,

If $\omega \in \{\omega_1, \omega_2, \omega_3, \omega_4\}$, then $\sigma_{[1,2]}(\{C, C\} | \omega) = 1$,

otherwise $a_{[1,2]} = \{C, C\}$ would be a profitable deviation for agent $\{1, 2\} \in \Pi(\omega)$. Unique individual best responses then dictate that

\[
\begin{align*}
\text{If } & \omega \in \{\omega_1, \ldots, \omega_6\}, \text{ then } \sigma_3(T | \omega) = 1; \\
\text{If } & \omega \in \{\omega_5, \omega_6, \omega_7\}, \text{ then } \sigma_1(H | \omega) = 1; \\
\text{If } & \omega \in \{\omega_5, \omega_6, \omega_7, \omega_8\}, \text{ then } \sigma_2(T | \omega) = 1; \\
\text{If } & \omega \in \{\omega_7, \omega_8, \omega_9\}, \text{ then } \sigma_3(H | \omega) = 1;
\end{align*}
\]

and so on. Action $S$ is never played, even for arbitrarily small values of $\epsilon$.

In contrast, in Nash Equilibrium of $\mathcal{W}$, action $C$ is never played as it is strictly dominated by $S$. It is left to the reader to check that the unique Nash equilibrium of $\mathcal{W}$ has $S$ being played by every individual at every information set. Hence, even small amounts of incomplete information over agency can dramatically change the implications of equilibrium analysis.

4. Equilibrium without Collective Payoffs

Agents’ payoffs, $v_J$, $J \subseteq \mathcal{J}$, in our examples above involve interpersonal comparison of payoffs. From a revealed preference perspective, such interpersonal comparison is implicit in the choices made by a collective agent. However, from an ex-ante perspective, we may wish to define a variant of agency equilibrium that uses individual payoffs as the building blocks for aggregate behaviour, but does not make interpersonal comparisons. To this purpose, we now drop agents’ payoffs from the model and instead let the choices of a collective agent $J$ be guided by Pareto comparisons between vectors of individual payoffs, $\{u_i\}_{i \in J}$.

**Definition 3.** Given game $\mathcal{W}$, strategy profile $\sigma \in \Sigma$, state of the world $\omega \in \Omega$, then $\sigma_J(\omega) \in \Delta A_J$ is a Pareto deviation for $J \in \Pi(\omega)$ if, for all $i \in J$,

\[
\sum_{\omega' \in Q_J(\omega)} u_i(\{\hat{\sigma}_J(\omega), \sigma_{-J}(\omega')\}, \omega') P[\omega' | Q_J(\omega)] \geq \sum_{\omega' \in Q_J(\omega)} u_i(\sigma(\omega'), \omega') P[\omega' | Q_J(\omega)]
\]

with strict inequality for some $i \in J$.

**Definition 4.** A strategy profile $\sigma$ is a Pareto Agency Equilibrium of $(\mathcal{W}, \Pi)$ if, for all $\omega \in \Omega$, no Pareto deviation exists for any $J \in \Pi(\omega)$.

Note that, by Definition 3, Pareto agency equilibrium explicitly requires robustness to deviations which are mixtures of action subprofiles $a_J \in A_J$. With agency equilibrium (Definition 2), it was not necessary to include mixed deviations, as if no profitable pure deviation exists according to Definition 1, then no profitable mixed deviation exists. This is not true for Pareto deviations, where for some agent $J \subseteq \mathcal{J}$, it may be that neither $a_J$ nor $a'_J$ are Pareto deviations, but some mixture of $a_J$ and $a'_J$ is a
Pareto deviation. This is a potential criticism of mixed strategies in a multi-agency setting, as Pareto deviations for \( J \) may include action subprofiles \( a_i \) in their support that on their own would lead to a reduction in expected payoff for some \( i \in J \). This implies that robustness to Pareto deviations is a strong robustness requirement. Equilibria that are robust to mixed deviations are, a fortiori, robust to deviations in pure strategies. An existence theorem, analogous to Theorem 1 for agency equilibrium, will be proven for Pareto agency equilibrium in Section 4.2.

4.1. Example: Battle of the Sex Ratio

Figure 1 illustrates the battle of the sex ratio [44], a three-player version of the battle of the sexes. Two players, the row and column players, prefer opera (played by every agent, \( \sigma \)) to football and wish to coordinate with at least one of the other players. The matrix player prefers football to opera and wishes to accompany the matrix player to the chosen event, and thus share the coordination payoff. The matrix player prefers football to opera and wishes to coordinate with at least one of the other players.

\[
\begin{array}{c|cc|c|cc}
& O & F & & O & F \\
\hline
O & 3,3,4 & 6,0,4 & F & 0,6,4 & 0,0,0 \\
F & 0,6,4 & 0,0,0 & F & 4,0,6 & 2,2,6 \\
\end{array}
\]

Figure 1. Battle of the sexes with 2–1 sex ratio.

Let the set of individuals be \( \mathcal{I} = \{1, 2, 3\} \) with action sets \( A_i = \{O, F\} \). Let individuals 1, 2, 3 \( \in \mathcal{I} \) respectively correspond to the row, column and matrix players of the game in Figure 1. For each state of the world \( \omega \), let individual payoffs \( u_i \) be given by the entries of the payoff matrix. Consider a state space, \( \Omega = \{\omega_0, \omega_1\} \), \( \Pi(\omega_0) = \{\{1\}, \{2\}, \{3\}\} \), \( \Pi(\omega_1) = \{\{1\}, \{2, 3\}\} \). Let \( P(\omega_0) = 1 - p \), \( P(\omega_1) = p \); \( \mathcal{P}_1 = \{\{\omega_0, \omega_1\}\} \), \( \mathcal{P}_2 = \mathcal{P}_3 = \{\{\omega_0\}, \{\omega_1\}\} \).

There are three possible Pareto agency equilibria in pure strategies. For two of these equilibria to exist, the probability \( p \) that the collective agent \( \{2, 3\} \) is formed (i.e., the state is \( \omega_1 \)) must be low enough that the actions chosen by the collective agent do not affect choices when the collective agent does not form (i.e., at state \( \omega_0 \)). For \( p \leq 3/5 \),

\[
\sigma_1(O | \omega_0) = \sigma_1(O | \omega_1) = 1, \quad \sigma_2(O | \omega_0) = 1, \quad \sigma_3(O | \omega_0) = 1, \\
\sigma_{[2,3]}((F, F) | \omega_1) = 1,
\]

is an equilibrium, and for \( p \leq 2/5 \),

\[
\sigma_1(F | \omega_0) = \sigma_1(F | \omega_1) = 1, \quad \sigma_2(F | \omega_0) = 1, \quad \sigma_3(F | \omega_0) = 1, \\
\sigma_{[2,3]}((O, O) | \omega_1) = 1,
\]

is an equilibrium.

The third equilibrium exists for all \( 0 < p < 1 \). This is the equilibrium at which action \( F \) is always played by every agent,

\[
\sigma_1(F | \omega_0) = \sigma_1(F | \omega_1) = 1, \quad \sigma_2(F | \omega_0) = 1, \quad \sigma_3(F | \omega_0) = 1, \\
\sigma_{[2,3]}((F, F) | \omega_1) = 1.
\]

We will see below that there is no equivalent equilibrium at which action \( O \) is always played.

Pareto agency equilibria in mixed strategies also exist. For example,

\[
\sigma_1(F | \omega_0) = \sigma_1(F | \omega_1) = 1, \quad \sigma_2(F | \omega_0) = 1, \quad \sigma_3(F | \omega_0) = 1, \\
\sigma_{[2,3]}((F, F) | \omega_1) = q, \quad \sigma_{[2,3]}((O, O) | \omega_1) = 1 - q.
\]
is an equilibrium for \( q \geq 1 - 2/sp \). For \( q = 0 \), this reduces to the condition \( p \leq 2/s \) for the second of our pure strategy equilibria above. The expected payoff of individual 2 in this equilibrium is \( 2q + 6(1 - q) = 6 - 4q \) (decreasing in \( q \)) and the expected payoff of individual 3 is \( 6q + 4(1 - q) = 4 + 2q \) (increasing in \( q \)). As there is no aggregate payoff function and we deal with Pareto relations, agent \{2,3\} has no preference ordering over these values of \( q \), but this is not the same as indifference. Finally, we note that

\[
\begin{align*}
\sigma_1(O | \omega_0) &= \sigma_1(O | \omega_1) = 1, \\
\sigma_2(O | \omega_0) &= 1, \\
\sigma_3(O | \omega_0) &= 1,
\end{align*}
\]

\( \sigma_{(2,3)}((F, F) | \omega_1) = q \), \( \sigma_{(2,3)}((O, O) | \omega_1) = 1 - q \),

is never an equilibrium for \( q < 1 \), the reason being that the expected payoff of individual 2 is \( 4q + 3(1 - q) = 3 + q \) (increasing in \( q \)) and the expected payoff of individual 3 is \( 6q + 4(1 - q) = 4 + 2q \) (increasing in \( q \)), so all \( q < 1 \) are Pareto dominated by \( q = 1 \), which corresponds to the first of our pure strategy equilibria above.

### 4.2. Comparison of Agency Equilibrium and Pareto Agency Equilibrium

Let the set of individuals be \( \mathcal{I} = \{1,2\} \) with action sets \( A_i = \{C, D\} \). Let individuals \( 1, 2 \in \mathcal{I} \) respectively correspond to the row and column players of the prisoner’s dilemma game in Figure 2. For each state of the world \( \omega \), let individual payoffs \( u_i \) be given by the entries of the payoff matrix. Consider a state space, \( \Omega = \{\omega_0, \omega_1\} \), \( \Pi(\omega_0) = \{\{1\}, \{2\}\} \), \( \Pi(\omega_1) = \{\{1,2\}\} \). Let \( P(\omega_0) = 1 - p \), \( P(\omega_1) = p \); \( \mathcal{X}_1 = \mathcal{X}_2 = \{\{\omega_0\}, \{\omega_1\}\} \).

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>2.2</td>
<td>0.5</td>
</tr>
<tr>
<td>D</td>
<td>5.0</td>
<td>1.1</td>
</tr>
</tbody>
</table>

**Figure 2.** Prisoner’s dilemma.

Thus, the game is a prisoner’s dilemma in which the two individuals may sometimes, with probability \( p \), constitute a single agent. At state \( \omega_0 \), the agents are individuals and play \( D \) at any agency equilibrium or Pareto agency equilibrium,

\[
\sigma_1(D | \omega_0) = \sigma_2(D | \omega_0) = 1.
\]

At Pareto agency equilibrium, at state \( \omega_1 \), some Pareto efficient strategy profile will be played by agent \{1,2\},

\[
\sigma_{\{1,2\}}((C, D) | \omega_1) + \sigma_{\{1,2\}}((D, C) | \omega_1) = 1.
\]

This completes the description of the set of Pareto agency equilibria.

For some \( v \), the set of agency equilibria is disjoint with the set of Pareto agency equilibria, even when an agent’s payoff is strictly increasing in the payoffs of each of its constituent individuals. Consider \( v_{\{1,2\}} = \sqrt{v_1} + \sqrt{v_2} \). In this case, the payoff of \{1,2\} is maximized only when \((C, C)\) is played with probability one, so the unique agency equilibrium has

\[
\sigma_{\{1,2\}}((C, C) | \omega_1) = 1.
\]

In contrast, if \( v_{\{1,2\}} = \lambda_1u_1 + \lambda_2u_2 \) for \( \lambda_1, \lambda_2 > 0 \), the set of agency equilibria is a subset of the set of Pareto agency equilibria. If \( \lambda_1 = \lambda_2 \), then every Pareto agency equilibrium is an agency equilibrium. If \( \lambda_1 \neq \lambda_2 \), then there is a unique agency equilibrium with
we obtain
\[ \sigma_{1,2}(\langle C, D \rangle | \omega_1) = 1 \quad \text{if} \quad \lambda_1 < \lambda_2, \]
\[ \sigma_{1,2}(\langle D, C \rangle | \omega_1) = 1 \quad \text{if} \quad \lambda_1 > \lambda_2. \]

These specific characterizations arise from the linearity of the Pareto frontier in this Prisoner’s dilemma. However, the general observation applies to all games: the set of agency equilibria under utilitarian payoffs is always a subset of the Pareto agency equilibria.

**Proposition 1.** If \( \sigma \) is an agency equilibrium of \( (\mathcal{W}, \Pi, \nu) \) and, for all \( J \subseteq \mathcal{J} \), \( \omega \in \Omega \), \( \nu_J(\cdot, \omega) = \sum_{i \in J} \lambda_i \ u_i(\cdot, \omega) \), where \( \lambda_i \) are strictly positive welfare weights, then \( \sigma \) is a Pareto agency equilibrium of \( (\mathcal{W}, \Pi) \).

**Proof.** Assume that there exists an agency equilibrium \( \sigma \) of \( (\mathcal{W}, \Pi, \nu) \) that is not a Pareto agency equilibrium of \( (\mathcal{W}, \Pi) \). Therefore, by Definition 4, for some \( \omega \in \Omega \), \( J \in \Pi(\omega) \), there exists a Pareto deviation \( \delta_J(\omega) \in \Delta A_J \). Taking Definition 3 and summing over \( i \in J \), we have
\[
\sum_{i \in J} \lambda_i \left[ \sum_{\omega'} \sum_{\omega \in Q_j(\omega)} u_i(\{ \tilde{\sigma}(\omega), \sigma_J(\omega') \}, \omega') \ P[\omega' | Q_j(\omega)] \right]
> \sum_{i \in J} \lambda_i \left[ \sum_{\omega' \in Q_j(\omega)} u_i(\sigma(\omega'), \omega') \ P[\omega' | Q_j(\omega)] \right].
\]
Reordering the summations,
\[
\sum_{\omega \in Q_j(\omega)} \sum_{\omega' \in Q_j(\omega)} u_i(\{ \tilde{\sigma}(\omega), \sigma_J(\omega') \}, \omega') \ P[\omega' | Q_j(\omega)]
> \sum_{\omega \in Q_j(\omega)} \sum_{\omega' \in Q_j(\omega)} u_i(\sigma(\omega'), \omega') \ P[\omega' | Q_j(\omega)],
\]
we obtain
\[
\sum_{\omega' \in Q_j(\omega)} \nu_j(\{ \tilde{\sigma}(\omega), \sigma_J(\omega') \}, \omega') \ P[\omega' | Q_j(\omega)]
> \sum_{\omega \in Q_j(\omega)} \nu_j(\sigma(\omega'), \omega') \ P[\omega' | Q_j(\omega)],
\]
and, expanding the left hand side,
\[
\sum_{\omega' \in Q_j(\omega)} \int_{a_j \in A_j} \nu_j(\{ a_j, \sigma_J(\omega') \}, \omega') \ d\tilde{\sigma}(a_j | \omega) \ P[\omega' | Q_j(\omega)]
> \sum_{\omega' \in Q_j(\omega)} \nu_j(\sigma(\omega'), \omega') \ P[\omega' | Q_j(\omega)].
\]
As \( \nu_j \) is measurable, by Fubini’s Theorem we can rearrange to get
\[
\int_{a_j \in A_j} \sum_{\omega' \in Q_j(\omega)} \nu_j(\{ a_j, \sigma_J(\omega') \}, \omega') \ P[\omega' | Q_j(\omega)] \ d\tilde{\sigma}(a_j | \omega)
> \sum_{\omega' \in Q_j(\omega)} \nu_j(\sigma(\omega'), \omega') \ P[\omega' | Q_j(\omega)].
\]
The inequality implies that the integrand cannot be less than or equal to the expression on the right hand side of the inequality for every \( a_j \in A_j \), so for some \( \delta_j \in A_j \) we must have
which, by Definition 1, is the condition for $\tilde{a}_j$ to be a profitable deviation. Therefore, by Definition 2, $\sigma$ is not an agency equilibrium of $(\mathcal{U}, \Pi, v)$. Contradiction. \( \square \)

Proposition 1 can be used to derive an existence theorem for Pareto agency equilibrium. The finiteness conditions that Theorem 1 places on $\mathcal{U}$ are independent of $v$. Under these conditions, the set of agency equilibria of $(\mathcal{U}, \Pi, v)$ is nonempty for any $v$, so it is nonempty for utilitarian $v$. By Proposition 1, this nonempty set is a subset of the set of Pareto agency equilibria of $(\mathcal{U}, \Pi)$, which is thus also nonempty.

**Theorem 2.** If $\mathcal{U}$ is such that $\Omega$, $A_i$, $i \in \mathcal{I}$ are finite, then the set of Pareto agency equilibria of $(\mathcal{U}, \Pi)$ is nonempty.

**Proof.** For all $J \subseteq \mathcal{I}$, let $\nu_J(\cdot, \omega) = \sum_{i \in J} \lambda_i u_i(\cdot, \omega)$, where $\lambda_i$ are strictly positive weights. By Theorem 1, the set of agency equilibria of $(\mathcal{U}, \Pi, v)$ is nonempty. By Proposition 1, the set of agency equilibria of $(\mathcal{U}, \Pi, v)$ is a subset of the set of Pareto agency equilibria of $(\mathcal{U}, \Pi)$, which is therefore also nonempty. \( \square \)

In the example of the Prisoner’s dilemma of Figure 2, we saw that a specific utilitarian $v$ with $\lambda_1 = \lambda_2$ made every Pareto agency equilibrium of $(\mathcal{U}, \Pi)$ an agency equilibrium of $(\mathcal{U}, \Pi, v)$. In general, such a choice of weights $\lambda_1, \lambda_2$ is not possible, as we can see by amending the payoffs of the prisoner’s dilemma in Figure 2 so that $u_1((C, C)) = u_2((C, C)) = 3$. This creates a kink in the Pareto frontier such that no choice of $\lambda_1, \lambda_2$ will lead to points on both sides of the kink maximizing $v$.

However, any given Pareto agency equilibrium can be supported as an agency equilibrium for some utilitarian $v$ with state-dependent $\lambda_i(\omega)$. State dependence is required to account for the possibility that a given Pareto agency equilibrium involves some agent $i$ playing different Pareto efficient action subprofiles at different states.

**Proposition 2.** If $\sigma$ is a Pareto agency equilibrium of $(\mathcal{U}, \Pi)$, then there exist $\nu_J(\cdot, \omega) = \sum_{i \in J} \lambda_i(\omega) u_i(\cdot, \omega)$, $J \subseteq \mathcal{I}$, $\omega \in \Omega$, $\lambda_i(\omega) \geq 0$, such that $\sigma$ is an agency equilibrium of $(\mathcal{U}, \Pi, v)$.

**Proof.** For given $\omega, J \in \Pi(\omega)$, consider $\sigma_J^1, \sigma_J^2 \in \Delta A_J$. If $a^1, a^2 \in \mathbb{R}_+$, $a^1 + a^2 = 1$, $\tilde{\sigma}_J = a^1 \sigma_J^1 + a^2 \sigma_J^2$, then $\tilde{\sigma}_J \in \Delta A_J$. As all measures have domain $A_J$ and $u_i$ is $\Delta_J$-measurable, the integral over the sum of measures that defines $u_i$ given the mixed strategy $\tilde{\sigma}_J = \sigma_J^1 + \sigma_J^2$ is equal to the sum of integrals over those measures (see, e.g., [52]), and we obtain the following expression linking the expected payoffs of $i \in J$ under $\tilde{\sigma}_J(\omega)$, $\sigma_J^1(\omega)$ and $\sigma_J^2(\omega)$, taking $\sigma_{-J}$ and $\omega$ as given.

\[
\sum_{\omega' \in Q_J(\omega)} u_j(\{ \tilde{\sigma}_J(\omega), \sigma_{-J}(\omega') \}, \omega') P[\omega' | Q_J(\omega)] \\
= a^1 \sum_{\omega' \in Q_J(\omega)} u_j(\{ \sigma_J^1(\omega), \sigma_{-J}(\omega') \}, \omega') P[\omega' | Q_J(\omega)] \\
+ a^2 \sum_{\omega' \in Q_J(\omega)} u_j(\{ \sigma_J^2(\omega), \sigma_{-J}(\omega') \}, \omega') P[\omega' | Q_J(\omega)].
\]

So the set of feasible expected payoff vectors for $J$, given $\sigma_{-J}$ and $\omega$, is a convex set in $\mathbb{R}^J$. Denote this set $U$.

Let $\sigma(\cdot) = (\sigma(\cdot))_{\epsilon \Pi(\cdot)}$ be a Pareto agency equilibrium of $(\mathcal{U}, \Pi)$. Let $U_J \in \mathbb{R}^J$ be the vector of expected payoffs at state $\omega$ of players in $J \in \Pi(\omega)$ at this equilibrium. That is, $U_J = (U_i)_{i \in J}$ and
As \( \sigma \) is a Pareto agency equilibrium and \( J \in \Pi(\omega) \), \( U \) does not contain any payoff vectors that Pareto dominate \( U_j \). Moreover, \( D \), the set of payoff vectors that Pareto dominate \( U_j \), is a convex set. By the Separating Hyperplane Theorem, we can choose a hyperplane \( f((x_i)_{i \in J}) = 0 \) in \( \mathbb{R}^J \) that separates \( U \) and \( D \). This plane intersects \( U_j \). Let \( \nabla f \) be the gradient vector of \( f \), which is constant as \( f = 0 \) is a hyperplane. Either \( (U_j + \nabla f) \in D \), in which case, by definition of \( D \), \( \nabla f \) is non-negative, or \( (U_j - \nabla f) \in D \), in which case \( -\nabla f \) is non-negative.

Let \( \lambda_i(\omega) = |(\nabla f)_i|, i \in J \), and \( v_j(\cdot, \omega) = \sum_{i \in J} \lambda_i(\omega) u_i(\cdot, \omega) \). The indifference curves of \( v_j(\cdot, \omega) \) in terms of \( \{u_j(\cdot, \omega)\}_{i \in J} \) are then given by \( f((x_i)_{i \in J}) = k \), for \( k \in \mathbb{R} \), and \( v_j(\cdot, \omega) \) attains its maximum value in \( U \) at \( \sigma_j(\omega) \). Hence, if \( v_j \) is defined in this way for all \( \omega, J \in \Pi(\omega) \), then \( \sigma \) is an agency equilibrium of \( (\mathcal{U}, \Pi, v) \). \( \square \)

5. Discussion

This paper has presented two fixed-point solution concepts, agency equilibrium and Pareto agency equilibrium, that allow for multiple levels of agency with potentially conflicting incentives. One of these concepts, agency equilibrium, involves the specification of payoffs for collective agents. The other concept, Pareto agency equilibrium, relies on Pareto dominance arguments and does not specify any additional payoffs beyond those of individuals. The model and both concepts should be readily accessible to anyone with a basic knowledge of games of incomplete information. Moreover, the ideas are easily teachable and applicable to any game theoretic situation in which collective agency is a possibility.

Readers may have a preference for one of the solution concepts over the other. In prior work on adaptive dynamics (see Remark 9), the author has emphasized the advantages of making a clear conceptual distinction between agency and payoffs. Pareto agency equilibrium does this, defining payoffs at the level of the individual while allowing multiple levels of agency. However, as long as choice by an agent is consistent with the usual axioms, it will be representable by a payoff function at the level of the agent itself. This is the approach taken by agency equilibrium, which adds some flexibility in that it allows for collective payoffs that are misaligned with individual payoffs, such as when Alice and Bob each individually prefer action profile \( a' \) to profile \( a'' \), but as a collective prefer profile \( a'' \) to \( a' \). In any case, as we saw in Section 4.2, it is instructive to consider each of these concepts with reference to the other.
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Appendix A. Proof of Existence

Proof of Theorem 1. Consider the finite game \( (\Phi, \{\Xi_i\}_{i \in \Phi}, \{\psi_i\}_{i \in \Phi}) \) derived from \( (\mathcal{U}, \Pi, v) \) as follows. The player set is

\[
\Phi := \{(J, Q_j) \in \mathcal{P}(\mathcal{J}) \times \mathcal{Q}_j : J \in \Pi(\omega) \text{ for all } \omega \in Q_j\}.
\]

The action set of player \( (J, Q_j) \in \Phi \) is \( \Xi(J, Q_j) = A_j \) and we denote the action of \( (J, Q_j) \) by \( \tilde{a}_{J, Q_j} \in A_j \). Denote the action profile \( \tilde{a} := (\tilde{a}_{J, Q_j})_{(J, Q_j) \in \Phi} \). Let \( \tilde{A} \) be the set of all action profiles. For a given state \( \omega \in \Omega \), denote \( a(\tilde{a}, \omega) := (\tilde{a}_{J, Q_j})_{J \in \Pi(\omega), \omega \in Q_j} \). Let the payoff of player \( (J, Q_j) \) at action profile \( \tilde{a} \) be

\[
\psi_{(J, Q_j)}(\tilde{a}) := \sum_{\omega' \in Q_j} v_j(a(\tilde{a}, \omega'), \omega') P[\omega' | Q_j],
\]

where \( U_i := \sum_{\omega' \in Q_j} u_i(\sigma(\omega'), \omega') P[\omega' | Q_j], \quad i \in J. \)
By Theorem 1 of [51], there exists an equilibrium in mixed strategies of $(\Phi, \{\Xi_i\}, \{\psi_i\})$.

Denote a (mixed) strategy for $(J, Q_j)$ by $\sigma_{J,Q_j} \in \Delta A_j$. Let $\sigma := (\sigma_{J,Q_j})_{(J,Q_j) \in \Phi} \in \Delta \Phi$. For $J_1 \in \Pi(\omega)$, let $\sigma|_{J_1}(\omega) = \sigma_{J_1,Q_1}(\omega)$. Let $\sigma(\omega) = (\sigma|_{J_1}(\omega))_{J_1 \in \Pi(\omega)} \in \Delta \Phi$ as before. Note that, by construction, $\sigma|_{J_1}(\omega) = \sum_{a} \sigma(a|\omega) = a^*(\omega)$.

The expected payoff of $(J, Q_j)$ at strategy profile $\sigma = (\sigma_{K,Q_k})_{(K,Q_k) \in \Phi}$ is

$$\psi_{(J,Q_j)}(\sigma) = \sum_{\bar{a} \in A} \sum_{a' \in Q_j} v_j(a(\bar{a}, \omega'), \omega') P[\omega' | Q_j] \sigma(\bar{a}),$$

(A1)

the summations in which can be swapped as $\bar{a}$ and $\omega'$ and vary independently of one another to give

$$\psi_{(J,Q_j)}(\sigma) = \sum_{a' \in Q_j} \sum_{\omega \in \Omega} v_j(a(\bar{a}, \omega'), \omega') \sigma(\bar{a}) P[\omega' | Q_j]$$

$$= \sum_{\omega' \in \Omega} \sum_{\bar{a} \in A} v_j(a(\bar{a}, \omega'), \omega') \sum_{a : a(\bar{a}, \omega') = a} \sigma(\bar{a}) P[\omega' | Q_j].$$

(A2)

Substituting $\sigma(a|\omega') = \sum_{\bar{a} : a(\bar{a}, \omega') = a} \sigma(\bar{a})$, this payoff can be written in terms of strategies of $(\Psi, \Pi, v)$,

$$\psi_{(J,Q_j)}(\sigma) = \sum_{a' \in Q_j} \sum_{\omega \in \Omega} v_j(a(\bar{a}, \omega'), \omega') \sigma(a|\omega') P[\omega' | Q_j]$$

$$= \sum_{\omega' \in \Omega} \sum_{\bar{a} \in A} v_j(\sigma(a|\omega'), \omega') P[\omega' | Q_j].$$

(A3)

Assume that $\sigma = (\sigma_{K,Q_k})_{(K,Q_k) \in \Phi}$ is a Nash equilibrium of $(\Phi, \{\Xi_i\}, \{\psi_i\})$. If $\sigma$, as defined above, is not an agency equilibrium of $(\Psi, \Pi, v)$, then, by Definition 2, there exists a profitable deviation $a_j \in A_j$ for some $\omega$, $J \in \Pi(\omega)$. That is, following Definition 1,

$$\sum_{\omega' \in Q_j(\omega)} v_j(\{a_j, \sigma_{-j}(\omega')\}, \omega') P[\omega' | Q_j(\omega)]$$

$$> \sum_{\omega' \in Q_j(\omega)} v_j(\sigma(\omega'), \omega') P[\omega' | Q_j(\omega)].$$

(A4)

Define $\tilde{\sigma}^*$ such that $\tilde{\sigma}^*_{K,Q_k} = \tilde{\sigma}_{K,Q_k}$ for all $(K,Q_k) \neq (J,Q_j(\omega))$, and $\tilde{\sigma}^*_{J,Q_j(\omega)}(a_j) = 1$. Combining (A3) and (A4) gives

$$\psi_{(J,Q_j)}(\sigma^*) > \psi_{(J,Q_j)}(\sigma),$$

which contradicts $\sigma$ being a Nash equilibrium of $(\Phi, \{\Xi_i\}, \{\psi_i\})$. Hence, $\sigma$ must be an agency equilibrium of $(\Psi, \Pi, v)$. \(\square\)
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