Hybrid Fixed-Point Fixed-Stress Splitting Method for Linear Poroelasticity
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Abstract: Efficient and accurate poroelasticity models are critical in modeling geophysical problems such as oil exploration, gas-hydrate detection, and hydrogeology. We propose an efficient operator splitting method for Biot’s model of linear poroelasticity based on fixed-point iteration and constrained stress. In this method, we eliminate the constraint on time step via combining our fixed-point approach with a physics-based restraint between iterations. Three different cases are considered to demonstrate the stability and consistency of the method for constant and variable parameters. The results are validated against the results from the fully coupled approach. In case I, a single iteration is used for continuous coefficients. The relative error decreases with an increase in time. In case II, material coefficients are assumed to be linear. In the single iteration approach, the relative error grows significantly to 40% before rapidly decaying to zero. This is an artifact of the approximate solutions approaching the asymptotic solution. The error in the multiple iterations oscillates within $10^{-6}$ before decaying to the asymptotic solution. Nine iterations per time step are enough to achieve the relative error close to $10^{-7}$. In the last case, the hybrid method with multiple iterations requires approximately 16 iterations to make the relative error $5 \times 10^{-6}$.
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1. Introduction

Linear poroelasticity is the relatively small deformations of fluid flow within a deformable porous medium. It can be found in diverse engineering fields such as reservoir engineering, biomechanics, environmental engineering [1–4], and earthquake engineering [5–8]. Stress analysis of bore-hole with poroelastic models can be found in [9,10]. In Biomechanics, such models are used to simulate tumor-induced stress levels in the brain [11,12]. In storage reservoirs, those models predict critical stresses [13,14] which compromise caprock integrity [15] and wellbore stability [16]. The accuracy of these stresses via prior or empirical approximations of material parameters and source term variability [17] depends on the representations of the elastic moduli and permeability factors [18]. However, a bias toward non-intrusive uncertainty quantification methods such as Collocation [19,20] and Monte Carlo [21–23] methods in many engineering applications [19,20,24–27], including poroelasticity [28,29]. These methods only require weighted sums of solutions to a problem at specific points in the random space [19]. However, intrusive methods are more efficient in achieving convergence per degree of freedom [17,30–35].

Poroelasticity is a coupled multiphysics problem where systems of partial differential equations describe the interactions between two or more field variables. Multiphysics problems differ from general mixed partial differential equation (PDE) formulations in that “neither domain can be solved separately from each other, and neither set of dependent variables can be explicitly
eliminated” [36–38]. Such multiphysics problems often result in significant degrees of freedom and present computational challenges. Accurate and efficient poroelasticity models are critical in modeling such multiphase flows including geophysical issues. For example, oil exploration, gas-hydrate detection, and hydrogeology [39]. These models also play an essential role in other engineering applications such as induced seismicity, groundwater contamination, and material processing and mitigating associated concerns. High dimensionality and multiscale nature of these applications make the modeling a daunting task. Moreover, much progress has been made in mathematical modeling, numerical analysis, discretization techniques, and high-performance computing [40]. Stochastic models can address the high dimensional problem. However, it is challenging to carry out parametric or sensitivity analysis as those models are computationally expensive. On the other hand, advances in preconditioners for linear systems [17,41] and parallelization [42] methods can result in accurate results with far fewer total degrees of freedom compared to non-intrusive methods [30] and reduce the computational cost. The high fidelity multiscale simulations may be possible with advanced high-performance computers. Therefore, splitting methods are prevalent in modeling geomechanical problems due to their inherent ability to reuse existing fluid flow and solid mechanics solvers. The practical approach for poroelasticity is based solely on constraining the physics between iterations. The pioneering work of Kim [43] analyzed the stability and consistency of several splitting strategies, including the drained, undrained, fixed strain, and the fixed rate of stress. It was found that the fixed rate of stress approach yielded consistency even when a single iteration was used [44,45]. Rigorous stability and convergence analysis for those splitting methods can be found in [46]. We explored an alternative splitting strategy based on fixed point iteration [47,48]. We obtained a convergent splitting strategy based on fixed point iteration which did not depend on artificially constraining the physics between iterations. We found that our method was, however, conditionally stable upon choosing sufficiently large time steps. In the present work, we overcome the constraint on time step by combining our fixed-point approach with a physics-based restraint between iterations. The current approach differs from our previous work in that we constrain the stress directly, without considering the rate of strain. The hybrid method proposed in this work can be used to simulate complex geomechanics problems [49,50].

We propose a method which decomposes the multiscale poroelasticity equations [48,51,52] into a sequence of elliptic partial differential equations sufficiently general to capitalize on the ample algorithms available for multiscale elliptic PDE’s. This method is based on block operator splitting of poroelasticity equations based on fixed-point iterations. The resulting formulation contains a pair of continuous elliptic PDE subproblems with multiscale coefficients. The present method is unconditionally stable for various material parameters, grid spacings, and time step sizes. Besides, it is convergent even for linearly as well as randomly varying material parameters. The fixed-point iterative process is described in Section 2. The hybrid method is presented in Section 3. The convergence analysis of this method is presented in Section 4. In Section 5, we demonstrate that our approach has similar convergent properties to the undrained splitting method, but also converges in a single iteration in case of constant material parameters.

2. Fixed Stress Splitting

Consider a system modeling diffusion in an elastic medium where the inertial effects are negligible. This quasi-static assumption arises naturally in the classical Biot model of consideration for a linearly elastic and porous solid which is saturated by a slightly compressible viscous fluid. The fluid pressure is denoted by $p$ and the displacement of the structure by $u$. The equations governing the poro-elastic system [53] for a homogeneous and isotropic medium are

\[-(\lambda + \mu) \nabla (\nabla \cdot u) - \mu \nabla^2 u + \alpha \nabla p = f,\]  

(1)
\[
\frac{\partial}{\partial t} (c_0 p + \alpha \nabla \cdot u) - \nabla \cdot k (\nabla p) = g. \tag{2}
\]

where, \(\lambda, \mu, \alpha, c_0,\) and \(k\) are material parameters, \(f\) is the body force, and \(g\) is the source term. The flow Equation (2) can be discretized in time \((t)\) and space \((x)\) with the forward finite difference scheme as

\[
c_0 \frac{p_t^{t+1} - p_t^t}{\Delta t} + \alpha \frac{\epsilon_v^{t+1} - \epsilon_v^t}{\Delta t} - \frac{d}{dx} \left( k(x) \frac{dp_t^{t+1}}{dx} \right) = g, \tag{3}
\]

where \(\epsilon_v^t \equiv \nabla \cdot u^t\) is the volumetric strain. The superscript \(t\) and \(t + 1\) represents quantities at time \(t\) and \(t + 1\), respectively. The traditional fixed rate of stress operator splitting strategy [44] for poroelasticity is a well-studied method with good convergence properties. It is based on imposing a constraint upon the volumetric stress in the flow equation. However, it is more appropriately interpreted not as fixed stress, but as fixed rate of stress since it constrains the variation in the time derivative of the volumetric stress \((\sigma_v)\) as

\[
\delta \sigma_v = 0. \tag{4}
\]

The discrete form of Equation (4) is

\[
\frac{\sigma_v^{t+1} - \sigma_v^t}{\Delta t} - \frac{\sigma_v^t - \sigma_v^{t-1}}{\Delta t} = 0, \tag{5}
\]

To convert Equation (5) in terms of the primary variable \(u\), we use the following relation between volumetric stress \((\sigma_v)\), volumetric strain \((\epsilon_v)\), and pore pressure \((p)\)

\[
\sigma_v - \sigma_v^{0} = K_{dr}(x) \epsilon_v - \alpha (p - p_0), \tag{6}
\]

where \(K_{dr}\) is unit bulk modulus constant. The derivative of Equation (6) with respect to \(t\) is

\[
\frac{d\sigma_v}{dt} = K_{dr}(x) \frac{d\epsilon_v}{dt} - \alpha \frac{dp}{dt}. \tag{7}
\]

The forward and backward finite difference approximations of Equation (7) with respect to time step \(t\) are

\[
\frac{\sigma_v^{t+1} - \sigma_v^t}{\Delta t} = K_{dr}(x) \frac{\epsilon_v^{t+1} - \epsilon_v^t}{\Delta t} - \alpha \frac{p_t^{t+1} - p_t^t}{\Delta t}, \tag{8}
\]

and

\[
\frac{\sigma_v^t - \sigma_v^{t-1}}{\Delta t} = K_{dr}(x) \frac{\epsilon_v^t - \epsilon_v^{t-1}}{\Delta t} - \alpha \frac{p_t^t - p_t^{t-1}}{\Delta t}, \tag{9}
\]

respectively. By substituting these discrete derivatives into Equation (5) and solving for \(\epsilon_v^{t+1}\), we get

\[
\epsilon_v^{t+1} = 2 \epsilon_v^t - \epsilon_v^{t-1} + \frac{\alpha}{K_{dr}(x)} \left( p_t^{t+1} - 2p_t^t + p_t^{t-1} \right). \tag{10}
\]

By substituting Equation (10) into Equation (3), we eliminate the flow equation’s dependence on \(\epsilon_v^{t+1}\) and can solve for \(p_t^{t+1}\) alone. Note that Equation (10) suggests that this splitting strategy requires only a single solve of the flow equation and requires information at time-steps \(t\) and \(t - 1\).

3. Hybrid Method

Based on our fixed stress splitting strategy, we propose a simple method to accelerate our iterative splitting strategy. First, we recall our semi-discrete Equation (3) and consider a sequence of approximations \(n\) within the time-step \(t + 1\) by replacing the unknown variables \(\epsilon_v^{t+1,n+1}\) and \(p_t^{t+1,n+1}\) with \(\epsilon_v^{t+1,n+1}\) and \(p_t^{t+1,n+1}\), respectively. This applies to both the fluid and solid equations, but we modify
the fluid equation using a slightly different method. Substituting the \( n + 1 \) iterates into Equation (3), we get

\[
\left( c_0 + \frac{K_{dr}(x)}{\alpha} \right) \frac{p^{t+1,n+1} - p^t}{\Delta t} + \left( \frac{\alpha}{K_{dr}(x)} \right) \frac{\varepsilon_v^{t+1,n+1} - \varepsilon_v^t}{\Delta t} - \frac{d}{dx} \left( k(x) \frac{dp^{t+1,n+1}}{dx} \right) = g. \tag{11}
\]

Note that the iterations occur only over the unknowns \( p^{t+1} \) and \( \varepsilon_v^{t+1} \) and that dependence of Equation (11) on \( \varepsilon_v^{t+1,n+1} \) implies dependence on \( \nabla \cdot u^{t+1,n+1} \) as well. To remove this dependence, we impose a slightly different constraint from the traditional fixed stress splitting. Instead of constraining the variation in the rate of volumetric stress \( \delta \sigma_v \), we constrain the variation in volumetric stress at the time level \( t + 1 \) over the iterations \( n \) and \( n + 1 \). This constraint is written as

\[ \delta \sigma_v^{t+1,n} = 0 \]

or equivalently

\[ \varepsilon_v^{t+1,n+1} - \varepsilon_v^{t+1,n} = 0. \tag{12} \]

Again, we use the relation between volumetric stress, volumetric strain, and pore pressure in Equation (6). By reformulating this relation in terms of iterations \( n \) and \( n + 1 \) and substituting that in Equation (12), we obtain

\[ \varepsilon_v^{t+1,n+1} = \varepsilon_v^{t+1,n} + \frac{\alpha}{K_{dr}(x)} \left( p^{t+1,n+1} - p^{t+1,n} \right). \tag{13} \]

Substituting Equation (13) into Equation (11), we eliminate the flow equation’s dependence on \( u^{t+1,n+1} \) and enable a solution in terms of pressure terms \( p^{t+1,n+1} \) only. Note that this new approach differs from both the traditional fixed-stress splitting and the fixed-point iteration described earlier and is a hybrid of both approaches. This approach is also like the undrained splitting method, as described by Mikelić and Wheeler in [46]. The primary difference is that our method removes the flow equation dependence on \( \varepsilon_v \) instead of removing solid equation dependence on \( p \).

We utilize the fixed-point iteration to set up a fully implicit sequence of approximations within the time step \( t \). We also utilize the volumetric stress equation to remove the dependencies on the volumetric strain in the current iteration. Unlike the traditional fixed-stress splitting, we hold the volumetric stress constant between iterations instead of its time derivative. In doing so, the new approximation \( p^{t+1,n+1} \) in our hybrid approach does not require the information from two previous time steps \( p^t \) and \( p^{t-1} \) as seen in the traditional fixed-stress splitting approach. Instead, it utilizes only information from the previous time step \( p^t \) and the previous iteration \( p^{t+1,n} \) to determine the variable in the next iteration \( p^{t+1,n+1} \).

4. Convergence

Instead of analyzing the eigenvalues of the stationary matrix as in [47], we establish stability by von Neumann analysis in the case of constant coefficients \( K_{dr}(x) \equiv K_{dr} \) and \( k(x) \equiv k \). To achieve this, we first reinterpret the hybrid fixed point iteration method as a single-pass splitting method. Consider the fixed-point iteration equations with no source terms \( (g) \)

\[
-K_{dr} \frac{d}{dx} \left( \frac{du^{t+1,n+1}}{dx} \right) + \alpha \frac{dp^{t+1,n+1}}{dx} = 0, \tag{14}
\]

\[
\left( c_0 + \frac{K_{dr}}{\alpha} \right) \frac{p^{t+1,n+1} - p^t}{\Delta t} + \left( \frac{\alpha}{K_{dr}} \right) \frac{\varepsilon_v^{t+1,n+1} - \varepsilon_v^t}{\Delta t} - k \frac{d}{dx} \left( \frac{dp^{t+1,n+1}}{dx} \right) = 0. \tag{15}
\]
Substituting Equation (13) into Equation (15), the flow equation yields
\[
\frac{c_0 + \frac{1}{2} + \tau^2}{\Delta t} p_{t+1,i+1} + \frac{c_0 + \tau}{\Delta t} p_i - \frac{\tau^2}{\Delta t} p^{i+1,1} + \frac{\tau}{\Delta t} e_p^{i+1} - \frac{\tau}{\Delta t} e_p^i - k \frac{d}{dx} \left( \frac{dp^{i+1} + 1}{dx} \right) = 0,
\]
where \( \tau \equiv \frac{\Delta t}{K_d} \). If we invoke only a single iteration in Equation (15), then we can write Equation (16) as
\[
\frac{c_0 + \frac{1}{2} + \tau^2}{\Delta t} p_{t+1} + \frac{c_0 + \tau}{\Delta t} p - \frac{\tau^2}{\Delta t} p^* + \frac{\tau}{\Delta t} e_p^* - \frac{\tau}{\Delta t} e_p^i - k \frac{d}{dx} \left( \frac{dp + 1}{dx} \right) = 0,
\]
where \( e_p^* \) and \( p^* \) are predicted values at the time step \( t + 1 \). Naturally, if \( \Delta t \) is sufficiently small, then we expect the predicted values are close to the values at the previous time-step \( t \). Thus, we choose \( p^* = p_i \) and \( e_p^* = e_p^i \). Substituting these predictors into Equation (17), we completely decouple the flow equation from its dependence on displacement \( u \) by canceling the \( e_p \) terms. Hence, (17) becomes
\[
\frac{c_0 + \frac{1}{2} + \tau^2}{\Delta t} p_{t+1} - p - k \frac{d}{dx} \left( \frac{dp_{t+1}}{dx} \right) = 0.
\]
We can write Equation (15) as
\[
-K_d \frac{d}{dx} \left( \frac{du_{t+1}}{dx} \right) + d \frac{dp_{t+1}}{dx} = 0.
\]
Now, we discretize this system of equations on an equispaced, staggered finite volume cell grid and obtain
\[
-\frac{K_d}{\Delta x} \left( u_{i+1,j} - 2u_{i,j} + u_{i-1,j} \right) + \alpha \left( p_{j+1} - p_{j-1} \right) = 0 \tag{20}
\]
\[
\Delta x \left( \frac{c_0 + 1}{2} + \tau^2 \right) \left( p^{i+1}_j - p^j \right) - \frac{k}{\Delta x} \left( p^j_{j+1} - 2p^j_j + p^j_{j-1} \right) = 0 \tag{21}
\]
In a similar manner to [43], we assess the stability of the time stepping scheme in the context of Von Neumann analysis by considering a characteristic solution of the form \( p_j = \gamma^i e^{i j \beta} \hat{P} \) and \( u_j = \gamma^x e^{j \beta} \hat{U} \), with \( \beta \in [-\pi, \pi] \) and amplification factor \( \gamma \). Substituting these expressions in Equation (20) and utilizing half angle and complex exponential identities, we obtain
\[
\begin{bmatrix}
-\frac{1}{\Delta x} \left( 1 - \cos \theta \right) & \alpha \sin \left( \frac{\theta}{2} \right) \\
\alpha \sin \left( \frac{\theta}{2} \right) & (b_1 (\gamma - 1) + b_2) \\
\end{bmatrix}
\begin{bmatrix}
\hat{U} \\
\hat{P} \\
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
\end{bmatrix},
\]
where \( b_1 = \Delta x \left( c_0 + \frac{1}{2} + \tau^2 \right) \) and \( b_2 = \frac{2k\Delta t}{\Delta x} (1 - \cos \theta) \). We equate the determinant of the matrix in Equation (22) to zero and obtain the characteristic polynomial in terms of \( \gamma \) as
\[
\frac{1}{\Delta x} \left( 1 - \cos \theta \right) \cdot ((b_1 + b_2) \gamma - b_1) = 0.
\]
Note that Equation (23) is automatically satisfied for \( (1 - \cos \theta) = 0 \). Thus, to show stability we need to demonstrate that the roots of Equation (23) have magnitude less than 1 in the case when \( (1 - \cos \theta) \neq 0 \). If we assume \( (1 - \cos \theta) \neq 0 \), then the root is
\[
\gamma = \frac{b_1}{b_1 + b_2} = \frac{c_0 + \frac{1}{2} + \tau^2}{c_0 + \frac{1}{2} + \tau^2 + \frac{2k\Delta t}{\Delta x^2} (1 - \cos \theta)}.
\]
Since \( c_0, \tau, \Delta t, \) and \( \Delta x \) are positive and \( (1 - \cos \theta) > 0 \) for all \( \theta \), the numerator is clearly smaller than the denominator in magnitude. Thus, \( |\gamma| < 1 \) and our method is stable.
Stability alone does not necessarily result in convergence. By Lax equivalence theorem, we also need to show consistency. That is, the local truncation error \( L(\Delta t, \Delta x) \to 0 \) as \((\Delta t, \Delta x) \to (0,0)\) must hold true. By Taylor series expansions of the finite difference scheme, it is clear that Equation (18) has local truncation error \( O(\Delta t + \Delta x^2) \). If we consider the pressure term in Equation (20) as a source term, then the displacement terms clearly retain a local truncation error \( O(\Delta x) \). Since the local truncation errors in both equations are linear combinations of \( \Delta t \) and \( \Delta x \), their limits converge to 0 as \((\Delta t, \Delta x) \to (0,0)\).

5. Numerical Experiments

We have demonstrated the convergence of the hybrid splitting method in the case of constant material parameters with a single iteration. However, this analysis does not necessarily hold for the general example of variable coefficient parameters. In the present study, we demonstrate that this method does, indeed, converge over a wide range of cases when multiple iterations are allowed. The technique is particularly useful in the case of different material parameters.

We considered three different cases. In Case I, we have demonstrated the convergence of the hybrid splitting method in the case of constant material parameters with a single iteration. However, this analysis does not necessarily hold for the general example of variable coefficient parameters. We demonstrate that this method does, indeed, converge over a wide range of cases when multiple iterations are allowed. The splitting method is particularly useful in case of different material parameters. Case II explores the convergence of the hybrid splitting method with bulk modulus and mobility parameters expressed as linear functions of the form \( f(x) = mx + b \). The third/final case illustrates the application of the hybrid method for randomly distributed \( K_d \) and \( k \) in the range [1, 1000] for both parameters.

In all three cases, we chose a staggered spatial discretization consisting of \( N = 1000 \) intervals in both \( u \) and \( v \), yielding a total of \( 2N + 2 \) nodes on the unit interval \( \Omega = [0, 1] \). We applied the standard boundary conditions for the Terzaghi problem (See Figure 1). On the left boundary, pressure \( (p_L = 0) \) and traction \( (T_L = -1) \) is specified. On the right boundary, displacement \( (u_R = 0) \) and flux \( (f_R = 0) \) is applied. If \( p_L = u_R = f_R = 0 \) and \( \lambda, \mu, \alpha, c_0 \) and \( k \) are constant, then Equations (1) and (2) are equivalent to the classic Terzaghi Problem where a constant (compressive) load \( T_L \) is suddenly applied on the top \( (x = 0) \) of a column of fluid-saturated porous medium over a finite length. The load is induced by a permeable plunger or piston such that fluid drains through the top boundary as shown in Figure 1. Due to draining, the medium at the top boundary is also subject to zero excess pore pressure conditions. The Dirichlet and Neumann conditions at \( x = 1 \) model the situation where the bottom wall is both rigid and impermeable, respectively. The medium is constrained in the transversal directions by a rigid container such that it is subject only to uniaxial strain. The initial condition captures the fact that there is no increment in fluid content upon initial loading. Next, we assume the lame parameters \( \lambda, \mu, \) and permeability \( k \) in Equations (1) and (2) vary in space but not in time. We further assume that these variable material parameters are highly heterogeneous, but not necessarily periodic.

To verify convergence, we compare the hybrid splitting solution to the numerical solution of the fully coupled poroelasticity equations. For both the hybrid splitting and fully combined solutions, the initial condition is obtained by imposing the increment in fluid content as zero. To simplify our analysis, we nondimensionalize the governing equations by introducing new spatial, temporal, and state variables. We follow an analogous approach [54] for nondimensionalizing the equations with the domain length \( L \) and traction boundary condition \( T_L \). The non-dimensional space \( (\hat{s}) = \frac{x}{L} \), time \( (\hat{t}) = \frac{\nu t}{L^2} \), pressure \( (\hat{p}) = \frac{p}{p_r} \), and displacement \( (\hat{u}) = \frac{u}{L} \). Where, \( \nu = \lambda + 2\mu \). Substituting these non-dimensional variables into the equations results a parameter associated with \( \nabla p, \hat{p}, \) is \( c_0\nu \). In the present study, the nondimensional domain, \( \Omega \), is \([0,1]\). \( a \in [0,1] \) characterizes the strength of the coupling between the flow and deformation equations. If \( a = 0 \), then the equations for fluid and solid are completely decoupled from each other. In contrast, the case with \( a = 1 \) characterizes the strongest fluid-solid interactions.
6. Results

6.1. Case I

As Figure 2 illustrates, the fully coupled and hybrid splitting solutions are virtually indistinguishable from each other when only a single iteration is applied to the constant coefficient case. A good agreement in both pressures and displacements from the two solutions across all time steps can be seen in the figure. Figure 3 shows the relative $L^\infty$ norm error. Despite the small initial relative error, we observe that the error increases at the beginning of the computations and decreasing as $t \to \infty$. It is anticipated that any initial error should be monotonically amplified with successive time steps. We attribute the decrease in error to the convergence of both the hybrid and fully coupled solutions to an asymptotic state for the Terzaghi problem with no source terms.
6.2. Case II

We chose $f(x) = 1000x + 1$ ($m = 1000$) as the variable material coefficient for $K_{dr}$ and $k$ for all simulations. To capture the salient behavior of the partial differential equations, we chose a smaller time step $\Delta t = 0.0001$ than that of Case I. Figures 4 and 5 illustrate a stark contrast in the case of variable material coefficients. The error between the hybrid and fully coupled solutions is significantly large in magnitude. The visible difference between the solutions can be seen in Figure 4. In multiple time steps, nine iterations per time step are enough to achieve relative error close to $10^{-7}$. The solution converges with sufficiently small error to render the solutions visually indistinguishable.

The error plots (Figures 6 and 7) confirm the stark difference in relative error between a single and multiple iterations of the hybrid method. In the only iteration approach, the error grows significantly to 40% relative error before rapidly decaying to zero. Again, this is an artifact of the approximate solutions approaching the asymptotic solution, rather than convergence between the hybrid and fully coupled solutions. The error in the multiple iterations oscillates within $10^{-6}$ error before decaying to the asymptotic solution. Both approaches appear to converge to the asymptotic solution, but the evolution in time is more easily captured with multiple iterations for linear material coefficients.

Figure 3. Maximum relative error with hybrid splitting method for constant material coefficients.

Figure 4. Comparison of the displacement (left) and pore pressure at time $\hat{t} = 3 \times 10^{-5}$ with hybrid splitting (continuous blue line) and fully coupled (discontinuous red line) methods with only one iteration for linear material coefficients.
Figure 5. Comparison of the displacement (left) and pore pressure at time $\hat{t} = 3 \times 10^{-5}$ with hybrid splitting (continuous blue line) and fully coupled (discontinuous red line) methods with nine iterations for linear material coefficients.

Figure 6. Error propagation of hybrid splitting method with only one iteration for linear material coefficients.

Figure 7. Error propagation of hybrid splitting method with many iterations for linear material coefficients.
6.3. Case III

For the linear case, we observe that convergence is not guaranteed for a single iteration when the real coefficients $K_d$ and $k$ vary in space. Thus, for case III, we only consider the hybrid method with multiple iterations. We note that, for this case, approximately sixteen iterations are required to achieve the relative error close to $5 \times 10^{-6}$. Figure 8 illustrates that the hybrid method again converges to the desired accuracy when multiple iterations are utilized. The error is well controlled overall time steps. Still, we observe that the error initially increases, but then stabilizes and decreases beyond this point. Though not illustrated in Figure 9, further analysis of the error reveals a steady decay of the error to zero as $t \to \infty$. Again, this phenomenon is a result of the rapid convergence of the numerical solution to its asymptotic state, rather than a property of the hybrid splitting method itself.

Figure 8. Comparison of the displacement (left) and pore pressure at time $\hat{t} = 3 \times 10^{-6}$ with hybrid splitting (continuous blue line) and fully coupled (discontinuous red line) methods with nine iterations for random material coefficients.

Figure 9. Error propagation of hybrid splitting method with only one iteration for random material coefficients.
7. Conclusions

We developed an innovative operator splitting method for poroelasticity which combines the fixed-point iteration approach with the physics-based fixed-stress splitting. In this method, the constraint on time step is eliminated, and it accelerates the fixed stress method. We considered three different cases. In case I, we verify the convergence of the single iteration hybrid method for constant unit bulk modulus and constant unit mobility. In case II, we study the convergence of the process for linear bulk modulus and mobility parameters. Case III presents the application of the hybrid method for randomly distributed bulk modulus and mobility constants. In all the three cases, we chose a staggered spatial discretization consisting of $N = 1000$ intervals in both $x$ and $y$ directions, yielding a total of $2N + 2$ nodes on the unit interval $\Omega = [0,1]$. We compared results from the hybrid splitting method with the solution from fully coupled poroelasticity equations.

In case I, the relative error with the single iteration method decreases with an increase in time. In case II, the relative error with an only iteration approach grows significantly to 40% before rapidly decaying to zero. This is an artifact of the approximate solutions approaching the asymptotic solution. The error with multiple iterations oscillates within $10^{-6}$ before declining to the asymptotic solution. Nine iterations per time step are enough to achieve the relative error close to $10^{-7}$. In case III, the hybrid method with multiple iterations requires 16 iterations to make the relative error close to $5 \times 10^{-6}$. Therefore, numerous iterations per time step are needed if the real coefficients are not constant. We observed that both methods converge in few iterations and the results from these two methods are in good agreement. However, this approach is considerably difficult to implement in higher dimensions for arbitrary assignments of the Neumann and Dirichlet conditions, much less for arbitrary domain geometries. In contrast, the Dirichlet/Neumann center strategies are readily amenable to higher dimensions. More importantly, both approaches are needed to enable coupling between the flow and deformation problems.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>Dilation (N/m$^2$)</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Shear moduli of elasticity (N/m$^2$)</td>
</tr>
<tr>
<td>$c_0$</td>
<td>Combined porosity of the medium &amp; compressibility of the fluid (m$^2$/N)</td>
</tr>
<tr>
<td>$k$</td>
<td>Hydraulic conductivity (m$^2$/N s)</td>
</tr>
<tr>
<td>$f$</td>
<td>Body force per unit volume (N/m$^3$)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Stress vector (N/m$^2$)</td>
</tr>
<tr>
<td>$p$</td>
<td>Pore pressure (N/m$^2$)</td>
</tr>
<tr>
<td>$K_{dr}$</td>
<td>Bulk modulus (N/m$^2$)</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Time step (s)</td>
</tr>
<tr>
<td>$\tau$</td>
<td>$a/K_{dr}$ (m$^2$/N)</td>
</tr>
<tr>
<td>$u$</td>
<td>Displacement (m)</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Strain tensor</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Biot’s coefficient</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Variation</td>
</tr>
<tr>
<td>$x$</td>
<td>Spatial co-ordinate</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Amplification factor</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Domain</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of intervals</td>
</tr>
</tbody>
</table>

Subscript

| V | Volumetric |
| j | jth cell |
| L | Left |
| R | Right |

Superscript

| t | A quantities at time $t$ |
| n | A quantities at $n$th iteration |
| . | Rate of a quantity |
| -* | Non dimensional value of a quantity |
| * | Predicted value |
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