Abstract: A review of the main approaches developed for sea ice classification using satellite imagery is presented. Satellite data are the main and very often only information source for sea ice classification and charting in the remote arctic regions. The main techniques used for ice classification and ice charting in several national ice services are considered. Advantages and disadvantages of various SAR data-based methods for ice classification are analyzed. It is shown that an increase of SAR technical abilities contributes to the enhancement of sea ice classification reliability. The possible further development of satellite data-based methods for ice classification is discussed.
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1. Introduction

Sea ice cover is an essential component of the Arctic environment and plays an important role in the weather and global climate systems. In addition, sea ice has a significant impact on ice navigation and offshore activities in the polar region. Thus, sea ice classification and ice charting are of interest for making management decisions to ensure safety and efficiency of economic activities without damage for sensitive Arctic environment. Currently, remote sensing data are the main and very often only source of information about sea ice conditions in the Arctic.

One of the primary tasks of sea ice charting is to accurately identify the location of the boundary between ice and open water (the ice edge) [1]. Estimation of ice concentration requires the ability to delineate ice and open water (OW) boundaries with finer spatial resolution. One of the main factors determining the ice navigation difficulties in the Arctic is the ice thickness. Other ice state parameters such as cracks, polynyas, fractures, slightly ridged ice, zones of decreased concentration, ridged features, and floes are very important for ice ship’s routing. The procedure of recognition of all these navigation-significant sea ice parameters should be operational and close to the near-real-time regime. At present, sea ice charting by national ice services is based on expert analysis of different data received from all available information sources. This information can be derived from satellite data of various spectral ranges [2].

In the last decades, many studies have been conducted to derive data on sea ice characteristics from high-resolution Synthetic Aperture Radar (SAR) images. SAR can provide measurements regardless of the weather conditions and natural illumination with a high spatial resolution. The national ice services of the United States of America, Canada, Russia, Norway, Denmark and Finland employ high-resolution SAR images as the main data source for monitoring sea ice cover for navigation ships, fishing and various marine operations [1,3–5]. The national ice centers produce ice charts according to international and national standards defined by the World Meteorological Organization (WMO) [6]. More data are becoming available and more quickly accessible to the scientific community, generating
quickly expanding research results and new research questions. The ultimate objective of this paper is to consider existing techniques and to estimate the further development of the satellite data-based methods for the SAR sea ice classification.

2. Synthetic Aperture Radar

The development of SAR observing systems for sea ice monitoring started in 1978 with the launch of the satellite SEASAT (USA). The study of daily SAR images acquired regularly over sea ice in the Beaufort Sea shows the data potential for application to the operational mapping of sea ice type and concentration. The Kosmos-1870 (launched in 1987) and then Almaz-1 (launched in 1991) satellites carrying onboard the SAR instruments earnestly confirmed the applicability of satellite images, considered as an important operational data source for oceanology, geology, cartography, geophysics, etc. applications [7].

The era of intensive development of SAR missions resulted in the successful launch of multiple satellites. SARs of ERS-1,2 (European Remote Sensing satellites, European Space Agency (ESA) in 1991 and 1995) were utilized to monitor the sea ice on the Northern Sea Route, ice mapping and forecasts, and to provide detailed information on sea ice to select the ship routes. However, wide operational use of ERS SAR data was limited by its rather narrow swath width and spatial coverage up to 82° N. The commercial SAR satellite RADARSAT-1 (RS-1, Canadian Space Agency), launched in 1995, provided access to a variety of SAR modes with different incidence angle, resolution and swath width. The ability to regularly acquire the C-band SAR images with 100 m resolution with up to 500 km wide swath has fundamentally changed the way that several national ice monitoring agencies now operate, such as the United States National Ice Center (NIC) and the Canadian Ice Service (CIS) [8].

The launch of ENVISAT (Environmental Satellite, ESA) in 2002 with the multiple polarization ability of Advanced SAR (ASAR) data represented a technological improvement of spaceborne SAR systems allowing investigation of polarimetric scattering signatures of various sea ice types and OW at different incidence angles. These studies of sea ice signatures showed the high potential of multipolarized data for application to the operational mapping of sea ice type and concentration [9,10]. The new capacity for ice cover monitoring has been shown by research of polarimetric mode data, which are provided by the next generation of satellites. These SAR instruments can alternately transmit horizontally (H) and vertically (V) polarized waves and receive both polarizations in different combinations providing the dual-polarization or fully polarimetric SAR data. RADARSAT-2 (RS-2) launched in 2007 for the Canadian Space Agency has enhanced the measurement of parameters determined by CIS (e.g., ice-edge location, ice concentration, and stage of development) that are important for operational ice monitoring. The launches of X-band TerraSAR-X and TanDEM-X (Germany, in 2007 and 2010), L-band ALOS-2 (Japan Aerospace Exploration Agency, in 2014), C-band Sentinel-1A/B (European Commission and ESA, in 2014 and 2016) and others have provided a large amount of multi-mode SAR images for sea ice observations.

3. Interactive Sea Ice Charting: GIS-based Techniques

CIS designed an image display system that comprises a series of servers and workstations as well as GIS software. The integrated system can geocode, pre-process the image, combine a few images to form of mosaic and draw lines to define homogeneous ice zones in the image. Ice charts are drawn for the Canadian Arctic, using all available satellite information, as well as visual ice observations in situ. The U.S. NIC uses SAR data (as well as other information) to provide routine ice thickness estimation, a daily ice edge and marginal ice zone hemispheric analysis via GIS tools. Detailed hemispheric analysis of sea ice types and concentrations is performed weekly in Sea Ice Grid (SIGRID) format [11]. Ice products provide information on sea ice stage of development according to WMO ice nomenclature. The NIC has an active collaboration with the CIS [12].

Finnish Ice Service (FIS) employs satellite data for mapping ice conditions in the Baltic Sea, using GIS-based software to enable the processing of satellite SAR information. Interpretation of satellite
images is performed by experienced ice experts using GIS technology to polygonize the sea ice areas of the same attributes. This technique requires many ground truth measurements and continuous monitoring of ice conditions. Operative ice information includes daily ice analysis charts, ice thickness analysis, ice model forecasts, etc. Daily ice charts are based on the ice chart of the preceding day, SAR images, observations from icebreakers and coastal stations, and include concentration, typical, maximum and minimum thickness of level ice and a numeral on a five-point scale for ice ridging. This technology has been developed for the Baltic Sea and is currently being developed for the Kara and Barents Seas. In addition, it will be extended to the other arctic seas [13].

The GIS-based system developed at the Danish Meteorological Institute (DMI) efficiently produces digital ice charts in vector format for the Greenland waters using SAR and other satellite data. The ice service at the Norwegian Meteorological Institute routinely processes a greater volume of satellite remote sensing data and mainly focuses on the operational analysis of ice conditions for producing ice charts containing sea ice concentration and delineated areas of fast ice. The Norwegian Ice Service provides ice charts for the European part of the Arctic every weekday. The charts are produced by a manual interpretation of Sentinel-1 (S1) and RS-2 SAR data [12].

In 1975, a concept and beta version of the Automated Ice Information System for the Arctic (ALISA) was developed at the Arctic and Antarctic Research Institute (AARI, St. Petersburg, Russia) [14]. One of the Automated Working Places (AWPs) of this system, AWP “Ice Expert”, has been designed to produce the ice information products. GIS-based software AWP “Ice Expert” operates with various satellite information comprising ice information from ground-based and drifting hydrometeorological stations, vessels and icebreakers. This comprehensive information analysis with the previous analysis (ice chart) as the background state allows producing new information products (annotated satellite images and ice charts) by experienced sea ice experts. The polygons of areas with homogeneous ice attributes are labeled by the ice expert and the resulting image is automatically saved in the WMO SIGRID3 standard vector format [11]. The developed automated technique allows working directly in the ArcView GIS environment and compiles the ice chart immediately as a vector shapefile containing information about the boundaries of ice zones and the ice attributes (“ice eggs”) within each zone.

Russian State Research Center for Space Hydrometeorology “Planeta” (Moscow) has conducted radar surveys of the Arctic and Antarctic ice cover since 1983 after the launch of the first oceanographic satellite Kosmos-1500. “Planeta” provides digital charts of ice coverage conditions for the Arctic seas based on satellites data. The “Planeta” technology implies a combination of automated and interactive techniques to process visible, infrared or microwave satellite data. The satellite images are pre-processed in automated mode. In the interactive mode, the ice parameters (age, concentration, ice forms, etc.) are interpreted on satellite images and displayed on the ice chart. In addition, the designed GIS-based software “Planeta Monitoring” employs supervised classifications based on Bayesian maximum likelihood for normal feature vectors distribution, and the K-means clustering algorithm [15].

4. SAR Data-based Ice Classification

SARs emit the microwave radiation toward the Earth’s surface and receive the reflected echo by the same antenna recording the amplitude and phase. Consequently, a SAR image represents the intensity of radar reflections from the surface, which is measured by the value of the backscattering coefficient ($\sigma^o$). The information derived from SAR image depends on the radar frequency, polarization, and incidence angles, as well as the backscattering intensity of the given ice type, is influenced by the physical and dielectric properties of ice [5,15,16]. Ice thickness cannot be directly derived from SAR images but can be only roughly estimated from the ice stage of development (ice types). The automatic interpretation of SAR images is very challenging since SAR image interpretation is complicated by the ambiguity of sea ice backscatter. In addition, the need to quickly and routinely process of many delivered SAR images may require the development of the automated techniques. Therefore,
the creation of robust automated SAR imagery processing systems has been and remains a very urgent task for researchers.

The most common approach to detect sea ice types is the use of the SAR image characteristic—tone or brightness—determined by the sea ice backscatter. The ability to detect different ice stages of development is very dependent on the geographic region and season [8,17,18]. The University of Kansas began to study the use of expert systems in sea ice classification from SAR since 1990 resulting in various techniques to measure and identify sea ice features in SAR imagery. The combination of the dynamic local thresholding and an expert system with human geophysical knowledge were investigated for ice–water segmentation and ice type classification from ERS-1 SAR data. The technique uses multiple thresholdings (selected by the dynamic thresholding method) and correlation to extract intermediate result images, which are then morphologically cleaned and recombined through a structural growing technique, resulting in distinctions among three ice thickness classes: 0–30 cm, 30–200 cm, and >200 cm. The obtained ice classes and their characteristics, which represent a fullness of features in terms of shape, are fed to the established expert system. The proper labeling for the ice thickness classes in the final result image are achieved using geophysical classification knowledge (ice growth and behavior (geometry), geographical, and historical) to supplement the original classification. The proposed dynamic thresholding technique offers good separation of ice classes. Inherent problems caused by the ambiguity of the SAR images ice intensity under varying environmental conditions, as well as windy OW, are remedied to a large extent by the expert systems analysis [19,20].

In 1992, the Geophysical Processor System (GPS) was developed at the Alaska Satellite Facility (ASF) Synthetic Aperture Radar Data Center, established at the University of Alaska, which was designed to regularly automatic sea ice classification from SAR [21]. The automated classification system was developed for single polarized SAR images from ERS-1 and jointly employed an ISODATA cluster analysis and the Look-Up Tables (LUTs) contain the expected backscatter coefficients of various ice types for a specific geographical region and season [22,23]. The air temperature fields received from the National Meteorological Center are used to select the appropriate LUTs to be used for classifying sea ice types in the SAR imagery. The use in the classification algorithm of only the backscatter values limited the number of distinguished sea ice types to four, and in the summer period to 2–3. The method of LUTs utilization allows distinguishing four ice types in winter: multiyear ice (MYI), rough first-year ice (FYI), smooth FYI, and a class that combines new ice and smooth OW. The most reliable results of GPS ice types classification were obtained for the estimation of sea ice in the central Arctic. The general conclusion was that the performance of the algorithm reveals a considerable dependence on the ice cover characteristics in certain regions but does an excellent job of mapping sea ice in regions to which it is optimally adapted [22,23].

In 1998, Multi-Year Ice Mapping System (MIMS) at the University of Colorado was developed to quickly identify of the high-latitude old ice using uncalibrated SAR images from RADARSAT. A local dynamic thresholding algorithm using the Fisher criterion automatically maps and contours multiyear (old) ice. MIMS was tested and evaluated at the Naval Research Laboratory at the Stennis Space Center (NRLSSC) in Mississippi [24,25]. In addition, in 1998, a beta version of the fully automated system was designed and delivered to NIC and NRLSSC. The Advanced Reasoning using Knowledge for Typing of Sea ice (ARKTOS) system, evolved over more than 10 years, is a SAR-based sea ice classification system incorporated the knowledge-based rules of regional ice features to interpret RADARSAT SAR images [26]. After pre-processing of the input SAR image, ARKTOS applies a watershed region growing segmentation technique to identify intensity homogeneous regions (segments) in the image. A set of 25 attributes, which describe the properties of each segment, such as average intensity, area, shape and other spatial characteristics, and the simple texture-based statistics, is computed. Each segment is then classified according to a set of rules derived from the knowledge and ice experts experience using Dempster-Shafer belief system by looking for satisfied conditions. The algorithm allows distinguishing four classes: OW, new ice, FYI and MYI. The main advantage of ARKTOS is it is
a feature-based approach, while most knowledge-based systems are pixel-based. Human experts do not analyze the images at the pixel level; instead, they look at regions and features and reason about them. The ARKTOS system can classify SAR sea ice data automatically in an operational regime by simulating logical conclusions used by ice experts in the process of interpretation [27,28].

Similar to the GPS system for the processing of geophysical data products, the RADARSAT Geophysical Processor System (RGPS) was developed at the Jet Propulsion Laboratory and installed in the ASF since 1999. The RGPS generated many products built on each other. The elaborate operational system classifies Scanning Synthetic Aperture Radar (ScanSAR) mode images of the RS-1 SAR in winter into five classes combining the ice backscatter values with ice motion and an empirical relation between accumulated freezing-degree days and ice thickness. The system identifies MYI, FYI rough, FYI smooth, and a class that combines new ice and smooth OW [29,30].

Finnish Meteorological Institute (FMI) has developed several generations of algorithms for the estimation of sea ice concentration, and now offers precise real-time information on ice cover and concentration for the Baltic Sea. The Baltic Sea ice and OW discrimination with 90% accuracy based on thresholding of segment-wise local autocorrelation using SAR images was presented by Karvonen et al. [31]. Then, Karvonen (2010) [32] showed that several classes of sea ice can be distinguished by selecting the boundaries in the RS-1,2 and ENVISAT SAR images using the Canny edge detection. These methods can well distinguish OW areas, as well as different ice types and areas with certain types of ice characteristics (for example, cracks or ridges). A comparison of the ice–water classification results of these two algorithms application was presented by tests with RS-2 and ENVISAT SAR data that showed the classification accuracy over 89.4% compared with ice maps of the Baltic Sea manually produced by the FIS. For training data, the classification result of both methods has more than 92% accuracy [32,33]. A fully automated algorithm using dual-polarized ScanSAR wide mode RS-2 data for sea ice concentration retrieval [34] has been applied by FIS in an operational test mode since 2014. The new iteration of sea ice concentration algorithm based on Neural Networks (NN) utilizing S1 double-polarization data was developed for the Baltic Sea. Backscattering coefficients, several texture features, and spectral gradient and polarization ratios extracted from the Advanced Microwave Scanning Radiometer-2 (AMSR2) data are used as input. The sea ice concentration estimates are computed for each SAR segment after a SAR segmentation, i.e., the NN inputs are segment-wise median values [35]. The fully automated sea ice concentration algorithm produces a daily mosaic covering the Baltic Sea, and it is planned to apply it over the Barents and Kara Seas.

MAg-Guided Sea Ice Classification (MAGIC) system developed at the University of Waterloo [36,37] has been extended for automated ice–water discrimination on RS-2 dual-polarization images based on a combination of an Iterative Region Growing using Semantics (IRGS) classification and a pixel-based Support Vector Machine (SVM) approach. IRGS, developed at the University of Waterloo in the System Design Engineering department, performs the segmentation of the polygons via a watershed algorithm [38]. SVM classifier uses backscatter and SAR texture features to assign ice–water labels after IRGS segmentation. The MAGIC system has been tested on the groundtruthed RS-2 dual polarization SAR scenes of the Beaufort Sea containing a variety of ice types and water across melt, summer, and freeze-up periods. The average classification accuracy was found to be up to 96.47% [37,39,40]. MAGIC has been developed as a modular system of an operational tool to be inserted into CIS operations.

The Norwegian Meteorological Institute developed an automated system for sea ice classification based on cross-polarization SAR data implemented at the Norwegian Ice Service [41]. Pre-processed S1 SAR images are used to automatically reveal OW and sea ice concentration [42]. The Norwegian Ice Service currently provides the automatically generated daily ice charts for the Arctic in experimental test regime. The operational daily ice maps continue to be provided by sea ice experts using RS-2, S1 SAR and other data.
5. Discussion

5.1. Ice Classification and SAR Technical Abilities

Due to the large extent of sea ice in polar and sub-Arctic regions as well as the difficulties with in situ observations in those regions, remote sensing is the only practical way to estimate the ice cover conditions at the space and time scales required. The qualitative improvement of the environmental monitoring on a regional and global basis using SAR can be reached with advances in satellite capabilities, as well as in processing algorithm development.

The technical ability to obtain multi-polarization (full- and double-polarization) SAR images improves the classification and segmentation of sea ice compared to single polarization images. Calm water (at low wind speed) has a low reflected signal resulting in a dark tone in SAR image, almost the same as a level FYI. Detection of OW affected by strong wind on a background of sea ice is simplified using SAR images with two polarizations (HH and HV) due to the significant difference in the backscatter signal from water and ice. The quantitative measurements by Arkett et al. [43] substantiate that co-polarized channels provide valuable information to an ice analyst. The co- and cross-polarized ratio is known to provide an excellent measure to distinguish OW and ice types [10, 44–46]. Nakamura et al. [44] proposed a polarimetric decomposition technique to classify sea ice of the Okhotsk Sea based on multi-polarization (HH and VV) and dual-frequency (L- and X-band) SAR-data. The VV/HH backscattering ratio provides better sea ice classification capability. The algorithm for retrieving ice thickness based on the backscattering ratio was improved by the empirical Integral-Equation Method (IEM) surface scattering model [47]. The algorithm performs better than previous retrievals, showing good agreement with in situ measurements of thickness data using L-band Pi-SAR (the multipolarized airborne SAR with X- and L-bands) with the root mean square error (MSE) of 7 cm (compared to C-band ASAR data with MSE of 13.6 cm). Nakamura et al. [47] also concluded that L-band SAR was more useful for thickness retrieval than the C-band.

More advanced dual-polarized SAR data show the possibility of a decision tree classifier for sea ice types and OW discrimination using estimated statistical thresholds for winter. Open water is unambiguously discriminated (except thin sea ice) from smooth FYI, rough FYI, and MYI using a co-polarized ratio threshold with >99% accuracy [48]. The advantages of using the RS-2 double-polarized SAR image data for automatic unsupervised segmentation of sea ice are discussed in [49].

The assessment of the full polarimetric SAR images (HH, HV, VH, and VV) is presented in [50]. The full polarimetric mode of SAR imagery contains complete information about ice cover properties and can improve the sea ice classification accuracy [10, 51–53]. An approach to analyzing the fully polarimetric images was introduced by Freeman and Durden [54], who decomposed the received signal of fully polarimetric data into the contributions of independent scattering mechanisms (Freeman–Durden decomposition). Scheuchl et al. [55, 56] applied the proposed technique in combination with the Wishart distribution to the multifrequency and multipolarized SIR-C (the shuttle Spaceborne Imaging Radar) data and the airborne SAR imagery. The decomposition method provides a consistent physical description of the scattering processes showing the potential for the identification of ice types using polarimetric SAR data. Applied to dual-frequency data, the method can utilize the different information content of both frequencies and allows thin ice, FYI and MYI to be distinguished. The potential of supervised K-means and maximum likelihood (ML) classifications of various SAR polarimetric data to three pre-identified sea ice types and wind-roughened OW is explored in [57]. The advantages of the full polarimetric data for sea ice mapping is limited by the narrow image swath in the purpose of operational sea ice classification and can be useful to monitor small local areas [45, 58, 59]. The upcoming SAR of Canadian satellites RADARSAT Constellation Mission (RCM) in addition to polarimetric modes will provide data of new polarization configuration—hybrid polarization, also known as compact polarization (CP). Several studies assessing the possibility for discrimination of ice types and OW using SAR data obtained in the CP mode have shown promising
The proposed CP SAR data will have a swath width up to 500 km and could be a good choice for operational sea ice observation using SAR [63].

Moreover, to improve the SAR data classification, more complex datasets can be applied. In addition to using the multichannel, fully polarimetric images data can be supplemented by fusion between data acquired by different SAR sensors or between SAR data and multispectral images [53,64–69]. Another focus, when images acquired by different sensors are combined, is the availability of imagery with different resolutions that of advantage for sea ice classification [70].

Other potential ability to streamline the ice mapping services is to enhance the satellite data processing techniques. Various approaches have been developed to automate the process of sea ice type classification as well as the location of the ice edge and OW in SAR imagery during the past years. Since several winter sea ice stages of development (types or age) and OW can have the same tonal properties, which represent backscatter values [4,5,23], the backscatter at a single pixel is insufficient to distinguish between ice categories. A single-polarization ERS-1 SAR image intensity-based classification with LUTs (algorithm proposed by ASF) have been used to identify MYI, smooth and rough FYI, and new ice/open water in the Beaufort and Chukchi Seas [71]. Additional information is required incorporating the spatial context information (e.g., texture) present in SAR images to analyze objects constructed of similar neighboring pixels. The image analysis method that groups adjacent pixels into significant areas and tracks these areas as objects according to their shape, texture, and spectral information is called an object-oriented classification. This object-based classification allows extracting information about image texture within the group of pixels, which is not available in single pixel-based classifications, making the sea ice parameters delineation more accurate. An important advantage of the object-oriented approach is the independence on the speckle noise of SAR images.

Since the texture is manifested due to variations of the measured intensity occurring in scales much larger than the pixel size, the visually considered SAR image structures (floes, ridges, cracks, rafting ice, leads, etc.) may reveal homogeneous or inhomogeneous areas and can be characterized by different textural parameters [5]. The texture feature extraction is a very substantial stage since it affects the quality of the subsequent classification. Many texture features exist across various scales, and it is very important to measure the texture reasonably and effectively. The most widely used techniques to extract the texture information are statistical methods, e.g. wavelet transform, Markov random field (MRF) and others. The most common statistical method is based on a gray level co-occurrence matrix (GLCM). The texture features extraction via GLCM was presented and explored [72–74], and qualitative evidence of its usefulness for sea ice classification has been found as was one of the key steps for image processing improvement [75]. Holmes et al. [75] examined the use of texture features for sea ice classification and recommended incorporating some additional texture features in future work. The grey level co-occurrence probability texture features applicability for sea ice classes discrimination are widely discussed in [76], where Barber and LeDrew [76] achieved the best discrimination between ice types by simultaneously utilizing three GLCM texture features. The GLCM approach demonstrates better results than those of other texture discrimination methods and is extensively applied in texture description [77]. The investigation of texture statistics calculation parameters was also provided in many researchers (e.g., [78,79]).

### 5.2. SAR Data-based Methods for Ice Classification

Many SAR data-based methods for sea ice classification have been proposed utilizing unsupervised or supervised techniques. Autocorrelation methods [31,33], combinations of wavelet-based [80–82], Gabor wavelet techniques [79], MRF [36,83,84], clustering approaches [22,85] have evolved to produce reliable results (see Table 1).
### Table 1. SAR data-based methods for sea ice classification.

<table>
<thead>
<tr>
<th>Sea Ice Algorithm</th>
<th>Input/Image Features + Additional Method</th>
<th>Results and Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelet transforms</td>
<td>ERS-1/Entropy (texture)</td>
<td>~87% for three ice classes (by Discrete Wavelet Transform); estimated using 1 scene; results are consistent with ice observer reports</td>
<td>Yu et al., 2002 [81]</td>
</tr>
<tr>
<td></td>
<td>RS-1/texture</td>
<td>63.5% (OW), 36.6% (new ice) and 82.99% (young ice); estimated using 3 scenes</td>
<td>Liu M. et al., 2015 [87]</td>
</tr>
<tr>
<td></td>
<td>ENVISAT (VV)/texture, CBERS-02B 2 + hue-intensity-saturation transformation = fusing + PCA 3</td>
<td>87% for three ice classes (by Discrete Wavelet Transform); estimated using 1 scene; results are consistent with ice observer reports</td>
<td>Yu et al., 2002 [81]</td>
</tr>
<tr>
<td>Bayes classifiers</td>
<td>ERS/texture</td>
<td>94.17% for seven classes; estimated using independent test dataset</td>
<td>Soh and Tsatsoulis (1999) [88]</td>
</tr>
<tr>
<td></td>
<td>RS-1/texture + MRF</td>
<td>better detection of smooth and rough FYI, MYI; estimated using visual interpretation 1</td>
<td>Deng and Clausi 2005 [84]</td>
</tr>
<tr>
<td></td>
<td>ENVISAT (HH)/mean</td>
<td>68% for FYI and 96% for FYI, estimated using AARI ice charts</td>
<td>Zakhvatkina et al., 2013 [89]</td>
</tr>
<tr>
<td>Maximum Likelihood</td>
<td>RS-2 (quad-pol)/polarimetric parameters = couple of best 3 parameters combinations selected</td>
<td>90.63% for three ice classes and OW; estimated using independent test dataset of ground truth points</td>
<td>Gill and Yackel (2012) [57]</td>
</tr>
<tr>
<td></td>
<td>ERS-1, RS-1/mean + LUT of expected backscatter + air temperature (Bayesian rule)</td>
<td>four ice types (winter), and 2-3 classes(summer)</td>
<td>Kwok 1992 [22]</td>
</tr>
<tr>
<td></td>
<td>RS-2 (quad-pol)/co- and cross-pol ratio + kurtosis</td>
<td>7 classes; estimated using 2 training images 1</td>
<td>Moen et al., 2015 [51]</td>
</tr>
<tr>
<td>Neural Networks</td>
<td>RS-2 (HH, HV)/polarization and gradient ratios of four AMSR2 radiometer channels</td>
<td>Baltic ice concentration is underestimated with signed error 3.9% using FMI ice charts independent test dataset of 10 scenes</td>
<td>Karvonen, 2014 (see details above) [34]</td>
</tr>
<tr>
<td></td>
<td>S1 (HH, HV)/mean, texture, polarization and gradient ratios of four AMSR2 radiometer channels</td>
<td>Baltic ice concentration is overestimated with signed error 3.8% using FMI ice charts independent test dataset of for 50 scenes</td>
<td>Karvonen 2017 [35]</td>
</tr>
<tr>
<td></td>
<td>ENVISAT (HH)/mean + texture</td>
<td>~100% for MYI, FYI and OW; estimated using independent test dataset</td>
<td>Daboor and Geldsetzer, 2014 [60]</td>
</tr>
<tr>
<td>SVM</td>
<td>ERS-2 (VV) and RS-1 (HH)/mean + texture</td>
<td>84% for six classes; estimated using independent test dataset</td>
<td>Bogdanov et al., 2005 [91]</td>
</tr>
<tr>
<td>Neural Networks</td>
<td>ERS-2/texture</td>
<td>8 classes; estimated using visual comparison 1</td>
<td>Kaleschke and Kern 2002 [92]</td>
</tr>
<tr>
<td></td>
<td>RS-2 (HH, HV)/polarization and gradient ratios of four AMSR2 radiometer channels</td>
<td>Baltic ice concentration is underestimated with signed error 3.9% using FMI ice charts independent test dataset of 10 scenes</td>
<td>Karvonen, 2014 (see details above) [34]</td>
</tr>
<tr>
<td></td>
<td>S1 (HH, HV)/mean, texture, polarization and gradient ratios of four AMSR2 radiometer channels</td>
<td>Baltic ice concentration is overestimated with signed error 3.8% using FMI ice charts independent test dataset of for 50 scenes</td>
<td>Karvonen 2017 [35]</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>ENVISAT (HH)/mean + texture</td>
<td>80% for 4 classes; estimated using independent test datasets from 3 scenes</td>
<td>Zakhvatkina et al., 2013 [39]</td>
</tr>
<tr>
<td></td>
<td>TerraSAR-X (VV)/texture</td>
<td>~83% for three ice classes and OW; estimated using test datasets from 3 scenes</td>
<td>Ressel et al, 2015 [52]</td>
</tr>
<tr>
<td></td>
<td>TerraSAR-X (HH, VV)/co-pol ratio, polarimetric features</td>
<td>~95% for three ice classes and OW; estimated using test datasets from 3 scenes</td>
<td>Ressel et al, 2016 [45]</td>
</tr>
<tr>
<td></td>
<td>ALOS-2 and S1(HH, HV)/co- and cross-pol ratios, incidence angle, autocorrelation (texture)</td>
<td>S1: 87.23% and 89.33%; ALOS-2: 84.17% and 85.2% for three classes compared with manual ice charts and the AMSR2 data; estimated using independent test datasets from 3 scenes</td>
<td>Aldenhoff et al., 2018 [69]</td>
</tr>
<tr>
<td></td>
<td>RS-2/texture + IRGS segmentation</td>
<td>96.5% for ice edge/open water; estimated over groundtruthed 20 scenes</td>
<td>Leigh et al., 2014 [39]</td>
</tr>
<tr>
<td></td>
<td>RS-2/texture + decision tree</td>
<td>91.7% for four ice classes and OW; estimated using independent test dataset</td>
<td>Liu et al., 2015 [93]</td>
</tr>
<tr>
<td></td>
<td>RS-2/texture</td>
<td>91.4% for ice edge/open water; estimated using 2700 scenes in comparison with MET Norway product</td>
<td>Zakhvatkina et al., 2017 [94]</td>
</tr>
<tr>
<td></td>
<td>S1/mean, incidence angle, ancillary data</td>
<td>82.8 % for ice edge/open water; estimated using 226 scenes in comparison with MASIE product</td>
<td>Hong and Yang, 2018 [95]</td>
</tr>
</tbody>
</table>

1 Numerical accuracy not provided. The authors mentioned that no general validation is presented because there was one or several scenes and lack of a representative dataset. 2 CBERS-02B is the China-Brazil Earth Resources Satellite (optical images). 3 PCA, principal component analysis. 4 MASIE, Multisensor Analyzed Sea Ice Extend product, provided by NIC.
Numerous attempts have been made to develop an automatic algorithm for ice/ocean discrimination using SAR data [28,31,48,90,96]. Based on the early studies in [80,86], a novel method of automatic detection of the ice edge in dual-polarized RS-2 SAR images was proposed to employ the curvelet transform and active contour method [97]. Comparison of the ice edge with that from manually analyzed SAR images demonstrates the effective detection of the ice edge in SAR images by the proposed method.

A semi-automated sea ice classification algorithm based on fuzzy rules is presented in [96] for RS-1 data over the Arctic Ocean and has been evaluated for retrieval of the calm OW, wind-roughened water, and sea ice in low and high concentrations. This semi-automatic fuzzy-logic algorithm was extended for sea ice classification using derived statistical and texture image features [98]. GLCM entropy measure was found to be effective in classifying SAR images. The described methods were used by the DMI.

Another cluster of algorithms for the goals of automated SAR data processing to retrieve sea ice parameters are supervised learning classifications. The supervised learning method requires a training dataset with known samples for the algorithm tuning, and hence the SAR pre-processing to investigate, identify and assign labels to the predefined classes via ice expertise (for instance) is needed. One of the popular methods is neural networks, which gain over the more traditional statistical approaches the ability to implement only the actual data without any prior knowledge on the statistical distribution of the data and determination of their informational content [99]. Another supervised machine learning algorithm widely applied to both sea ice types and ice/water classification last years is a support vector machine [100]. The methods of supervised learning also include a Bayesian classification that is widely used as a theoretically reliable image classification. The difference from other classification methods is that the Bayesian approach is based on the known of a priory probability of a class object existence [101,102]. The combination of these methods and texture features in addition to various segmentation techniques is also successfully used for sea ice type classification.

Several early studies present the successful application of NN in the development of algorithms for sea ice classification from satellite images (e.g., [103–105]). Karvonen [106] presented the pulse-coupled NN for ice edge detection, segmentation and ice classification in RADARSAT SAR images of the Baltic Sea. The results show the correct classification of new, level FYI, deformed and fast ice, although thick fast ice was classified in some cases as thin level ice. This approach is widely investigated and extended, has several iterations according to the data and some features, and now modified techniques are designed and applied in the routine process of concentration and thickness ice charts drawing in FIS over Baltic Sea for all seasons [34,35].

Bogdanov et al. [91] compared the NN classification with the other supervised learning algorithm based on the linear discriminant analysis (LDA), presented in [107], for ice classification. A multi-layer feed-forward NN was applied to recognize six sea ice types in RADARSAT and ERS SAR images of the Kara Sea. The results of automated classification (see Table 1) are significantly improved by applying the multisensors approach (up to 91.2% and 90.1% for NN and LDA methods, respectively). A NN with texture features based on the GLCM was used for classification of ENVISAT ASAR images [89], where the approach of two consistent application of differently trained NN was proposed to improve sea ice types and OW discriminating using one polarization. The same approach is shown in [93] for the sea ice type classification of RS-2 dual-polarization images using the second SVM in combination with texture features. Liu et al. [93] reasoned that ice concentration should be exploited during the first initial SVM classification and applied as one of the input parameters for a second SVM iteration. They also applied the ML classification to compare its results with the SVM classification. In conclusion, the SVM was found to be more reliable for sea ice classification than ML. SVM is successfully utilized in MAp-Guided Sea Ice Classification system [40] (see Table 1). This system has been under development by MAGIC research group for many years, investigating, applying and improving the combination of various texture extraction, image segmentation and classification approaches [36,37,40,85]. A similar
approach applying SVM with backscatter and texture features is presented in [95,108] (see Table 1) for classification of S1 data.

The geostatistical approach to automated classification of sea ice from SAR data proposed in [109], where various function values are derived from sub-images in several directions. The classification is then based on feature vectors of parameters (various parameters) calculated from the various functions to summarize spatial sea ice properties. The result yields a segmentation of the study area into homogeneous regions of different sea ice types. It is summarized that a combination of supervised classification (ML) and various parameter mapping yields best results, correctly identifying several sea ice provinces. A province can contain several sea ice types that have experienced the same morphogenetic, kinematic and dynamic processes. Therefore, the geostatistical-statistical classification may be applied to detect processes describing physical characteristics dynamics and deformation states of sea ice.

6. Conclusions

Visual interactive interpretation of satellite imagery to derive sea ice information is the main technique for ice charting in several national ice services. The quality of ice classification depends on the skills and experience of ice experts. Experts with experience of airborne visual ice reconnaissance interpret the data of the optical spectral range quite successfully. Visual interpretation of radar data is quite difficult.

Many researchers are skeptical about using only SAR data for ice type classifications or thickness retrieval. The sea ice parameters retrieval from SAR images using the only backscatter is considered unreliable, and the additionally provided other sources (sensors) data to improve the results is welcomed. The possibilities of combining high resolution SAR together with optical data are of great interest due to the wide coverage that SAR offers. However, regular monitoring of the sea ice in the high latitude Arctic in a combination of space-borne SAR and visual spectral range data is limited by the polar night when the sea ice monitoring is highly required. In general, many papers demonstrate that single-frequency sea ice classification results show some class confusion compared with the reference results, indicating radar wavelength dependent limitations for ice type separation. Observations from several SAR frequencies would be of interest to get the most information about sea ice parameters to implement ice classification. Combining of all these researchers’ “wishlist” for the accurate routinely mapping of ice in operational regime is restricted by the complexity of near-real-time collocated SAR images acquisition, financial means, computation time and at present is possible only for commercial projects.

Since HV polarization is good to use to distinguish highly smooth surfaces from rough surfaces, utilizing the co-polarization ratios are recommended as well as additional extracted statistical and textural features. New possibilities open up with CP data since they have more polarization information, and give the opportunities to extract new polarimetric features that will improve the ice classification results.

The more consistent SAR image classification result is reached when the processing chain in general comprises the following major steps: (1) image pre-processing (calibration, incidence angular correction, noise correction, filtering, etc.); (2) allocation of ice objects in the case of segmentation usage; (3) image features extraction; and (4) classification. Most methods typically based on a combination of backscatter intensity, second order texture statistics, and some ancillary information applying different numerical models for segmentation and/or classification. A huge number of investigations have been proposed to develop sea ice types or ice edge/open water classifications techniques, but closer to real fully- or semi-automatic systems are based on NN or SVM methods.

Based on this review of the ice cover classification studies using high-resolution SAR images, it seems to be possible to automate main ice types retrieval as well as discriminate ice and OW. The sea ice services use satellite SAR images as the major data source, but the daily operation of sea ice is done
manually by ice analysts, especially for providing detailed ice charts. This process is very laborious and subjective, so the development of the robust automated ice mapping algorithms is still a hot topic.
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