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Abstract: The monitoring and prediction of water quality parameters are important tasks in the management of water resources. In this work, the performances of time series statistical models were evaluated to predict and forecast the dissolved oxygen (DO) concentration in several monitoring sites located along the main river Vouga, in Portugal, during the period from January 2002 to May 2015. The models being compared are a regression model with correlated errors and a state-space model, which can be seen as a calibration model. Both models allow the incorporation of water quality variables, such as time correlation or seasonality. Results show that, for the DO variable, the calibration model outperforms the regression model for sample modeling, that is, for a short-term forecast, while the regression model with correlated errors has a better performance for the forecasting \(h\)-steps ahead framework. So, the calibration model is more useful for water monitoring using an online or real-time procedure, while the regression model with correlated errors can be applied in order to forecast over a longer period of time.
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1. Introduction

Water quality is routinely assessed in streams, rivers, lakes, and reservoirs, especially when there are significant industrial activities and human populations in these areas. Naturally, in other contexts, water quality assessment is a process that contributes to environmental and ecosystem monitoring. The analysis and monitoring of water quality through systematic and scientifically established procedures provide important information on the status of these basins, while also helping official entities target their decision-making processes toward supported policy options. For instance, in a hydrological basin, this information can be used to build an understanding of the dynamic of the basin and how nutrients and other contaminants behave over time, namely, by monitoring both seasonal changes and long-term trends.

In the European Union (EU), the management of water resources is regulated by EU directives and their transposition into national legislation. For instance, in Portugal, the Law n. 58/2005 (Law of Water) ensures implementation into national law of the Directive n. 2000/60/CE—the Water Framework Directive, WFD—(https://eur-lex.europa.eu/legal-content/En/TXT/?uri=CELEX:32000L0060), which creates the institutional framework for the sustainable management of surface, interior, transitional, coastal, and even groundwater. The Decree-Law n. 77/2006 complements the WFD by characterizing the waters of a river basin. A regulatory instrument establishes the status of surface waters and groundwater and their ecological potential [1].
On the one hand, the monitoring of water resources has the purpose of evaluating the water status (surveillance monitoring); on the other hand, it allows the assessment of implemented programs that include measures for identifying water resources at risk of failing to meet environmental objectives (operational monitoring).

Many disciplines study processes and parameters, including water quality, that underlie freshwater ecosystem functions, ranging from hydrology to ecology, and a panoply of models is available to simulate their behavior [2]. In this context, many water quality variables are regularly assessed, including, among others, nutrient concentrations, temperature, conductivity, pH, dissolved oxygen, and total suspended solids.

Since data are collected by sampling, statistical methods are the most applied analysis techniques in the monitoring and analysis of water quality variables, namely: regression models (linear and nonlinear) and time series models, as well as data analysis techniques, such as correlation analysis, multivariate statistical techniques (cluster analysis, principal component analysis), among others. In [3], principal component analysis, regression analysis, and cluster analysis were applied to 26 water quality parameters in Sukhnag stream, one of the major inflow streams of Lake Wular. In [4], linear regression, principal component analysis, and cluster analysis were applied to analyze a voluminous and complex dataset of Vishav stream, which had been acquired during 1-year monitoring program of 21 parameters at five different sites. In [5], cluster analysis, principal component analysis, factor analysis, and discriminant analysis were used for the assessment of spatial and temporal variations of a large complex water-quality dataset of the Songkhram River Basin, generated during 15 years (1995–2009) by monitoring 17 parameters at five different sites. In [6], generalized additive models of location, scale, and shape (GAMLSS) were applied to characterize model uncertainty, due to incomplete understanding of physical processes, in an Atlantic coastal plain watershed system. In [7], extreme learning machine (ELM) and wavelet-extreme learning machine hybrid (WA-ELM) models were applied to forecast multi-step-ahead electrical conductivity (EC)—a water quality indicator that is useful for estimating the mineralization and salinity of water—and to employ an integrated method to combine the advantages of WA-ELM models, which utilized the boosting ensemble method. Control charts were developed by [8] to treat the case of a French river, for which the parameter of interest, the dissolved oxygen concentration (DO), was characterized by a non-stationary and seasonal time evolution. A range of statistical techniques, discussed in [9], can be used to detect gradual or abrupt changes in hydrochemistry, including parametric, non-parametric, and signal decomposition methods.

Considering the time structure of data collected over time, other authors have adopted time series models in order to model and analyze water quality variables. In [10], a time series analysis approach was applied to model and predict univariate dissolved oxygen and temperature time series for four water quality assessment stations at Stillaguamish River located in the state of Washington. Cluster analysis and linear models were used by [11,12] to describe a hydrological space-time series of quality variables and to detect changes in surface water quality data collected in the River Ave hydrological basin, located in the northwest region of Portugal. In [1], the case study of the hydrological basin of the river Vouga, in Portugal was presented. A discrimination analysis of water monitoring sites, using the monthly dissolved oxygen concentration, was proposed by [13], performing the extraction of both trend and seasonal components in a linear mixed-effect state-space model. Linear state-space models were applied by [14] as an improvement of the linear regression model, since these models allow the incorporation of a constructed hydro-meteorological covariate.

In the massive data collection era, the use of computational intelligence (CI) approaches has been increasing in different hydrological contexts, with emphasis on modeling techniques in hydrologic engineering. In hydrology, one of the most employed CI approaches is based on artificial neural networks (ANNs), with applications ranging from groundwater modeling [15] to rainfall-runoff modeling [16,17], among others. In [18], an integrated variable fuzzy evaluation model was proposed to assess river water quality based on theory of variable fuzzy sets and fuzzy binary comparison method. ANN and extreme learning machine was used by [19] to compare the performance of
modular models against global models in predicting the total flow in different small- to medium-sized watersheds in the northern United States. In [20] can be found the relevant CI used in the context of flood and waste management.

The study of water quality variables is extremely important in order to assure the benefits that water provides to the ecosystem and to human society. Furthermore, water quality has a direct relationship with water quantity, in particular, with the flow in a waterway or the volume in a water body. Flow is a fundamental property of streams that affects everything from temperature of the water and concentration of various substances in the water to the distribution of habitats and organisms throughout the stream.

Several works relating water quality parameters and water flow can be found in the literature. For instance, in [21], the interactions between DO and flow in the river Waihou catchment, New Zealand, were evaluated with the purpose of supplying minimum flow and flow variability requirements for instream ecology, in order to provide a more holistic framework for defining flow requirements in the catchment area. In [22], the relationship between some water quality parameters, including DO, and flow rates at several sites in the Vltava River catchment in the Czech Republic were evaluated. The results indicated that concentrations of nitrates, suspended solids, and dissolved oxygen are in direct relation to flow rate. In [23], the effects of flow releases from Roanoke Rapids Dam on DO concentrations were evaluated, including percentages of saturation and deficit levels, in the Roanoke River between Roanoke Rapids and Jamesville, North Carolina, during May–November from 2005 to 2009. Interannual, intraannual, daily, and hourly streamflow, precipitation, and water quality data were used in the analysis to determine if discernible quantitative or qualitative patterns linked Roanoke River instream DO levels to releases at Roanoke Rapids Dam. In [24], a longitudinal profile of DO was obtained to quantify the shift of the water quality under low flow conditions in the urban section of the urban river Nanfei (Hefei, China). It was used to establish an overarching budget of DO to identify the main sources and sinks with an oxygen model and to provide a basis for general mitigation strategies and policy recommendations for oxygen depression of urban rivers in transitional regions.

In a water resource management framework, several water quality parameters are being measured to indicate the water status of a river and to guide decision makers about environmental and water policies. Among the most important parameter is the dissolved oxygen concentration as an indicator of river health, which is used by regulators as part of the classification for good chemical status [25]. This parameter directly indicates the status of an aquatic ecosystem and its ability to sustain aquatic life. In the presence of extreme low DO values, the aquatic ecosystems become unbalanced, leading to environmental problems, such as fish mortality. In fact, the dissolved oxygen concentration in aquatic systems can be critical to habitat quality and can have cascading impacts on redox-sensitive nutrient and metal cycling [26]. In this context, DO modeling and forecasting becomes a relevant research topic, and it has been addressed with different approaches in the literature, ranging from differential equations [27] to ANN modeling [28]. In a time series analysis perspective, since DO concentration presents both time correlation and seasonality, models such as linear regression models and linear state-space models are simple and valid alternatives for the modeling and forecasting of this variable. Moreover, these models have desirable statistical properties which allow inferences.

The main research hypothesis of this work is that the usual linear regression models, and their variants for time series data, are more able to forecast the dissolved oxygen concentration to a future instant, while dynamic linear models are more appropriate to a monitoring procedure in an in-sample or online approach. The research hypothesis was assessed through a competitive study of time series models, which were used to model and forecast the dissolved oxygen concentration, taking into account the usual characteristics of this type of variable, such as the existence of trends, seasonality, and temporal correlation. Despite the fact that these models are based on linear models, the temporal correlation present in the environmental data is introduced and statistically treated in different ways. Time series models are presented with a discussion of their assumptions, as well as their main stochastic properties and added-value for the monitoring of this type of variable. These models allow
the water quality variable analysis over a mid-term period. However, two of these models incorporate
a time correlation structure that facilitates monitoring in real time, in the sense that these models
allow forecasting and assessing of the predictability of observations through forecasting and filtered
certainty intervals.

The models were assessed based on their performance in modeling and forecasting the dissolved
oxygen (DO) concentration (mg/L), since this is a variable largely measured by the monitoring
procedures, and the amount of dissolved oxygen has been considered a relevant indicator of water
quality, since it is affected by set of environmental factors. Although the DO concentration analysis
is the main objective of this work, the monitoring of water is usually performed with a more
complete approach that connects chemical and biological analyses. However, the analysis of the
model more appropriate to monitor or forecast water quality variables must be performed for each
type of variable, since each variable can be affected in different ways from several conditions, such as
hydro-meteorological conditions, untreated effluent discharges from industrial activities, etc.

The study was performed using the monthly data of the dissolved oxygen concentration, collected
during the period from January 2002 to May 2015, in water quality stations located in the Vouga river
basin in Portugal. The choice of this basin results from the fact that the University of Aveiro (UA) is
located in the Vouga river basin region, and the university is a neighbor of the ria de Aveiro lagoon,
which has great territorial, environmental, economic, and social expression; besides that, the University
of Aveiro is committed to facilitating the provision of scientific knowledge on this lagoon area.

When working with data collected by other entities, there are additional constraints/challenges
upstream the modeling process. In the years after 2015, the data are more sparse both in the periodicity
of their collection, as well as in the number of locations for which these measurements are available;
for instance, after this period, there were some financial cuts that originated a change in the water
monitoring plan. Furthermore, in the majority of the monitoring sites, there was a small percentage of
missing observations until 2015, which requires special attention.

2. Materials and Methods

2.1. Vouga River Description and Data

Vouga is a river situated in the center of Portugal, and it reaches to about 930 m in altitude near
the geodesic landmark Facho da Lapa, in Serra da Lapa, a mountain located in the district of Viseu.
It flows 148 km before empting into Ria de Aveiro lagoon. This is the major river draining into the
lagoon, flowing from east to west, and has a catchment area of about 2100 km$^2$, whose runoff was
estimated to be about two-thirds of the total freshwater inflow to the lagoon [29].

Nonetheless, the river Vouga contribution originates not only from the principal river, but also
from its large tributary river Águeda, joining the lower reach of Vouga near the lagoon. Thus, the area of
river Vouga upstream river Águeda is 1500 km$^2$, which is located in the mountainous terrain underlain
by rocks of low permeability. These characteristics, together with the regional weather pattern,
cause a large seasonal difference between winter runoff events and summer base flow. During winter,
frequent high flow events (>100 m$^3$/s) can occur, while, by the end of summer, the base flow can be
less than 1 m$^3$/s [30].

Given that the Vouga river is the most important in the river Vouga basin, an important variable to
monitor is water quality. The monthly DO concentration was analyzed in five water quality monitoring
sites located along the Vouga river during the period from January 2002 to May 2015. The data up to
May 2013 were used in the modeling stage, while the remaining data were used to assess the forecast
ability of the models under consideration. The period under analysis corresponds to a time when the
data were regularly collected on a monthly basis. The irregularity of the data collection is very large
after May 2015, hence, the data after this year were not taken into consideration.

The dataset were collected from the Portuguese National Information System for Water Resources,
SNIRH [31]. Table 1 lists the information about the water monitoring sites and the respective descriptive
statistics of the DO concentration for the modeling period and Figure 1 presents the location of the Vouga river watershed in Portugal and also the monitoring sites locations along Vouga river. Descriptive statistics show that the monitoring site of Ponte Vouzela (VOZ) has the highest sample standard deviation and the smallest sample mean. These values indicate a greater variability of the DO in this site compared to the others. One possible reason is the activity of the poultry and lagomorph slaughterhouses; the lowest DO concentration mean level may be associated with pollutant discharge into the waterways [13]. However, the analysis of these sample statistics must be prudent, since data have a time correlation and, possibly, they are a non-stationary times series.

![Figure 1. The hydrological basin of river Vouga location in Portugal and locations of monitoring sites, based on maps of the Portuguese National Information System for Water Resources (SNIRH) [31].](image)

Since the original data had some months with more than one measurement, their average was taken for those months. Furthermore, there are some missing values in the original dataset. In the period up to May 2013, the percentage of missing values ranged from 16% up to 20%, while, in the remaining period up to May 2015, these percentages are larger. The missing values in the modeling period were filled as specified in [13], who used the same data for other goals.

### Table 1. Descriptive statistics of dissolved oxygen concentration between January 2002 and May 2013.

<table>
<thead>
<tr>
<th>Monitoring Site</th>
<th>Abbrev</th>
<th>Alt. (m)</th>
<th>Lat. (N)</th>
<th>Long. (W)</th>
<th>Obs</th>
<th>Min</th>
<th>Max</th>
<th>Average</th>
<th>St Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ponte São João de Loure</td>
<td>LOU</td>
<td>7</td>
<td>40.6268</td>
<td>−8.54329</td>
<td>112</td>
<td>5.4</td>
<td>11.0</td>
<td>8.24</td>
<td>1.25</td>
</tr>
<tr>
<td>Carvoeiro</td>
<td>CAR</td>
<td>18</td>
<td>40.68092</td>
<td>−8.43493</td>
<td>112</td>
<td>6.2</td>
<td>11.0</td>
<td>8.79</td>
<td>1.18</td>
</tr>
<tr>
<td>Ponte Vouzela</td>
<td>VOZ</td>
<td>161</td>
<td>40.73985</td>
<td>−8.09383</td>
<td>109</td>
<td>3.2</td>
<td>13.0</td>
<td>8.10</td>
<td>1.91</td>
</tr>
<tr>
<td>Vouguinha</td>
<td>VOG</td>
<td>441</td>
<td>40.75775</td>
<td>−7.89324</td>
<td>114</td>
<td>5.4</td>
<td>11.0</td>
<td>8.42</td>
<td>1.35</td>
</tr>
<tr>
<td>Aç. Maeira</td>
<td>MAE</td>
<td>495</td>
<td>40.7731</td>
<td>−7.79432</td>
<td>115</td>
<td>5.6</td>
<td>11.0</td>
<td>8.50</td>
<td>1.20</td>
</tr>
</tbody>
</table>

Alt.—altitude, Lat.—latitude, Long.—Longitude, obs.—number of monthly measurements in each water monitoring site, min—minimum, max—maximum, st dev.—standard deviation.

### 2.2. Methods

#### 2.2.1. Competitive Models

In each water monitoring site, different time series models were proposed in order to analyze the monthly values of DO concentration from both modeling and forecast frameworks. Three different models were considered: a linear regression model (basis model), a linear regression model with autoregressive errors, and a calibration model with a state-space structure. The last two models are considered improved versions of the linear regression model.
Linear regression model (MI)

Given the seasonal behavior of the DO concentration, we considered a linear regression model that takes into account the seasonal behavior during the year and allows different growth rates of DO according to the month. That is, the model incorporates 12 slopes and 12 intercepts, and it can be written as:

\[
Y_t = (\alpha_1 \cdot t + \beta_1)I_{t,1} + (\alpha_2 \cdot t + \beta_2)I_{t,2} + \ldots + (\alpha_{12} \cdot t + \beta_{12})I_{t,12} + \xi_t
\]

\[
= \sum_{s=1}^{12} (\alpha_s \cdot t + \beta_s)I_{t,s} + \xi_t,
\]

where \(Y_t\) is the DO concentration in the month \(t\); \(\alpha_s\) and \(\beta_s\), with \(s = 1,2,\ldots,12\), are, respectively, the slope parameter and the intercept coefficient associated with the month \(t = s + 12k\), for \(k = 0,1,2,\ldots\). The indicator function \(I_{t,s}\) is defined such that \(I_{t,s} = 1\) if \(t = s + 12k\), for \(k = 0,1,2,\ldots\), and \(I_{t,s} = 0\) otherwise, and the error component, \(\xi_t\), is a white noise process such that \(E(\xi_t) = 0\), \(\text{var}(\xi_t) = \sigma^2\), \(E(\xi_t\xi_{r}) = 0\) for \(t \neq r\). For this model, the ordinary least squares (OLS) method was performed to estimate model parameters. Note that in the case of normal errors, the least square estimation corresponds to the maximum likelihood estimation.

The basis linear regression model is very versatile, in the sense that it incorporates 12 simple linear regression models, where the independent variable is time, \(t\), considering a unique white noise process to model the stochastic component.

Linear regression model with autoregressive errors (MII)

While, in the previous model, the error components are assumed to be serially uncorrelated, this model considers that the error component has a correlation structure according to an autoregressive process of order one, \(\xi_t \sim \text{AR}(1)\), as follows:

\[
Y_t = \sum_{s=1}^{12} (\alpha_s \cdot t + \beta_s)I_{t,s} + \xi_t
\]

\[
\xi_t = \phi\xi_{t-1} + a_t
\]

where \(a_t\) is a Gaussian white noise process \((E(a_t) = 0, \text{var}(a_t^2) = \sigma^2, E(a_ta_r) = 0, \text{and } a_t \sim N(0, \sigma^2)\), for \(t \neq r; \phi\) is the autoregressive parameter; and \(\sigma^2\) is the variance of the process \(\{a_t\}\).

Note that, in this case, and assuming that \(|\phi| < 1\), the AR(1) process \(\{\xi_t\}\) is a stationary process—that is, \(E(\xi_t) = 0\) and \(\text{var}(\xi_t) = \sigma^2/\{1 - \phi^2\}\).

Note that, in linear regression models, it is commonly assumed that the distribution of the errors in the model is Gaussian. This assumption, along with the non-correlation of errors assumption, has to be assessed after parameter estimation in order to ensure the model’s validity. These evaluations were made using traditional statistical tests. One way of estimating model parameters is by applying the decomposition method, i.e., firstly, the regression parameters are estimated through least squares method, and then, using the same method, the estimation of parameters associated with the AR(1) component is performed. In this second step, it is considered a linear regression model without intercept, where \(\xi_t\) is the dependent variable and \(\xi_{t-1}\) is the independent variable.

Usually, different software presents the linear model parameter estimates with the respective \(p\)-values, which are computed assuming uncorrelated errors. Since, in this model, the process of errors, \(\{\xi_t\}\), follows an AR(1) process, the \(p\)-values associated with the regression coefficients must be corrected in order to correctly identify the statistically significant parameters of the model. The corrected \(p\)-values can be computed following the work of [32]. In that work, authors showed that the vector of OLS estimators is asymptotically normal with variance/covariance matrix, given by:

\[
\text{Var}(\hat{\beta}) = \sigma^2_\alpha [\Phi(B)X'\Phi(B)X]^{-1}
\]
where $X$ represents the design matrix and $\Phi(B)$ represents the matrix, where each element is obtained by applying the operator $\Phi(B)$ to the corresponding element of the matrix $X$, that is,

$$x_{t,j}^* = \Phi(B)x_{t,j} = x_{t,j} - \phi x_{t-1,j}.$$  

Although parameters $\phi$ and $\sigma_a^2$ are unknown, they may be replaced by consistent estimators. This allows asymptotic tests for the significance of each variable based on the normal distribution ($z$-test) [33].

• Calibration model (MIII)

The calibration model assumes a stochastic calibration factor for calibrating the regression base model, which is more flexible than the previous basis model. This model is a state-space representation, in the form:

$$Y_t = \left(\sum_{s=1}^{12} (\alpha_s \cdot t + \beta_s)I_{t,s}\right) \cdot X_t + e_t \tag{5}$$

$$X_t = \mu + \Phi(X_{t-1} - \mu) + \epsilon_t. \tag{6}$$

Equation (5) is the observation equation, with $(e_t)$ being a white noise process, called the observation error, and Equation (6) is the state equation, where $\{X_t\}$ is the calibration factor process, which is assumed to be a stationary autoregressive process with mean $\mu$ and with an autoregressive parameter $|\phi| < 1$; $\epsilon_t$ is the state error that is also assumed to be a white noise process that is uncorrelated with the observation error process, that is, $E(\epsilon_t \epsilon_r) = 0, \forall t, r$. It is worth mentioning that the assumptions stated here have to be evaluated in order to validate the model. In this case, it is also necessary to evaluate the stationarity of the calibration factor process through the analysis of the $\phi$ estimate and its standard error.

The model has two main components: a regression structure, which incorporates both trend and seasonality, and an unobservable process, the calibration factor, the state. It can be seen in Equation (5) that the state process will calibrate the deterministic structure. The state-space model has in its structure a latent process, the state, which is not observable and must be predicted. The most common procedure to make this prediction is the Kalman filter algorithm [34,35]. This procedure computes, at each moment $t$, the optimal estimator of the state vector based on the information available up to that time $t$. The Kalman filter’s success lies in the fact that it is an online estimation procedure. When the errors and the initial state $X_1$ are Gaussian, the predictors of the Kalman filter are the best unbiased estimators, with respect to the minimum mean square error. However, optimum properties can only be guaranteed when all parameters of model are known [36]. When parameters of the state-space model have to be estimated, the uncertainty associated with Kalman’s filter estimators is underestimated, and some procedures can be implemented [35]. Hence, the parameters of the model can be estimated using the maximum likelihood (ML) method, incorporating the Kalman filter algorithm, and numerical procedures, such as Newton–Raphson, in order to achieve the optimal value of the likelihood.

The parameters of model (5) and (6) will be estimated by applying a decomposition approach, taking into account the main components previously identified. In the first stage, the OLS method is used to estimate the parameters of the deterministic regression structure that will be considered, known as the state parameter estimation stage. In practice, the first stage is the estimation procedure performed in model MII (2) and (3).

Models MII (2), (3) and MIII (5), (6) can be seen as improved versions of the simple linear regression model MI, but more flexible and allowing the capture of more elaborate dynamics of the underlying process. Both models have a regression component that will be estimated with the same procedure.
2.2.2. Model Performance Measures

In order to evaluate each of the proposed models, we evaluated not only the behavior of each model within the estimation period, but also their predictive ability. In the first situation, we considered the coefficient of determination $R^2$, the mean square error (MSE), the mean absolute error (MAE), and the mean percentage absolute error (MPAE); in the forecast framework, only considered the last three measures were considered.

The above performance measures are the most commonly used in time series analysis. The coefficient of determination is the linear correlation between observations and the correspondent model estimates, and it allows the evaluation of the models’ adequacy. Furthermore, while MSE is a quadratic measure, MAE is a measure with the advantage of using the same units as the observations. MPAE is a useful measure when the comparisons made are in different units, since is dimensionless.

The formulae of the measures to evaluate model performance are listed in Table 2, where $\hat{Y}_t$ is the estimate of the DO at time $t$, $n$ is the length of the time series used for modeling, and $H$ is the set of indices of $h$-step ahead, such that there is a DO concentration observation, $Y_{n+h}$.

<table>
<thead>
<tr>
<th>Model performance measures.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>In Sample</strong></td>
</tr>
<tr>
<td>$R^2$</td>
</tr>
<tr>
<td>$\text{MSE}$</td>
</tr>
<tr>
<td>$\text{MAE}$</td>
</tr>
<tr>
<td>$\text{MPAE}$</td>
</tr>
</tbody>
</table>

Note that the estimate of the DO concentration at time $t$, $\hat{Y}_t$, depends on the model we are working with. Assuming that all parameters of the models are statistically significant (if not, its term is not considered in the sum), in a linear regression model, $\hat{Y}_t$ is calculated through the following expression:

$$\hat{Y}_t = \sum_{s=1}^{12} (\hat{\alpha}_s \cdot t + \hat{\beta}_s) I_{t,s},$$

while, in the linear model with autoregressive errors, one has to apply the formula:

$$\hat{Y}_t = \sum_{s=1}^{12} (\hat{\alpha}_s \cdot t + \hat{\beta}_s) I_{t,s} + \hat{\phi}_t \hat{\xi}_{t-1},$$

where $\hat{\xi}_t$ is the residual of the regression component, and it is assumed that $\hat{\xi}_1 = 0$. For the calibration model MIII (5)–(6), the estimate of the DO concentration is the one-step ahead forecast estimate that can be computed through:

$$\hat{Y}_t = \left( \sum_{s=1}^{12} (\hat{\alpha}_s \cdot t + \hat{\beta}_s) I_{t,s} \right) \cdot \hat{X}_{t|t-1},$$

with $\hat{X}_{t|t-1}$ being the one-step ahead forecast of the calibration factor obtained by the Kalman filter algorithm using the estimated parameters.

Concerning the $h$-step ahead forecast, in the model MI, the forecast $\hat{Y}_{n+h}$ is obtained with a straightforward adaptation of the estimate expression $\hat{Y}_t$. For model MII (2)–(3), since the last estimated error is at time $n$, recursively, the $h$-step ahead forecast estimate can be computed through the formula:
\[
\hat{Y}_{n+h} = \sum_{s=1}^{12} \left( \hat{\alpha}_s \cdot (n + h) + \hat{\beta}_s \right) I_{n+h,s} + \hat{\phi}^h \hat{\xi}_n.
\]

In model MIII (5)–(6), it is necessary to predict the state at time \( n + h \), \( X_{n+h} \), using the prediction of the state at time \( n \), \( \hat{X}_{n+h|n} \), through the expression

\[
\hat{X}_{n+h|n} = \hat{\mu} + \hat{\phi}^h (\hat{X}_{n|n} - \hat{\mu}),
\]

which is used to estimate \( Y_{n+h} \).

\[
\hat{Y}_{n+h} = \left( \sum_{s=1}^{12} \left( \hat{\alpha}_s \cdot (n + h) + \hat{\beta}_s \right) I_{n+h,s} \right) \cdot \hat{X}_{n+h|n}.
\]

3. Results

Since the DO concentration series has a seasonal behavior, at a preliminary stage, we considered a linear regression model (MI) that accounts for the seasonal behavior of the DO concentration during the year, as well as for the increase in DO concentration that may occur at different rates according to the month.

Table 3 presents the ordinary least squares (OLS) estimates obtained in the adjustment of the above-described linear model (MI) of the monthly DO concentration data for the water monitoring sites under study.

For each location, the estimates of the coefficients and the respective \( p \)-values, as well as the determinant coefficient values, \( R^2 \), are presented. The data indicate a good fit for all five models. Moreover, for all series, the residual series of the adjusted model MI presents a weak time correlation. In fact, if the linear model fits well to data, the residual series has white noise behavior, that is, both the sample autocorrelation function (ACF) and the sample partial autocorrelation function (PACF) have values statistically insignificant at a 5% level. The time correlation structure can be generally described by an autoregressive processes of order 1, AR(1), as can be seen from the analysis of the ACF and the PACF displayed in Figure 2, due to the ACF decreasing exponentially to zero, while the PACF has a significant value on lag 1. So, in order to assess the statistically significant parameters, the corrected \( p \)-values are also presented in Table 3, as well as the AR(1) parameter estimates considered in the \( p \)-values correction.

From the analysis of the estimation results, for each monitoring site, the estimates of all intercepts are statistically significant, considering a significance level of 10%. For monthly slopes, at least one parameter estimate is statistically significant for each monitoring site model. In the LOU station series, significant slope parameters are associated with June and September. In the CAR monitoring site is a significant slope parameter for May, while, in VOZ, it is the November slope parameter. In the VOG site model case, the significant slope parameters are associated with July, August, and November, and in the model of station MAE, only the August slope parameter is statistically significant. Note that all significant slope estimates are negative, indicating that, during those months, DO concentration was decreasing.

Due to the existence of temporal correlation in the residues, the MI model is not adequate to describe the behavior of the underlying process, so the MII (2)–(3) and MIII (5)–(6) models were used as possible alternatives. Furthermore, only significantly monthly slopes in Table 3 were considered in these models.
Table 3. Results for the MI model for dissolved oxygen (DO) concentration at the different locations.

<table>
<thead>
<tr>
<th>Location</th>
<th>est.</th>
<th>p-val</th>
<th>p-val</th>
<th>est.</th>
<th>p-val</th>
<th>p-val</th>
<th>est.</th>
<th>p-val</th>
<th>p-val</th>
<th>est.</th>
<th>p-val</th>
<th>p-val</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOU</td>
<td>0.007</td>
<td>0.20</td>
<td>0.26</td>
<td>0.002</td>
<td>0.77</td>
<td>0.80</td>
<td>-0.004</td>
<td>0.60</td>
<td>0.65</td>
<td>0.000</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td>CAR</td>
<td>-0.004</td>
<td>0.42</td>
<td>0.43</td>
<td>-0.002</td>
<td>0.68</td>
<td>0.69</td>
<td>0.002</td>
<td>0.79</td>
<td>0.79</td>
<td>0.001</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>VOZ</td>
<td>-0.004</td>
<td>0.41</td>
<td>0.41</td>
<td>-0.006</td>
<td>0.32</td>
<td>0.33</td>
<td>-0.004</td>
<td>0.56</td>
<td>0.56</td>
<td>-0.003</td>
<td>0.63</td>
<td>0.63</td>
</tr>
<tr>
<td>VOG</td>
<td>0.001</td>
<td>0.92</td>
<td>0.92</td>
<td>0.000</td>
<td>0.95</td>
<td>0.95</td>
<td>-0.003</td>
<td>0.68</td>
<td>0.68</td>
<td>0.003</td>
<td>0.64</td>
<td>0.64</td>
</tr>
<tr>
<td>MAE</td>
<td>-0.007</td>
<td>0.16</td>
<td>0.17</td>
<td>-0.010</td>
<td>0.09</td>
<td>0.09</td>
<td>0.003</td>
<td>0.68</td>
<td>0.68</td>
<td>0.000</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>α1</td>
<td>-0.011</td>
<td>0.06</td>
<td>0.06</td>
<td>-0.004</td>
<td>0.60</td>
<td>0.59</td>
<td>-0.004</td>
<td>0.64</td>
<td>0.64</td>
<td>-0.003</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>α2</td>
<td>-0.004</td>
<td>0.46</td>
<td>0.46</td>
<td>-0.009</td>
<td>0.16</td>
<td>0.16</td>
<td>0.001</td>
<td>0.86</td>
<td>0.86</td>
<td>-0.018</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>α3</td>
<td>-0.006</td>
<td>0.33</td>
<td>0.33</td>
<td>0.007</td>
<td>0.30</td>
<td>0.31</td>
<td>0.005</td>
<td>0.55</td>
<td>0.56</td>
<td>-0.012</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>α4</td>
<td>-0.011</td>
<td>0.06</td>
<td>0.06</td>
<td>0.005</td>
<td>0.46</td>
<td>0.47</td>
<td>0.011</td>
<td>0.18</td>
<td>0.17</td>
<td>-0.011</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>α5</td>
<td>-0.004</td>
<td>0.47</td>
<td>0.47</td>
<td>-0.006</td>
<td>0.40</td>
<td>0.40</td>
<td>-0.016</td>
<td>0.05</td>
<td>0.05</td>
<td>-0.014</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>α6</td>
<td>-0.002</td>
<td>0.78</td>
<td>0.78</td>
<td>0.000</td>
<td>0.94</td>
<td>0.94</td>
<td>0.004</td>
<td>0.61</td>
<td>0.62</td>
<td>-0.003</td>
<td>0.70</td>
<td>0.71</td>
</tr>
<tr>
<td>β1</td>
<td>9.247</td>
<td>0.00</td>
<td>0.00</td>
<td>10.094</td>
<td>0.00</td>
<td>0.00</td>
<td>11.109</td>
<td>0.00</td>
<td>0.00</td>
<td>10.537</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>β2</td>
<td>9.887</td>
<td>0.00</td>
<td>0.00</td>
<td>10.147</td>
<td>0.00</td>
<td>0.00</td>
<td>9.547</td>
<td>0.00</td>
<td>0.00</td>
<td>9.502</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>β3</td>
<td>9.513</td>
<td>0.00</td>
<td>0.00</td>
<td>9.947</td>
<td>0.00</td>
<td>0.00</td>
<td>9.425</td>
<td>0.00</td>
<td>0.00</td>
<td>9.698</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>β4</td>
<td>8.715</td>
<td>0.00</td>
<td>0.00</td>
<td>9.001</td>
<td>0.00</td>
<td>0.00</td>
<td>9.559</td>
<td>0.00</td>
<td>0.00</td>
<td>8.944</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>β5</td>
<td>8.362</td>
<td>0.00</td>
<td>0.00</td>
<td>8.005</td>
<td>0.00</td>
<td>0.00</td>
<td>7.518</td>
<td>0.00</td>
<td>0.00</td>
<td>8.032</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>β6</td>
<td>7.572</td>
<td>0.00</td>
<td>0.00</td>
<td>8.793</td>
<td>0.00</td>
<td>0.00</td>
<td>7.175</td>
<td>0.00</td>
<td>0.00</td>
<td>8.576</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>β7</td>
<td>7.491</td>
<td>0.00</td>
<td>0.00</td>
<td>8.377</td>
<td>0.00</td>
<td>0.00</td>
<td>6.231</td>
<td>0.00</td>
<td>0.00</td>
<td>7.668</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>β8</td>
<td>7.971</td>
<td>0.00</td>
<td>0.00</td>
<td>7.604</td>
<td>0.00</td>
<td>0.00</td>
<td>5.056</td>
<td>0.00</td>
<td>0.00</td>
<td>7.922</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>β9</td>
<td>7.730</td>
<td>0.00</td>
<td>0.00</td>
<td>7.883</td>
<td>0.00</td>
<td>0.00</td>
<td>8.489</td>
<td>0.00</td>
<td>0.00</td>
<td>8.105</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>β10</td>
<td>8.343</td>
<td>0.00</td>
<td>0.00</td>
<td>9.371</td>
<td>0.00</td>
<td>0.00</td>
<td>9.737</td>
<td>0.00</td>
<td>0.00</td>
<td>9.673</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>β11</td>
<td>9.979</td>
<td>0.00</td>
<td>0.00</td>
<td>9.912</td>
<td>0.00</td>
<td>0.00</td>
<td>9.124</td>
<td>0.00</td>
<td>0.00</td>
<td>9.208</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>β12</td>
<td>9.979</td>
<td>0.00</td>
<td>0.00</td>
<td>9.912</td>
<td>0.00</td>
<td>0.00</td>
<td>9.124</td>
<td>0.00</td>
<td>0.00</td>
<td>9.208</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

| R²       | 0.727 | 0.628 | 0.713 | 0.713 | 0.627 |
| φ        | 0.327 | 0.00  | 0.388 | 0.00  | 0.162 | 0.06  | 0.290 | 0.00  | 0.342 | 0.00  |
| σ²        | 0.519 | 1.018 | 0.652 | 0.642 |

* Corrected p-value according to the errors autocorrelation, Equation (4).
Figure 2. Sample autocorrelation function (ACF) and partial ACF (PACF) for the residuals of the base model (model MI (1)) at the different locations with several lags.

Table 4 presents the OLS estimates of the parameters of model MII (2)–(3). Note that monthly slope estimates are all negative values, indicating that, in these cases, there are decreasing trends in
those months. Furthermore, note that the months with the lowest intercept estimated values are, in the majority of the location sites, the summer months, and it is in the VOZ location that the lowest values can be found.

For the model MII (2)–(3), the residuals of the models did not present a significant time correlation; their histograms, after applying the Lunj-Box test with different lags, can be seen in Figure 3. The graphs do not seem to be far from the normal curve and, with the exception of the CAR monitoring site, they do not reject the normality assumption at the 1% significance level through the Kolmogorov–Smirnov test (K–S). This test is usually applied when the series dimension is large. The Jarque–Bera test, which compares the empirical skewness and kurtosis with the correspondent Gaussian values, was also applied, and the results pointed in the same direction: residuals normality was not rejected.

![Figure 3. Histogram of residual series for the model MII (2)–(3) with the adjusted normal curve.](image)

Regarding the calibration model MIII (5)–(6), the parameters of the regression component were already estimated using OLS (Table 4), and they were considered as known in order to apply the ML method to estimate the parameters associated with the calibration process. Hence, for each monitoring site, estimation results are presented in Table 5, along with the coefficients of determination. These values are, with the exception of the LOU station, equal to or slightly better than the calibration models. As expected, the state processes are all stationary, with means around one, since, accounting for the respective standard errors, all estimates of $\phi$ are less than one.

Concerning the residual analysis, both sample ACF and PACF of the residual series have behavior similar to white noise. In fact, the Lunj-Box test for the non-correlation hypothesis does not reject, using up to 30 different lags in all the locations under study, and Figure 4 presents the histograms of the residuals that resemble the normal curve.
Figure 4. Histograms of residual series for the calibration model (MIII) in each monitoring station, with the adjusted normal curve.

Table 4. Results for model MII (2)–(3) for DO concentrations at the different locations.

<table>
<thead>
<tr>
<th>Location</th>
<th>MII (2)–(3) Results for DO concentrations</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOU</td>
<td>est. p-val</td>
</tr>
<tr>
<td>α_3</td>
<td>-0.011</td>
</tr>
<tr>
<td>α_5</td>
<td>-0.012</td>
</tr>
<tr>
<td>α_7</td>
<td>-0.018</td>
</tr>
<tr>
<td>α_9</td>
<td>-0.013</td>
</tr>
<tr>
<td>β_1</td>
<td>9.703</td>
</tr>
<tr>
<td>β_2</td>
<td>9.599</td>
</tr>
<tr>
<td>β_3</td>
<td>9.212</td>
</tr>
<tr>
<td>β_4</td>
<td>8.753</td>
</tr>
<tr>
<td>β_5</td>
<td>8.313</td>
</tr>
<tr>
<td>β_6</td>
<td>8.362</td>
</tr>
<tr>
<td>β_7</td>
<td>7.727</td>
</tr>
<tr>
<td>β_8</td>
<td>7.087</td>
</tr>
<tr>
<td>β_9</td>
<td>7.971</td>
</tr>
<tr>
<td>β_10</td>
<td>7.410</td>
</tr>
<tr>
<td>β_11</td>
<td>8.030</td>
</tr>
<tr>
<td>β_12</td>
<td>8.959</td>
</tr>
</tbody>
</table>

R^2 = 0.705  | 0.598  | 0.691  | 0.695  | 0.606
φ = 0.311   | 0.372  | 0.140  | 0.292  | 0.348  | 0.00
σ^2 = 0.514 | 0.594  | 0.980  | 0.629  | 0.608

* Corrected p-value according to error autocorrelation, Equation (4).
Table 5. Estimation results for the calibration model MIII (5)–(6).

<table>
<thead>
<tr>
<th>Site</th>
<th>$\mu$ (Coeff. Std. Error)</th>
<th>$\phi$ (Coeff. Std. Error)</th>
<th>$\sigma^2_{\epsilon} \cdot 10^{-3}$ (Coeff. Std. Error)</th>
<th>$\sigma^2_{\epsilon}$ (Coeff. Std. Error)</th>
<th>$R^2$</th>
<th>K-S p-val.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOU</td>
<td>0.9996 0.0012</td>
<td>0.8300 0.0106</td>
<td>0.6516 0.0506</td>
<td>0.3591 0.0055</td>
<td>0.705</td>
<td>0.0240</td>
</tr>
<tr>
<td>CAR</td>
<td>1.0001 0.0010</td>
<td>0.5940 0.0155</td>
<td>2.881 0.1605</td>
<td>0.2662 0.0107</td>
<td>0.596</td>
<td>0.0035</td>
</tr>
<tr>
<td>VOZ</td>
<td>1.0005 0.0010</td>
<td>0.7932 0.0112</td>
<td>0.5274 0.0614</td>
<td>0.7898 0.0116</td>
<td>0.698</td>
<td>0.1800</td>
</tr>
<tr>
<td>VOG</td>
<td>0.9996 0.0011</td>
<td>0.6765 0.0162</td>
<td>1.7245 0.1232</td>
<td>0.3724 0.0088</td>
<td>0.701</td>
<td>0.0228</td>
</tr>
<tr>
<td>MAE</td>
<td>0.9990 0.0012</td>
<td>0.7233 0.0126</td>
<td>1.7907 0.1036</td>
<td>0.3390 0.0077</td>
<td>0.616</td>
<td>0.0246</td>
</tr>
</tbody>
</table>

Furthermore, with the exception of the CAR location, the residuals of the calibration model do not reject (at a 1% significance level) the normality assumption using the Jarque–Bera test or the Kolmogorov–Smirnov test; the K–S p-values are presented in Table 5.

4. Discussion

The models proposed have different statistical properties, since they can be applied according to the analysis’s objectives. In fact, mainly models MII (2)–(3) and MIII (5)–(6), which were statistically validated, assume that the time correlation is incorporated in the linear model in different ways, despite both models considering an autoregressive model of order 1.

In the case of model MII (2)–(3), the process AR(1) is additive, that is, the time-dependence is added to the deterministic component, which is based on a linear regression model. This approach considers that time correlation is not influenced by the deterministic component (trend and seasonality), it only incorporates the past as a Markovian variable, in the sense that time $t$ only depends on the last value in time $t-1$.

Model MIII (5)–(6) has the same deterministic component of trend and seasonality as model MII, but, in this case, the autoregressive process $X_t \sim AR(1)$ is incorporated as a factor, that is, in a multiplicative way. In this case, the mean value of the process $X_t$ is 1. So, the process $X_t$ can be interpreted as an index, where a value $\xi_t$ less than 1 means that, in that month, the measurement of the water quality variable is $(1 - X_t) \times 100\%$ lower than the expected value based on the deterministic component. If $X_t$ assumes a value greater than 1, in that month, the observed value is $(X_t - 1) \times 100\%$ greater than the expected value, based on the deterministic component. This interpretation allows us to identify the model MIII as a calibration model.

Thus, models II and III have the same basis model which incorporates trend and seasonal components, but they incorporate the time correlation in different ways, thus allowing different interpretations and information.

Based on empirical data, model comparison is performed from two points of view: predictions one-step ahead in sample, and $h$-step ahead forecasts in future accuracy. However, as the model MI, the basis model, was not validated from the statistical point of view, and since the residual series has serial correlation, only models MII (2)–(3) and MIII (5)–(6) were compared.

Figure 5 presents graphically, for each DO time series, the observations which correspond to the full period under consideration and the DO predictions—in-sample and forecasted out-of-sample—for both models under analysis. The period from June 2013 to May 2015 was used to evaluate the forecast ability; however, for each site, there are few available values in this period. Globally, both models fit very well in the period of estimation. However, as it was expected, the one-step ahead forecasts in both models did not pick up the extreme values (large or small values), since the linear regression model estimates the conditional expectation of the dependent variable given the independent variables, that is, the average value of the dependent variable when the independent variables are fixed.

Table 6 presents the mean square error (MSE) for each monitoring site for both models MII (2)–(3) and MIII (5)–(6) from the one-step ahead perspective (in-sample) and also from the forecasted point of view. The number of available DO observations in the considered forecast period for each time series...
is indicated by the \#H column. Therefore, the predictive ability is assessed taking into account only the observed available data, assuming that the last observation ($n$) is the DO value in May 2013.

**Figure 5.** DO concentration values (black) versus fitted values for models MI (blue) and MII (green); $h$-step forecasts for months after May 2013 (red line) are also presented.
Table 6. Mean square error (MSE), in-sample and $h$-step-ahead forecast, for models MII and MIII.

<table>
<thead>
<tr>
<th>Site</th>
<th>In Sample MSE</th>
<th>Forecasting MSE</th>
<th>$H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOU</td>
<td>0.461</td>
<td>1.239</td>
<td>10</td>
</tr>
<tr>
<td>CAR</td>
<td>0.528</td>
<td>0.506</td>
<td>7</td>
</tr>
<tr>
<td>VOZ</td>
<td>0.879</td>
<td>2.262</td>
<td>11</td>
</tr>
<tr>
<td>VOG</td>
<td>0.555</td>
<td>1.506</td>
<td>11</td>
</tr>
<tr>
<td>MAE</td>
<td>0.545</td>
<td>2.035</td>
<td>11</td>
</tr>
</tbody>
</table>

In the one-step-ahead in-sample, the considered model MII’s predictions of the DO concentration have an MSE between 0.461 in LOU and 0.879 in VOZ. Since MSE is given in squared units, we computed their square root (RMSE), obtaining values between 0.679 and 0.938 mg/L. However, these values increase to values of RMSE between 0.711 and 1.504 mg/L in the $h$-ahead forecasts, as expected, since the uncertainty in forecast is greater than in the one-step ahead prediction. These results should be analyzed with caution because the number of observations in the period left of the forecast is reduced.

According to Table 6, with the exception of the CAR location, the calibration model MIII (5)–(6) slightly outperforms the model MII (2)–(3) from a modeling point of view, since this model presents lower MSE values for the other four monitoring sites. However, when it comes to forecasting, the model MII (2)–(3) performs slightly better than the calibration model for all monitoring stations, with the exception of the VOZ location. In this location, the DO concentration series presents greater variability when compared with the other monitoring sites. Since predictions are based on expected values, greater variability increases the difficulty of correctly predicting DO values that are far from the mean value.

These results can be explained by taking into account that the calibration model MIII (5)–(6) assumes a latent process, which is predicted through the Kalman filter algorithm, that is optimal in the filtering procedure. So, model III allows better predictions in an online framework compared to an $h$-step ahead forecast framework. When there is no additional information, which is the case for the forecast, the calibration model cannot update the state and therefore cannot correctly calibrate the fixed regression component of the model, hence justifying its lower performance when compared with model MII (2)–(3).

In this context, the calibration model MIII with the Kalman filter algorithm can obtain the filtered calibration factors, $\hat{X}_{t|t}$, for each month. These estimates with the associated confidence intervals can be interpreted as indicators of the water monitoring procedure. In fact, considering the empirical 95% confidence intervals:

\[
X_t = \hat{X}_{t|t} \pm 1.96 \sqrt{P_{t|t}} \quad \text{or} \quad \text{CI}_{95\%}(X_{t|t}) = \left[\hat{X}_{t|t} - 1.96 \sqrt{P_{t|t}}, \hat{X}_{t|t} + 1.96 \sqrt{P_{t|t}}\right]
\]

where $P_{t|t}$ is the mean square error obtained by the Kalman filter algorithm.

Figure 6 presents filtered estimates of the calibration factor $\hat{X}_{t|t}$ for all site locations with 95% empirical confidence intervals. These intervals can be used for month-to-month evaluations if the DO concentration measurement is an expected statistical value, considering that if $1 \notin \text{CI}_{95\%}(X_{t|t})$, the measurement is unexpected. So, these procedures can be used in order to identify possible extreme values or exogenous conditions that influence DO concentration. For instance, in the LOU water monitoring site in November 2009 ($t = 95$), the calibration factor was estimated to be $\hat{X}_{95|95} = 0.913$ but $1 \notin \text{CI}_{95\%}(X_{95|95}) = [0.845, 0.981]$. So, in this month, the observed DO concentration was 8.7% lower than the expected value for that month, considering trend and seasonality components.
5. Conclusions

Empirical results show that models based on linear regression have good performances when monitoring water quality variables, both in the modeling and in the forecast approach; for instance, in the modeling framework, the coefficients of determination vary approximately from 0.6 to 0.7. However, the statistical inference in the regression models has some assumptions that are not verified for the water quality variables. In fact, the monitoring of water quality is often based on a periodic collection of water samples, from which several biochemical variables are analyzed. So, this type of data usually has a time correlation structure that must be incorporated both in model formulation and in inference procedures.
The incorporation of a time series model, as in the AR(1) process, the error process allows a suitable adjustment of models if all assumptions are globally satisfied. Furthermore, this improvement in the initial linear regression model implies an adequate computation of standard errors of the regression parameters, considering that time correlation allows a more accurate statistical procedure. This model is revealed to be more accurate from the forecast point of view.

Additionally, the calibration approach applied to the regression model proves to have a better performance when the main objective is water monitoring using an online approach, favoring the detection of changes in the expected behavior of the variable by interpreting the calibration factor predictions. It is noteworthy that in a certain month $t$, if the calibration factor prediction $\hat{X}_t$ is less than 1, then, in the correspondent month, the observed value is lower than the expected value based on the analyzed period. The opposite interpretation applies if $\hat{X}_t$ is greater than 1.

The comparative study of the linear models was based on a DO concentration series, which is considered a good indicator of water status. As topic of future research, it is important to analyze whether the results remain valid for other physical/chemical parameters which are equally important for the characterization of water status. Furthermore, the models under analysis are univariate, hence, a multivariate time series model comparison will be a topic for future research.
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