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Abstract: In previous works, the importance of risk management implementation was addressed with regard to the problem of bankruptcy threat, with the explanation of risk impact on higher bankruptcy costs or the underinvestment problem. However, the evaluation of the impact of risk outcomes is technically linked to risk frequency and risk severity as the two dimensions of the risk map. The purpose of our study is to advocate two additional dimensions that incorporate liquidity and/or debt capacity constraint in the aftermath of risk occurrence. In the conceptual dimension, we propose a model that may support the appropriate design of risk management methods, by scaling a company’s ability to self-resist the risk outcomes. The study provides the empirical illustration of the frequency of the distinguished patterns of risk self-resistance. It was found that most frequently companies face the limited ability to self-resist risk outcomes, due to high debt capacity and high liquidity constraints. We also found statistically significant interdependencies between the company’s sector and the risk self-resistance. It supports the conclusion that the level of liquidity and debt capacity constraints and thus the ability to retain risk outcomes is sector-specific. It has important implications for the effective design of risk management methods.
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1. Introduction

The problems related to bankruptcy threat and bankruptcy costs remain in focus in numerous corporate finance-related works since the seminal work of Miller and Modigliani (1958). Bankruptcy costs are imposed by the implementation of debt to capital structure, which may in turn increase a company’s value if the effects of financial leverage are positive. However, higher levels of debt in the capital structure may ultimately lead to bankruptcy, as the debt capacity constraint emerges. Traditional analysis of the bankruptcy threat with the application of discriminant models is focused on the anticipation of a bankruptcy threat. However, as noted by Daily (1994) and later by Aziz and Dar (2006), the models are often criticized for their reliance solely on a company’s past performance as post-measures. In addition, the models focus on the identification of variables (ratios) that allow the detection of symptoms but not the causes of the arising bankruptcy threat—that this paper contributes to this debate, as it considers one of the possible reasons behind the emergence of bankruptcy threat; the impact of risk outcomes.

The problem was first addressed by Mayers and Smith (1982) and MacMinn (1987), who explained the rationale behind risk management with reference to the findings of corporate finance theory regarding the bankruptcy costs and underinvestment problem. Further empirical works confirmed
that from the corporate finance point of view, the impact of risk on a company’s performance (and ability to create value) is related to the consequences observed in the volatility of cash flows. Since then, numerous studies examined the impact of the implementation of various risk treatment techniques in this context. In particular, these studies referred to the negative risk outcomes that lead to undesired cash flow volatility (which is consistent with the negative concept of risk: risk as a loss). These conclusions were used to support the rationale behind risk management. In particular, it was claimed that the implementation of risk management enhances value creation by the limitation of the possible negative impact of risk consequences on cash flow volatility. In other words, in a given company, the ultimate negative consequences of risk occurrence may be manifested by cash inflows lower than expected and/or cash outflows higher than expected. This may, in turn, affect the ability to maintain financial liquidity and financial balance and, as a consequence, significantly increase bankruptcy threat. In this context, risk management should support the selection of appropriate risk management techniques, that will allow smoothing of the cash flow volatility in the aftermath of risk occurrence (e.g., by the implementation of mechanisms that provide an injection of cash).

With reference to previous studies on the importance of risk management, this study aims at providing a conceptual framework that may potentially expand the traditional view on risk assessment and the selection of appropriate risk management methods. A well-designed mix of risk management methods relies on the correctness of risk assessment within the estimation of risk frequency (probability) and risk severity (impact). These two features of identified risks are typically captured in the process of risk mapping. Moreover, with reference to the outcomes of a risk map, a company should design the optimal risk management strategy. Our study contributes to the existing literature debate on risk assessment by justifying the need to include the evaluation of a company’s ability to self-resist the risk outcomes. In our proposal, we follow a corporate finance approach, with reference to two main constraints related to bankruptcy threat: the debt capacity constraint and liquidity constraint. The prime aim of this study is to frame a conceptual model that offers a proposal for the evaluation of a company’s risk self-resistance, as determined by its debt capacity constraint and liquidity constraint. The proposition of the conceptual model is supported by empirical illustration, which aims at the observation of the frequency of each of the conceptually identified patterns of a company’s risk self-resistance. In addition, the empirical illustration examines the interdependencies between a company’s sector and the debt capacity or liquidity constraint to indicate the sector relativity.

As this study focuses on indicating the utility of bankruptcy threat analysis for a more effective selection of risk management methods, it primarily contributes to the literature on the proper design and implementation of the risk management process. However, the study also contributes to the literature on bankruptcy prediction, as it places the application of bankruptcy analysis in a new dimension—a supportive role in risk management. Although the bankruptcy threat is here considered only in two dimensions (liquidity constraint and debt capacity constraint), it may enhance further debate on the applicability of more sophisticated bankruptcy prediction tools in this new dimension (role). The study is organized as follows. In the second section, we refer to the previous research and empirical works related to the explanation of the rationale behind risk management with reference to the bankruptcy threat. In particular, we focus on the existing explanation of the positive impact of risk management on the possible reduction of bankruptcy costs and the underinvestment problem. In the third section, we explain the premises of our conceptual model of four patterns of a company’s risk self-resistance. The reasons behind the inclusion of two additional dimensions (debt capacity constraint and liquidity constraint) are discussed within. The conceptual model is also discussed in the decisive context, with reference to the design of risk management methods. The fourth section presents the research design, methodology, sample, findings, and discussion of the empirical illustration. The fifth section concludes the study.
2. Conceptual Framework: Bankruptcy Threat as a Rationale behind Risk Management

As noted by Kloman (2010) and Dionne (2013), the problem of risk management has received attention since the 1950s; however, the first works were devoted to the management of insurable risk. Since the 1970s, the discipline of risk management has also been concerned with the analysis of investment risk, financial markets, and the application of derivatives. Since the 1990s, we have observed a reorientation of risk management from the silo approach (a single risk in focus) to the holistic approach, that postulates the inclusion of risk management in all other areas of decision-making in this value creation problem. Risk management in its strategic dimension is often referred to as Enterprise Risk Management (Dickinson 2001) and has been followed by the emergence of various risk management standards (Kloman 2010; Purdy 2010; Power 2009; Hayne and Free 2014; Lalonde and Boiral 2012).

One of the most compelling questions, however, remains why companies decide to manage risk? In the academic debate, several approaches to this problem are identifiable. In the behavioral and social context, the problem is revisited through the determinants of individual and managerial (group) decision making under uncertainty regarding the impact of risk aversion (Outreville 2014; Slovic et al. 2004; Spira and Page 2003). Another stream of the literature perceives risk management in the context of a company’s innovations in strategic management (Hayne and Free 2014). However, in this study, a third context is most relevant—the adoption of the findings of contemporary theory of corporate finance. To exhibit the rationale behind the implementation of risk management, the capital structure theories are recalled with reference to the explanation of bankruptcy costs and the underinvestment problem.

Since the seminal work of Miller and Modigliani (1958) that launched the premises of static trade-off theory of leverage, the problem of bankruptcy threat and bankruptcy costs has been revisited in numerous empirical works. One of the most relevant works remains Kraus and Litzenberger (1973) who studied the impact of direct and indirect bankruptcy costs in the context of the optimal capital structure. By the implementation of debt to the capital structure, a company may get some tax benefits, but at the same time faces the direct and indirect costs of the growing bankruptcy threat. In general, the static trade-off theory of leverage assumes that the value of the levered firm remains higher than the value of the unlevered firm as long as the bankruptcy costs are lower than tax benefits. These theoretical considerations gave the impetus for the further development of various capital structure theories within the context of agency trade-off theory (Jensen and Meckling 1976), signaling theory (Ross 1977) or pecking order theory (Myers and Majluf 1984).

With reference to this stream of literature, the positive impact of the implementation of insurance or derivatives in hedging function was revisited in numerous empirical works, e.g., by Smithson and Simkins (2005); McShane et al. (2011); Bromiley et al. (2015); Mikes and Kaplan (2015). The basic premise of the early works examining the value-creation potential of risk management was that risk aversion and the related diversification of risk by the implementation of insurance or derivatives cannot be a convincing explanation for why firms manage risk. These works assumed that the separation of ownership and managerial control (which is an essential feature of contemporary corporations) offers a more effective risk reduction by portfolio diversification. Thus, the financially-oriented explanations of the rationale behind the management of risk have turned to the paradigms of financial theory to explain how insurance or derivatives may reduce corporate costs. Mayers and Smith (1982) were the first to address that risk management helps to reduce bankruptcy costs. This view was further developed by MacMinn (1987), who explained the relationship between managing risk with insurance and savings on bankruptcy costs and presented the concept of the higher value of an insured compared to an uninsured firm (with reference to the concept of Miller and Modigliani (1958)). In general, these studies examine the impact of the risk outcomes as a value-destroying factor and the relevance of risk management instruments (insurance or derivatives) in preventing the value-destruction impetus. The problem is explained in two related dimensions. First of all, the implementation of risk management may enhance the reduction of bankruptcy costs. From the capital provider’s perspective, an insured company
is characterized by a lower bankruptcy threat. As a consequence, capital providers require lower returns (and a lower cost of capital, that enhances value creation). Secondly, the implementation of risk management (insurance or derivatives) safeguards the cash flows and thus allows to gather internal funds for investment purposes (growth opportunities). This explanation is derived from findings of the pecking order theory (Myers and Majluf 1984) with reference to the underinvestment problem (Myers 1977). The unprotected company faces a need to raise funds externally, which in turn may incur higher bankruptcy costs due to higher financial leverage (consistent with the static trade-off theory of leverage).

These two dimensions (the reduction of bankruptcy costs and the underinvestment problem) are derived from the analysis of the ultimate consequences of risk, observable in terms of the possible cash flows volatilities. For example, the damage of a company’s physical assets may lead to cash inflows lower than expected (as the production capacity is limited) or cash outflows higher than expected due to the need to restore damaged assets. The restoration of assets is related to investment decision-making and imposes additional capital needs. A lagged effect of risk outcomes may also be reflected by lowered cash inflows or higher cash outflows, with the emergence of indirect risk consequences. Undesired cash flow volatility (current or lagged) raises the need for an injection of funds. To some extent, these funds might be obtained internally, from the company’s cash reserves, consistent with the findings of a free-cash-flows hypothesis (Jensen 1986; Lang et al. 1991). Facing a lack of cash reserves, a company is forced to obtain additional funds externally. This simple example outlined above leads to the conclusion that any undesired and unforeseen cash flow volatility (as the outcome of risk) may ultimately impose debt capacity and/or liquidity constraints. Both constraints signal the emergence of financial distress.

The interdependencies between financial distress, debt capacity constraint, and liquidity constraint were addressed in previous empirical studies. Whited (1992) concluded that debt capacity constraints grow if it is difficult to obtain additional funding from external resources. However, it is difficult to raise external capital by a company under severe financial distress. In such circumstances, companies use their cash reserves (Lins et al. 2010; Neamtiu et al. 2014). There is also evidence that constrained firms or firms with a higher business risk tend to hold higher cash reserves (Opler et al. 1999; Harford 1999; Almeida et al. 2004; Harford et al. 2008, 2011; Steijvers and Niskansen 2013; Han and Qiu 2007; Chen et al. 2015; Haushalter et al. 2007; Acharya et al. 2007; Denis and Sibilkov 2010). In other words, companies facing the volatility of cash flows on a regular basis tend to hold high levels of liquid assets to limit the liquidity constraint, which is consistent with the premises of precautionary cash holdings first addressed by Keynes (1936). Precautionary cash is costly and thus may reduce the value creation capabilities (Whalen 1966; Dittmar et al. 2003; Faulkender and Wang 2006; D’Mello et al. 2008; Fresard 2010; Khieu and Pyles 2012; Harford et al. 2014; Chen et al. 2015).

In order to overcome the possible constraints that may emerge in the aftermath of risk occurrence, a company should implement adequate risk financing methods. Companies facing a debt capacity constraint and/or liquidity constraint should focus on the possible routes to transfer the risk. Risk transfer ensures an injection of funds that will support the smoothing of undesired cash flow volatility. The retention of risk (internal financing) is available for companies that hold precautionary cash and are not under debt capacity constraints.

3. Conceptual Model of the Assessment of Risk Self-Resistance: The Four Patterns

The identification of risk, followed by its assessment and evaluation, is a critical element of the risk management process. The assessment of risk is related to the estimation of risk frequency (how often it may happen) and risk severity (how high could the possible risk outcomes be). These two dimensions are captured in risk maps (Ratliff and Hanks 1992; Cox 2008; Pritchard et al. 2010; Thomas 2013). The process of risk mapping contributes to the selection of the most appropriate risk management methods (Walker 2013). For example, a risk of high frequency and high severity should be avoided, if possible. A risk of low frequency but high severity is most suitable for transfer (e.g., by the purchase
of insurance). A risk of low severity but high frequency would be difficult to transfer (if obtainable, the transfer would be very costly), thus in these circumstances a company should implement methods of risk prevention to reduce the frequency of risk. Finally, the risk of low severity and low frequency is a risk that could be retained (self-resisted) by a company.

However, provided that the ultimate consequences of risk occurrence led to the undesired cash flow’s volatility, the assessment of risk should take into consideration the existing company’s abilities to mitigate cash flow volatility. In this context, we propose a conceptual model for assessing a company’s risk self-resistance. In other words, our conceptual model is designed to assist the traditional assessment of risk in the frequency-severity dimension. Under the assumption that undesired cash flow volatility will ultimately impose financial constraints and bankruptcy threat (as supported by the literature review provided in Section 2), we consider in our model two additional dimensions of assessment: a company’s debt capacity constraint and a company’s liquidity constraint. The model is framed in Figure 1.
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**Figure 1.** Conceptual model of four patterns of self-resistance to risk outcomes.

Our model is of particular importance if risk is retained in the company. Risk retention means that a company solely covers the negative financial outcomes of risk. In other words, to alleviate the undesired cash flow volatilities in the aftermath of risk occurrence a company needs an injection of additional funds. If risk is retained, these funds may be obtained:

- internally, if there are adequate cash reserves in a company, reflected by company’s cash holdings in a buffering function; this is captured in our model by the liquidity constraint—the higher cash holdings, the lower liquidity constraint;
externally, if a company is able to obtain additional debt\(^1\); this is captured in our model by a debt capacity constraint and is consistent with the premises of a static leverage trade-off theory (as outlined earlier, a constrained firm is prone to higher bankruptcy costs and is under a higher bankruptcy risk)—the higher the leverage, the higher the debt capacity constraint.

In our conceptual model, see Figure 1, we consider four possible combinations of liquidity constraint (low or high) and debt capacity constraint (low or high). Thus, we distinguished between the four possible patterns of a company’s risk self-resistance. A high or low liquidity constraint and debt capacity constraint are assessed with reference to the benchmark, which could be established as an average level of cash holdings or leverage (for a sector or group of similar companies).

The first pattern (square A) captures companies with risk self-resistance determined by the availability of internal funding. These companies are characterized by a high debt capacity constraint due to high leverage. These circumstances may impose difficulty in obtaining additional external funding (debt in particular) due to high bankruptcy costs and an increasing bankruptcy threat. However, these companies possess relatively high cash holdings (with reference to the benchmark). It indicates a low liquidity constraint and determines the ability to cover the negative financial outcomes of risk from previously accumulated funds.

The second pattern (square B) captures companies with high-risk self-resistance. These companies are characterized by both a low liquidity constraint (due to relatively high cash holdings) and low debt capacity constraint (due to low leverage). Facing the negative outcomes of risk, companies of high-risk self-resistance have no problems with obtaining additional external funds and/or use the existing cash reserves. These companies are the least exposed to a bankruptcy threat in the aftermath of risk occurrence.

The third pattern (square C) captures companies that resist on the availability of external funds. These companies are characterized by relatively lower cash holdings (and thus a higher liquidity constraint). However, the debt capacity constraint is relatively low as well due to low leverage. This determines the ability to obtain additional funding from external sources if needed.

The fourth pattern (square D) captures companies that are distinguished by the lowest risk self-resistance and thus are most prone to a bankruptcy threat in the aftermath of risk occurrence. These companies are under a relatively high liquidity constraint (due to low cash holdings) and high debt capacity constraint (due to high leverage).

Our conceptual model of the analysis of risk self-resistance should support the decision within the design of risk management methods implemented in a company. First of all, if we consider the traditional directions of risk assessment (as captured by risk mapping in a risk frequency and risk severity dimension), the outcomes of risk could be intentionally retained if the risk is classified as of low frequency and low severity. Our conceptual model is predominantly dedicated to these purposes. In such circumstances, the assessment of a company’s risk self-resistance helps to establish whether a company is:

- able to retain risk—if featured in square B; a company should focus on the design of the best risk retention policy and implementation of the most effective methods;
- unable to retain risk—if featured in square D; a company should pay particular attention to the proper identification and assessment of risk, followed by the design of optimal risk transfer solutions (if available) and on the possible routes to the limitation of debt capacity constraint and liquidity constraint;

\(^1\) A company may also obtain external funding by the issue of shares (increasing equity). However, in our conceptual model, we focus purely on the availability of debt. The reason behind this limitation is that the decision on the issue of new shares imposes strategic concerns due to the potential change in the ownership structure. Moreover, the injection of additional funds from the owners is considered as the ultimate solution (used in terms of high leverage, leading to unattainability of debt).
partially able to retain risk—if featured in square A or C; it requires a similar approach as in the
case of the inability to retain risk.

However, a company may also retain risk unconsciously, facing the negative outcomes of risk
that was not recognized in the process of risk identification or was wrongly assessed with reference to
its frequency and/or severity. Accordingly, our model may also support the overall company’s risk
self-resistance, with the recommendations as outlined above. Our conceptual model may also enhance
a greater awareness of the possible scale of the ultimate consequences of risk, in terms of the growth of
a bankruptcy threat.

4. Empirical Illustration

4.1. Research Design and Method and Sample

The empirical illustration presented in this section aims at examining the frequency of the four
patterns of risk self-resistance, as distinguished in our conceptual model and framed in Figure 1,
with reference to the market data obtained for a sample of companies. In particular, we aim at
answering two questions:

**Question 1. Which pattern of risk self-resistance is most common?**

**Question 2. Are there any significant differences in the pattern of risk self-resistance in a cross-sector dimension?**

The first question addresses the frequency of each pattern of risk self-resistance. On a conceptual
level, we expect that patterns featured in squares A and B are less common due to high levels of cash
(as cash holdings are costly for a company). The second question addresses the possible existence of
cross-sector differences in the frequency of each state of risk self-resistance. Previous works controlled
the industry effect on cash holdings (e.g., Berger and Ofek 1995; Subramaniam et al. 2011) and capital
structure (e.g., Michaelas et al. 1999; Hall et al. 2000).

The turn from the conceptual model, presented in Figure 1, to empirical investigation requires a
definition of proxies that will clearly address the assessment of (a) debt capacity constraint, (b) liquidity
constraint, and (c) the benchmarks that distinguish between high or low constraints.

Debt capacity constraint refers to the level of leverage, which is commonly measured by the debt
to equity ratio (consistent with Miller and Modigliani proposition). However, similar information
could be obtained by the analysis of the debt to assets ratio. Many of the previous empirical works
used both ratios to capture the financial leverage effect in various contexts (Kaplan and Zingales 1997;
Lamont et al. 2001; Chen et al. 2009).

The liquidity constraint is assessed as low if a company is distinguished by financial liquidity.
A common measure of a company’s financial liquidity examined in previous empirical works is the
relationship of current assets to current liabilities or cash and cash equivalents to current liabilities.
However, in the studies that refer to the motives behind cash holdings (in this precautionary motive),
other measures are being examined. For example, cash holdings to assets were examined by Subramaniam
et al. (2011); Opler et al. (1999); Almeida et al. (2004); Harford et al. (2008); Weidemann (2018).

With reference to previous empirical works, our empirical illustration examines:

- debt to total assets as a proxy for the debt capacity constraint; high debt to assets denotes high
  leverage and high debt capacity constraint;
- cash and cash equivalents to total assets as a proxy for the liquidity constraint; high cash and cash
  equivalents to total assets denotes a low liquidity constraint and high cash holdings that could be
  used in a precautionary (buffering) function.
Finally, both proxies (debt to assets and cash and cash equivalents to assets) are scaled similarly and range between 0 (no debt, no cash holdings) to 1 (high debt, high cash holdings). This enables a clear classification of each observation to a given pattern and simplifies the graphical illustration of empirical results with reference to the conceptual model outlined in Figure 1.

As the benchmarks, we assumed the mean ratios for all observations in the sample. This approach is motivated by the common use of means of the given financial ratios as the benchmarks of companies’ performance (e.g., in official public statistics). In a cross-sector dimension, this is relevant for the possible practical implementation of our conceptual proposal.

4.2. Sample

In our empirical illustration, we use a sample of observations that were obtained from the Emerging Markets Information Service (EMIS) database for a five-year time span (2013–2017). To avoid a country effect, we used data for a single country—Poland. However, it is worth noting that the situation in Poland is often considered as representative for the region of Central and Eastern Europe (CEE). As a pioneer in the transition from a command to a market economy, Poland is currently the largest economy among all the CEE countries and has the sixth strongest market in the European Union. The Polish economy was the only one to have avoided recession during the global downturn of 2008 and it continues to perform strongly.

To capture the cross-sector dimension, we used information on the main activity of companies (as denoted in the EMIS database), consistent with Polish industrial classification codes (PKD), to distinguish between production, services, and trade. The EMIS database offers data that are consistent with the balance-sheet statement and these data were used to compute the proxies of the debt capacity constraint and liquidity constraint. From all obtainable observations (2500; 500 firms in each year) we finally selected and examined 2292. We removed from the sample the observations that were inconsistent with balance-sheet requirements (no balance between assets and liabilities) and the observations that reflected highly unusual levels of proxies that could not be reasonably explained (e.g., negative cash holdings or debt higher than total assets). We did not remove outlier observations, as in this study these are treated as important variations of the observable patterns of risk self-resistance.

Descriptive statistics for both variables, liquidity constraint and debt capacity constraint, are presented in Tables 1 and 2, respectively. Distribution plots for both variables are presented in Annex A and B. On average, in the analyzed sample, companies hold c.a. 8% of assets in the form of cash and cash equivalents, with the highest average cash holdings in services (c.a. 11%) and the lowest in production (c.a. 5%). However, the levels of cash and cash equivalents holdings, on average, highly deviated from the mean values (both in the entire sample and in the sectors). The distribution plots (Appendix A) of liquidity constraints are right-skewed, which means that the sample is dominated

---

2 Although rare, the debt to assets ratio can be greater than 1. However, in this study we excluded such cases (which is discussed in the sample selection).

3 In some empirical works the median is used. However, these works aim at dividing the sample into two parts that distinguish with e.g., high or low cash holdings. See Demonier et al. (2015) with the analysis of the empirical works following the approach proposed by Fazzari et al. (1988) and Kaplan and Zingales (1997).

4 The EMIS database presents industry information, company profiles, reports, and financial data, as well as macroeconomic statistics and forecasts for emerging markets in Asian, Latin American, and Central and Eastern European countries. Detailed information on the database is available online (EMIS n.d.).

5 According to World Bank, Polish real GDP (Gross Domestic Product) growth is expected to reach 4.7% in 2018, driven by domestic consumption and accelerating investments. Unemployment at a rate of slightly above 4%, is the second-lowest rate in the 28-member European Union (World Bank n.d.; Emerging Europe n.d.) Business demography data indicate the growing number of bankruptcies (900 companies in 2017). However, the number of bankruptcies is relatively low in comparison to the total number of entities conducting economic activity in Poland (Statistics Poland 2018; Nehrebecka and Dzik 2013).

6 The PKD (Polska Klasyfikacja Działalności—Polish Industrial Classification) system is consistent with NACE rev. 2 (Statistical Classification of Economic Activities in the European Community) and uses digit coding with a very detailed explanation of the areas of a company’s operating activity. The companies were grouped with reference to their PKD codes and classified to one of the largely understood sectors (in this case production, trade, or services).
by companies with relatively high liquidity constraints. A debt to assets ratio in the observed sample is 48% on average, which indicates that nearly half of companies’ assets were financed with debt. The highest debt to assets ratio, on average, is in trade (c.a. 53%), and the lowest in production (c.a. 45%). The distribution plots (Appendix B) indicate the normal distributions.

### Table 1. Sample characteristics: Liquidity constraint (cash and cash equivalents to total assets).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Number of Observations</th>
<th>Mean</th>
<th>Median</th>
<th>Standard Deviation</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>In total</td>
<td>2292</td>
<td>0.086456</td>
<td>0.049078</td>
<td>0.1016451</td>
<td>0.0000</td>
<td>0.6662</td>
</tr>
<tr>
<td>Production</td>
<td>655</td>
<td>0.056238</td>
<td>0.032540</td>
<td>0.0669879</td>
<td>0.0003</td>
<td>0.4754</td>
</tr>
<tr>
<td>Trade</td>
<td>566</td>
<td>0.069497</td>
<td>0.038121</td>
<td>0.0842931</td>
<td>0.0000</td>
<td>0.5423</td>
</tr>
<tr>
<td>Services</td>
<td>1071</td>
<td>0.113899</td>
<td>0.072961</td>
<td>0.1190039</td>
<td>0.0003</td>
<td>0.6662</td>
</tr>
</tbody>
</table>

### Table 2. Sample characteristics: debt capacity constraint (debt to total assets).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Number of Observations</th>
<th>Mean</th>
<th>Median</th>
<th>Standard Deviation</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>In total</td>
<td>2292</td>
<td>0.481663</td>
<td>0.473657</td>
<td>0.1946336</td>
<td>0.0016</td>
<td>0.9714</td>
</tr>
<tr>
<td>Production</td>
<td>655</td>
<td>0.451315</td>
<td>0.444729</td>
<td>0.1642170</td>
<td>0.0488</td>
<td>0.9189</td>
</tr>
<tr>
<td>Trade</td>
<td>566</td>
<td>0.526222</td>
<td>0.530941</td>
<td>0.1950651</td>
<td>0.0016</td>
<td>0.9714</td>
</tr>
<tr>
<td>Services</td>
<td>1071</td>
<td>0.476675</td>
<td>0.465261</td>
<td>0.2071151</td>
<td>0.0029</td>
<td>0.9625</td>
</tr>
</tbody>
</table>

### 4.3. Findings and Discussion

Data presented in Figure 2 shed some light on which pattern of risk self-resistance is most common. The data demonstrate that the majority of companies fall into the pattern of limited self-resistance to risk outcomes. Out of 2292 observations, 798 (c.a. 35%) are captured in pattern D, with the leverage higher than on average and the cash holdings lower than on average. Another common situation is pattern C, with self-resistance to risk driven by the accessibility of external funds (which captures companies of leverage lower than on average and cash holdings lower than on average). A relatively lower percentage of observations fall into pattern A (self-resistance to risk outcomes driven by internal financing) or pattern B (with low debt capacity and liquidity constraints). However, data presented in Figure 2 indicate that numerous outlier observations exist, in particular within the strategies of cash holdings.

![Figure 2](image_url)  
**Figure 2.** Dispersion of debt capacity constraint (debt to total assets) and liquidity constraint (cash and cash equivalents to total assets) in the examined sample (N = 2292). Red lines reflect the mean values.

The differences between sectors are graphically presented in Figure 3, with reference to production (panel a), trade (panel b), and services (panel c). In addition, Table 3 presents the results for the analyzed
sample broken by patterns of risk self-resistance and sectors (production, trade or services). Detailed data are presented in Table 3, which is a contingency table of the observed pattern and sector.
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**Figure 3.** Dispersion of debt capacity constraint (debt to total assets) and liquidity constraint (cash and cash equivalents to total assets) in the examined sample, broken by sectors: production (N = 665), services (N = 1071) and trade (N = 566). Red lines reflect the mean values.

In order to answer the second research question, we evaluated the statistical significance of the interdependencies between a sector and the pattern of risk self-resistance. The statistical significance of these interdependencies was confirmed by Pearson’s chi-squared test ($p < 0.001$); although, it was relatively weak (statistically significant V-Cramer coefficient 0.338). In a cross-sector dimension, the results indicate that companies operating in production were captured mostly in pattern D (low self-resistance, with a high liquidity and high debt capacity constraint). However, companies operating in services were captured mostly in pattern C, with externally driven risk self-resistance...
related to a high liquidity constraint but low debt capacity constraint). In trade, an almost equal number of observations were captured in pattern D (low self-resistance) and pattern A (internally driven self-resistance, with a low liquidity constraint but high debt capacity constraint). Pattern B, highlighting the high level of risk self-resistance was observed most commonly in services. Detailed data are provided in Table 3.

### Table 3. Pattern of risk-self resistance by sectors of observed companies.

| Sector | Pattern of Risk Self-Resistance | | | |
|--------|---------------------------------|---|---|---|---|
|        | Pattern A (Internally Driven)   | Pattern B (High) | Pattern C (Externally Driven) | Pattern D (Low) | In Total |
| Production | N 111 | 106 | 94 | 344 | 655 |
| % sector | 16.9% | 16.2% | 14.4% | 52.5% | 100.0% |
| % pattern | 27.3% | 24.0% | 14.6% | 43.1% | 28.6% |
| Trade | N 207 | 94 | 54 | 211 | 566 |
| % sector | 36.6% | 16.6% | 9.5% | 37.3% | 100.0% |
| % pattern | 50.9% | 21.3% | 8.4% | 26.4% | 24.7% |
| Services | N 89 | 241 | 498 | 243 | 1071 |
| % sector | 8.3% | 22.5% | 46.5% | 22.7% | 100.0% |
| % pattern | 21.9% | 54.6% | 77.1% | 30.5% | 46.7% |
| In total | N 407 | 441 | 646 | 798 | 2292 |
| % sector | 17.8% | 19.2% | 28.2% | 34.8% | 100.0% |
| % pattern | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% |

The statistical analysis of sector relevance was further supported by the correspondence analysis, which is based on the associations between the observed categories (dimensions) of variables (Hauser and Koppelman 1979). The results of correspondence analysis support perceptual mapping. This technique allows the visualization of the interdependencies between the considered categories in a two-dimensional aspect. On the perceptual map, the stronger interdependencies of categories are visualized by their closer position on the chart (and vice versa). Figure 4 is the perceptual map (as a result of correspondence analysis) for two categories, sector and pattern of risk self-resistance. There is no clear correspondence of any of the considered sectors to pattern B (with the best financial self-preparedness for risk outcomes). However, there is an observable correspondence of other patterns and sectors; production adheres to pattern D (low self-resistance), trade— to pattern A (internally-driven self-resistance), and services— to pattern C (externally driven self-resistance).

![Figure 4. Perceptual map (correspondence analysis).](image-url)
We additionally incorporated non-parametric analysis of variance (ANOVA) (Kruskal–Wallis test) for a deeper analysis of the observed interdependencies between the sector and pattern of risk self-resistance. In the analysis, we examined the impact of the sector on the constraints framed in our model of patterns of risk self-resistance: (a) the liquidity constraint, as reflected by the ratio of cash and cash equivalents to total assets and (b) the debt capacity constraint, as reflected by the ratio of debt to total assets. We additionally revised the ratio of cash and cash equivalents to debt, to capture the combined impact of both constraints. The results obtained from the Kruskal–Wallis test, presented in Table 4, indicate that there are statistically significant differences between the sectors and mean values of liquidity and debt capacity constraints. In other words, sectors differ significantly with the mean values of constraints (as indicated by post-hoc tests). The average values of liquidity constraint are statistically significantly higher in the trade sector, in comparison to production and services. We also observed statistically significant differences between the services and production sectors. A similar situation applies to the debt capacity constraint—there are statistically significant differences between mean values of debt capacity constraint in each of the considered sectors. The result of the Kruskal–Wallis test also confirmed that there are significant differences in the combined impact of both constraints between sectors. However, for the combined impact, there is no statistically significant difference between the production and services sectors.

Table 4. Results of Kruskal–Wallis test for sectors and type of constraints.

<table>
<thead>
<tr>
<th>Constraints</th>
<th>Kruskal-Wallis Test</th>
<th>Post-Hoc Tests for Sectors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P-T</td>
</tr>
<tr>
<td>liquidity constraint</td>
<td>154.5 ***</td>
<td>−381.93 ***</td>
</tr>
<tr>
<td>debt capacity constraint</td>
<td>51.16 ***</td>
<td>−87.49 *</td>
</tr>
<tr>
<td>combined impact of constraints</td>
<td>131.37 ***</td>
<td>−323.22 ***</td>
</tr>
</tbody>
</table>

Statistical significance at: *** $\alpha = 0.001$; * $\alpha = 0.05$; Sectors denoted as: P for production, S for services, T for trade.

5. Conclusions

The importance and benefits of contemporary risk management (in its holistic dimension) are explainable with reference to the bankruptcy threat through the analysis of the constraints that might be imposed by the financially measurable negative risk outcomes. In most of the studies, the negative risk outcomes in their financial dimension (impact) are associated with undesired cash flow volatility. This volatility could be at least partially prevented by the proper implementation of a risk management process, followed by an intentional selection of appropriate risk management methods. In this paper, we have focused, in particular, on the conditions that are relevant for the choice between risk financing tools: insurance and retention of risk. Traditionally, the decisive model (framed within a risk map) considers the frequency of risk occurrence (probability) and the severity of risk outcomes (impact). In this study, however, we advocate the extension of this approach, with reference to a company’s ability of risk self-resistance. Our conceptual model, framed in Figure 1, considers four patterns of risk self-resistance that are determined by a company’s debt capacity constraints and liquidity constraints.

By the incorporation of this conceptual model to the selection of risk management techniques (transfer and retention), a company may better understand the impact of its existing limitations on the ability to overcome the volatility of cash flows in the aftermath of risk occurrence. In other words, the model may practically support a risk management process, within the composition of risk management methods, at the micro-level. A single company may use the proposed framework (debt capacity and liquidity constraint) to evaluate its risk-self resistance position. It may enhance a better design of protection, within the decisions on the choice between retention or risk transfer, or the rationale behind mixing these methods in adequate proportions. Our conceptual model is supported by a simple empirical illustration which addressed two research questions. The first research question asked about the frequency of the conceptually identified patterns of risk self-resistance. With reference to the mean values of ratios that were implemented as proxies for debt capacity or liquidity constraint,
the data has shown that the most common pattern is related to low risk-self resistance or externally driven risk-self resistance. It indicates that most of the observed companies have relatively low cash reserves and it is often accompanied by a high debt capacity constraint (due to high leverage). In such circumstances, the ability to retain the outcomes of risk is low.

The second research question referred to the interdependencies between a company’s sector (production, trade, or services) and the pattern of risk self-resistance. In the production sector, low self-resistance was most common, whereas in services it was externally driven. Different patterns were observed in trade—with almost equal numbers of observations falling into low and internally driven self-resistance. The observed cross-sector differences were statistically significant. Thus, it could be concluded that a priori some sectors should rely more on risk transfer than on risk retention.

An obvious limitation of our study is the sample (Polish companies). Thus, further inquiries should be made to confirm the possible impact of country effect, in addition to sector effect. The concentration of observations in two patterns of self-resistance (low and externally driven) also suggests further research should be conducted that will distinguish other relevant dimensions in the proposed conceptual model.
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Appendix B

![Distribution plots for debt capacity constraint (debt to assets).](image)

(a) Whole sample (N = 2292)  
(b) Production (N = 655)  
(c) Trade (N = 566)  
(d) Services (N = 1071)

Figure A2. Distribution plots for debt capacity constraint (debt to assets).
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