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Abstract: An attendance model is specified for the Canadian Hockey League (CHL), the top level of junior hockey in Canada with some teams located in the United States. The natural log of attendance is used as the dependent variable, with explanatory variables consisting of the timing of the game, team performance characteristics, uncertainty of outcome measures, and weather-related variables. Weekends and Mondays were the most popular days for games. Winning and fighting were shown to be popular team characteristics that drive attendance. Uncertainty of outcome plays little role, if any, in fan interest at this level, while precipitation significantly reduces attendance.
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1. Introduction

In sports, an important component of financial performance of a franchise is attendance. Attendance as a key factor of financial performance has been shown in sports such as soccer in France (Andreff 2018; Scelles et al. 2018) and in England (Szymanski 2017). Even in leagues with major television deals, attendance has a significant positive impact on the financial value of sports firms (i.e., Scelles et al. 2013c, 2016a, 2017).

This article focuses on the determinants of attendance in the Canadian Hockey League (CHL), which is the top-tier of junior hockey in Canada (with some franchises located in the United States as well). In recent years, two variables have been explored and debated as it relates to their role in hockey attendance. These two variables are fighting and uncertainty of outcome. Fighting has seemingly always been a hot topic as it relates to its implications on the sport. Recent examples of the study of the role of fighting in hockey include Burdekin and Morton (2015) and Rockerbie (2016). One argument on the business-side of hockey, as it relates to fighting, is that fisticuffs 1 between the players is an aspect of the game that is enjoyed by fans. Various studies have linked the frequency of fighting to attendance, but these studies have mostly focused on older players as professionals. About uncertainty of outcome in relation to game competitive balance 2, measured directly from game odds

1 Fisticuffs refers to fighting with the fists, which occurs in hockey fights when players discard their gloves and fight with each other.
2 This study focuses on uncertainty of outcome related to the individual game. Other elements of uncertainty of outcome relate to seasonal factors such as a team being in contention for the playoffs or for a qualification in continental competitions. Studies related to this aspect of outcome uncertainty include Fort and Maxcy.
in the betting market, the traditional theory that fans enjoy games between evenly matched-teams (resulting in a high level of uncertainty of outcome) has been challenged by an alternative theory based upon reference-dependent preferences, loss aversion, and a desire to witness upsets (Coates et al. 2014). While these issues have been studied at the professional level for adults playing the sport, it is informative to ascertain how these factors, and others, affect fan decisions at the junior hockey level, where players are much younger than those participating in the professional ranks.

The CHL consists of three leagues, the Ontario Hockey League (OHL), the Quebec Major Junior Hockey League (QMJHL), and the Western Hockey League (WHL). Each league has its own regional restrictions in Canada and the United States from which they draw players and there are limited allowances for players from Europe and other places in the world through the CHL Import Draft. The CHL Import Draft allows CHL teams to draft players whose parents are not residents of Canada or the United States. These imports can only be obtained through the draft and each team may only have a maximum of two imports on their roster. The three leagues play their own individual seasons, followed by playoffs. In the two seasons (2016–17 and 2017–18) studied, the Ontario Hockey League had twenty teams, the Quebec Major Junior Hockey League had eighteen teams, and the Western Hockey League had twenty-two teams. In each league, sixteen teams qualified for the playoffs each season. The winner of each league’s playoff, combined with the team from the host city (chosen in advance), played for the championship of the CHL in the MasterCard Memorial Cup at the conclusion of the hockey season.

To compete in the CHL, players must be at least sixteen years of age, with exemptions granted for players of “exceptional status”, who may begin playing at the age of fifteen. Some players who were granted “exceptional status” include current National Hockey League (NHL) (the top hockey league in North America and the world) stars John Tavares, Aaron Ekblad, and Connor McDavid. Players in the CHL may play until they reach the age of twenty. Teams can have three “overage” (twenty-year old) players and up to four sixteen-year-old players (or fifteen with “exceptional status”) on their rosters. The rules of the game mimic those of the NHL, including the allowance of fighting in the sport, which earns each player a five-minute penalty for this infraction. As a side note, from the perspective of the National Collegiate Athletic Association (NCAA) (a non-profit organization that regulates collegiate athletics), players who play in the CHL are considered professionals and lose their eligibility to play college hockey in the United States.

As mentioned at the start of the introduction, this study investigates the determinants of attendance for teams in the CHL. Using an ordinary least squares regression model, factors related to game timing, weather conditions, team performance, and outcome uncertainty are tested to determine their significance and influence on individual game attendance for each of the teams in the three leagues that comprise the Canadian Hockey League. Specifically, the main null hypotheses tested include the implications of the uncertainty of outcome hypothesis, the role of winning (measured as a points-per-game running average), and the role of fighting as it relates to fan interest. The uncertainty of outcome hypothesis has been shown to have mixed results across sports and it is informative to ascertain if this factor plays any role (and if so, what role) in fan decisions for junior hockey. Logically, winning would be expected to influence fan decisions and fighting has been shown in the past to be a significant factor in fan decisions. However, this league is for young players (twenty years of age and under) and is a key developmental level in the training of many young players. These factors may lead to fans having different preferences for junior hockey compared to professional hockey. Therefore, this research explicitly models and tests these null hypotheses for a sample of two complete regular seasons (playoff games were not included) in the CHL (2016–17 and 2017–18 seasons).

The paper is structured as follows. Section II provides a brief literature review on attendance studies as it relates to the sport of hockey. Section III describes the empirical model and presents the regression model results. The final section discusses the findings and concludes the paper.

2. Literature Review

Recent literature on hockey attendance has focused on the role of structural breaks in time-series data over many seasons. Using data on teams in existence for over forty seasons (29 in Major League Baseball, 13 in the National Basketball Association, and 11 in the National Hockey League), Mills and Fort (2018) extended the study of structural break points to the team level. They found mixed evidence of the role of outcome uncertainty on attendance through empirical testing of game uncertainty, playoff uncertainty, and consecutive season uncertainty. They also found considerable differences in their team-level analysis compared to league-level analysis as it relates to break points in the data.

Treber et al. (2018) examined the NHL lockouts in 1994–95, 2004–05, and 2012–13. They found evidence of a decrease in attendance following the lockout of 1994–95 and a decrease in revenue for the league following the lockouts of 2004–05 and 2012–13. Although the lockouts had a negative influence on fan demand for NHL games, the authors suggest that the cost savings generated by the lockouts could be enough to offset the reduction in attendance and revenue, leading to the lockouts still being an optimal strategy for the league.

One of the key components of the economic research surrounding game-to-game hockey attendance is an investigation into fighting. The role of fighting in the NHL has been studied previously in Jones (1984), Jones et al. (1993), Jones et al. (1996) and Paul (2003). Fighting was shown to have a positive and significant effect on attendance in each study. Although there were differences in magnitude as it relates to the country where NHL games were played, the impact of fighting on attendance was seen in both Canadian and American cities. Rockerbie (2012) found that NHL fans respond positively to greater violence, with hitting having a greater effect on attendance than fighting.

In most European leagues, fighting is met with immediate rejection from the match, not a 5-min penalty as it is in the NHL and other leagues in North America. Although fighting is not allowed in the DEL league in Germany, evidence was found that penalty minutes, a proxy for physical play, increased attendance in this league (Coates et al. 2012). Physical play (using penalty minutes as a proxy) was not found to significantly impact attendance in the SM-Liga in Finland (Coates et al. 2012). Fighting was not shown to have a statistically significant impact on attendance in junior hockey in the Quebec Major Junior Hockey League (Paul and Weinbach 2011).

Fighting and physicality may play a role in attendance in some leagues, but studies have also investigated if fighting tends to contribute to game outcome success. Leard and Doyle (2011) studied fighting, determining winners and losers of individual fights in the NHL, and did not find a statistically significant relationship between winning fights and winning games. Coates et al. (2012) found a negative relationship between fighting and team success in the NHL.

In terms of the North American minor hockey leagues, fighting has been shown to increase attendance in both the American Hockey League (Paul et al. 2013) and in the ECHL3 (Paul et al. 2015). At both levels, fighting had a positive and statistically significant effect on attendance. Further details, developed in research by Rockerbie (2017), describe fighting as a profit-maximizing strategy for American Hockey League teams. Fighting was also shown to have a positive and statistically significant impact on attendance in a lower-level minor league, the Southern Professional Hockey League (SPHL) (Paul 2018). Other factors that were found to influence attendance in these studies of minor league hockey were days and months of the season, city-specific demographics, and promotions.

Attendance at minor league games has also been studied in various capacities by Rascher et al. (2009) and Hong (2009). Rascher et al. (2009) discovered increases in attendance for minor league hockey during the NHL lockout of 2004–05. Hong (2009) performed research on the marketing of minor league hockey games and found that teams that successfully drew fans to the arena had higher

---

3 ECHL used to stand for the East Coast Hockey League. As the league expanded, the abbreviation was no longer geographically accurate and the league name was shortened to just “ECHL” in 2003. ECHL still exists as the name, but each letter no longer stands for anything.
Another method of research surrounding interest in hockey is with surveys of fans at games. Zhang et al. (1996) found that familiarity with the sport, i.e., hockey knowledge, was important in forecasting game attendance and the level of ticket purchases for International Hockey League games. Zhang et al. (2001) studied social factors influencing minor league hockey attendance and found that health-promoting, achievement seeking, and stress and entertainment factors should be part of the marketing strategies of minor league teams. In a survey of Southern Professional Hockey League (SPHL) fans, violence was found to be important in explaining why fans attended games, although results differed by both gender and the level of ticket purchase (Andrew et al. 2009).

A separate key angle of this study relates to outcome uncertainty. A game expected to be uncertain could be an important consideration in the minds of fans when considering attending a game. The uncertainty of outcome hypothesis (UOH) was first stipulated by Rottenberg (1956) and stated that fans would prefer to attend games where teams were evenly matched. Coates and Humphreys (2012) rejected the uncertainty of outcome hypothesis for the NHL. An alternative hypothesis has been suggested in the literature by Coates et al. (2014) that incorporates reference-dependent preferences and loss aversion. Although this research focuses on individual game level uncertainty of outcome, other uncertainty of outcome measures have been developed as it relates to season-long outcome uncertainty. Studies such as Fort and Maxcy (2003), Garcia and Rodriguez (2002), Andreff and Scelles (2015), Scelles (2017), and Scelles et al. (2013a, 2013b, 2016b) refer and/or examine the role of playoff or qualification for continental competition contention for seasonal outcome uncertainty.

Although outcome uncertainty and similar related theories are important for game-to-game attendance studies, such as the research in this paper, it is closely related to season-to-season studies of attendance that include estimates for competitive balance. Competitive balance is the concept of how evenly balanced a particular sports league is within a season and across seasons. Different measures include the use of the idealized standard deviation of win percentage (i.e., Scully 1989; Quirk and Fort 1997), the CB Ratio statistic (Humphreys 2002), and the use of Herfindahl Indices related to championships (i.e., Kringstad and Gerrard 2004). Another recent innovation as it relates to studies of competitive balance is the Hope Statistic (Kaplan et al. 2011; O’Reilly et al. 2008), which uses statistics related to how far out of a playoff spot a team finished (and has finished over a span of different seasons) to estimate “hope” for a franchise to turn into competitors for a playoff spot and championships in the coming season.

Although this research focuses on the determinants of game-to-game attendance for CHL teams, attendance is only part of the equation as it relates to team profitability. Nadeau and O’Reilly (2006) gathered data from NHL franchises for three NHL seasons and estimated a model to establish the determinants of NHL franchise profitability. They found that team success is important, but influences profits indirectly through the overall level of market support in the city. Other key components to franchise profitability they identified include historical performance, team playing style, team composition, arena location, local market characteristics and competition, and television, among others.

3. Attendance Model and Results

The dependent variable in the regression model is the log of attendance. Attendance figures were taken from the box scores of CHL games on the league websites. As box score figures, they suffer from the well-known fact that teams may not report the actual turnstile attendance for each game, perhaps including sold tickets for season ticket holders who were “no-shows” or other similar activities. Given that we did not have access to the true attendance figures from the team/leagues, we used the publicly available figures on team attendance. That said, there is considerable variation from game-to-game on attendance figures for each team that logically makes sense (i.e., higher attendance on weekends, with considerable variation across those weekend games throughout the season) which
is revealed in the study. Until teams are forced to report actual attendance figures, this will always be a limitation of studies by researchers using publicly available figures.

The independent variables consist of controls for the timing of the game, on-ice performance variables, home win probability measures, and weather variables. The controls for the timing of the game include a dummy for the home opener in the sample where all games are included (specifications I and II). Home openers are typically popular with fans due to the festivities surrounding the start of the hockey season. We would expect the home opener dummy to have a positive and statistically significant effect on the log of attendance. The days between games variable (days between) is the number of days between the current home game and the last home game played. This measure is capped at 14 days (any period of longer than 14 days is listed as 14 days) across the sample. Home games played in rapid succession may suffer from a decline in fan interest due to the availability of attending another game in a short timeframe. If this variable impacts the decisions of fans, it should have a positive and significant effect on the log of attendance.

Dummy variables for the days of the week (with the excluded reference category of Wednesday), the months of the season (with the excluded reference category of January), and season (with the reference category of 2016–17) are included in the model to control for the differences in likely fan interest due to the chronological timing of the game. In terms of the days of the week, weekends are likely to be much more popular for fans due to the opportunity cost of their time on weekends compared to weekdays. Therefore, Fridays, Saturdays, and Sundays are likely to have positive and significant effects on attendance in the model. In terms of the months of the season, early season games (other than opening night) typically are tougher draws for fans, while late season games represent a push toward the playoffs. Therefore, we would expect the early months to have a negative effect on attendance and the late season months to have a positive impact. The season dummy is included to account for any structural difference between the two seasons in the sample.

The on-ice team performance variables include team success and fighting as it relates to game attendance. Team success is measured by points earned (on a per-game basis) during the season, which is a function of how often teams won games. In the CHL, teams receive two points for a win, one point for an overtime or shootout loss, and zero points for a regulation loss. These points are computed as a running average of points earned per game throughout the season. Fans have been shown to prefer successful teams to poorly performing teams across many sports and we would expect this variable to have a positive and significant effect on attendance.

Fighting is a controversial topic in hockey, but previous research has shown that fighting tends to attract fans in different North American hockey leagues. If fans of junior hockey in Canada prefer to see teams that fight more often, this variable should have a positive and significant effect on attendance. If, on the other hand, these players are deemed to be too young to be involved in fighting or fans do not want to see this as part of the game, the coefficient could be negative. Both points per game (PPG) and fights per game (FPG) are quite noisy at the start of the season as they are computed as running averages. Therefore, an alternative specification was run that did not include early-season games (September and early October) with the sample starting after October 15 (around a month into the season). These are shown as specifications III and IV in the table of results.

Home team win probabilities are computed to test the uncertainty of outcome hypothesis at the game level. Rottenberg (1956) first suggested that fans prefer to see games between evenly matched teams, which would result in an uncertain outcome. Various studies have shown conflicting results as it relates to outcome uncertainty across a wide range of sports. For the NHL, Coates and Humphreys (2012) rejected outcome uncertainty as games expected to be close showed lower in-person attendance figures. Recently, Coates et al. (2014) theoretically modelled outcome uncertainty and showed the possibility of a convex relationship (as opposed to a traditional concave relationship under the traditional uncertainty of outcome hypothesis) due to factors such as reference-dependent preferences and loss aversion on the part of fans. To measure home team win probability, we used betting market data for the CHL available from www.oddsportal.com and computed the implied home team win probability from the odds adjusting for the over round. To test for outcome uncertainty, we include two specifications. The first is a linear model that only includes the home
team win probability. The other model is quadratic in nature and includes the home team win probability and home team win probability squared. If fans prefer outcome uncertainty, the home team win probability term should be positive and its square should be negative. If fans have loss aversion, preferences to see upsets, or other types of reference-dependent preferences, the signs on the coefficients could be reversed. If fans do not care about any of these factors when attending games, the results will be statistically insignificant.

The odds from www.oddsportal.com used in constructing the home team win probability include wagering market data for a home win, draw, or road win. There are not draws in hockey, but the draw bet represents a wager on the game being tied at the end of regulation. An alternative measure of home win probability which sums the home win probability and one-half of the draw probability of the game was also tried using the betting data. The results did not deviate much from the main results shown in the body of the paper, nor did it impact the statistical significance of the hypothesis tests. Results of this measure are available upon request from the authors.

The last category of independent variables included in the model relates to game day weather. Weather data for each city in the CHL was gathered from www.weatherunderground.com. Temperature, measured as degrees Fahrenheit, and precipitation level (in inches) were included in the model. These weather-related variables do not relate to conditions while fans are sitting at a game, as games are held indoors in arenas in the CHL, but to the transaction costs to fans of actually getting to and from the game from home or work. Cold weather, rain, and especially ice and snow could discourage fans from leaving the house to brave the elements to attend a game in person. If cold temperatures and rain or snow keep fans from attending junior hockey games, these variables should have negative and significant effects on the log of attendance.

Summary statistics of the non-binary variables in the model are shown in Table 1 below for the full sample of games.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Median</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attendance</td>
<td>3950.02</td>
<td>3454.00</td>
<td>2049.89</td>
</tr>
<tr>
<td>PPG</td>
<td>1.13</td>
<td>1.14</td>
<td>0.313</td>
</tr>
<tr>
<td>FPG</td>
<td>0.38</td>
<td>0.36</td>
<td>0.22</td>
</tr>
<tr>
<td>Temperature</td>
<td>29.82</td>
<td>32</td>
<td>18.06</td>
</tr>
<tr>
<td>Precipitation</td>
<td>0.05</td>
<td>0</td>
<td>0.15</td>
</tr>
<tr>
<td>Home Win Probability</td>
<td>0.45</td>
<td>0.44</td>
<td>0.13</td>
</tr>
<tr>
<td>Days Between</td>
<td>5.11</td>
<td>4</td>
<td>4.15</td>
</tr>
</tbody>
</table>

The regression model results are shown in Table 2. Models I and II use the full season, while models III and IV omit the first month of the season (data starts on October 15) to allow for the points-per-game and fights-per-game running averages to stabilize. The coefficients and their respective t-values are shown for each specification. Due to heteroskedasticity and autocorrelation issues with the original results, HAC (heteroskedasticity- and autocorrelation-consistent)-consistent standard errors and covariances were used and reported in Table 2 with the Newey–West estimator.

<table>
<thead>
<tr>
<th>Dependent Variable:</th>
<th>Full Season Results</th>
<th>Results without Early Season Games</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(n = 4163)</td>
<td>(n = 3707)</td>
</tr>
<tr>
<td>Intercept</td>
<td>(I) Linear</td>
<td>(II) Quadratic</td>
</tr>
<tr>
<td></td>
<td>7.3140 ***</td>
<td>7.2733 ***</td>
</tr>
<tr>
<td></td>
<td>(155.0427)</td>
<td>(131.7108)</td>
</tr>
</tbody>
</table>

Home Open            | 0.2721 ***          | 0.2724 ***                       |                   |               |
|                     | (11.1604)           | (11.1742)                        |                   |               |
In summarizing the results, we will discuss the findings, in order, by category of independent variables. In terms of the control variables for the day, calendar date, and related variables, positive and statistically significant results at the 1% level were shown for teams’ home openers in both specifications for the full sample of data (not included in the restricted sample due to the early season being eliminated from the data set). The number of days between home games (days between) was shown to have a positive and statistically significant effect on attendance across the four model

<table>
<thead>
<tr>
<th>Points Per Game Average</th>
<th>0.0326 ***</th>
<th>0.0406 ***</th>
<th>0.0665 ***</th>
<th>0.0656 ***</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3.1532)</td>
<td>(3.1009)</td>
<td>(3.9883)</td>
<td>(3.9435)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fights Per Game Average</th>
<th>0.0327 (1.4727)</th>
<th>0.0321 (1.4517)</th>
<th>0.0690 *** (2.5987)</th>
<th>0.0677 ** (2.5630)</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Home Win Probability</th>
<th>-0.0087 (1.2858)</th>
<th>0.1834</th>
<th>-0.0248 (0.8837)</th>
<th>0.1872 (1.4447)</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Home Win Probability²</th>
<th>-0.2019 (−1.3976)</th>
<th>-0.2225 * (−1.6840)</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Precipitation (in)</th>
<th>-0.0445 *** (−2.2474)</th>
<th>-0.0451 ** (−2.2734)</th>
<th>-0.0580 ** (−2.3236)</th>
<th>-0.0589 ** (−2.3496)</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Temperature (°F)</th>
<th>-0.0003 (−1.0381)</th>
<th>-0.0003 (−0.9913)</th>
<th>-4.30e–05 (−0.1420)</th>
<th>-2.60e–05 (−0.0857)</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Home Team Dummies</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>R-squared</th>
<th>0.8436</th>
<th>0.8437</th>
<th>0.8341</th>
<th>0.8342</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Adj. R-squared</th>
<th>0.8404</th>
<th>0.8405</th>
<th>0.8304</th>
<th>0.8305</th>
</tr>
</thead>
</table>

Statistical significance is noted by *-notation. Rejection of the null hypothesis that the coefficient is equal to zero is noted at the 10% (*), 5% (**), and 1% (****) levels.
specifications shown. Saturation of home games across a short period of time appear to be a detriment to attendance when it comes to the decision of fans to attend major Canadian junior hockey games.

The dummy variables for the days of the week revealed anticipated results as it related to weekend games. Friday, Saturday, and Sunday variables each had positive and statistically significant results at the 1% level, compared to the reference category day of Wednesday. Saturday had the highest attended weekend games in the CHL, followed by Friday and Sunday. A surprising result showed that the dummy variable for Monday had one of the largest effects on attendance. It was positive and statistically significant at the 1% level. Monday games are relatively infrequent in the CHL, but these games attracted larger crowds than other days. This could be due to scarcity of hockey on Mondays, due to a typically lighter NHL schedule on this day of the week as well. A word of caution on the Monday results is warranted, however, as the Monday result could be a direct effect of its relative infrequency on the schedule. The other days of the week were not shown to have statistically significant results across each of the model specifications shown.

Month of the season dummy variables (compared to January as the reference category) revealed distinct results about the importance of the timing of the season to CHL attendance. Dummy variables for September and October were shown to be negative and statistically significant at the 1% level across the relevant model specifications. November was also shown to have negative and significant effects on the log of attendance, but at the 5% or 10% level. On the other hand, games played late in the season in February and March were shown to have a positive and significant effect at the 1% level on attendance. During the late season push for the playoffs, more fans were shown to attend CHL games. A dummy for the 2017-18 Season, to distinguish the two seasons of attendance in our sample, was not shown to be statistically significant. Structurally, very little appeared to differ between the two seasons when it came to fan preferences for attending games across the three leagues of the CHL.

In terms of the on-ice performance variables of interest, the results revealed that fans preferred teams that both win and fight more often. The points-per-game variable was shown to have a positive and significant effect on the log of attendance at the 5% level and at the 1% level for all four models. Fans are sensitive to the win percentage of their local team. In addition, the other on-ice performance variable, fights-per-game, was also shown to have a positive and significant effect on attendance. As with the points-per-game variable, fights-per-game was not significant in the whole sample, but significant at the 5% and at the 1% levels in the restricted sample. Despite negative publicity about fighting in hockey, hockey fans attended games of teams that have players who fight more often. Even with the majority of the players in the CHL being under twenty years of age, with some as young as fifteen, the prospect of seeing fighting on the ice was shown to have a positive effect on attendance.

The regression results as it relates to outcome uncertainty revealed fans did not appear to care much about uncertainty of outcome. In both samples, the linear model showed that the home team win probability was statistically insignificant. In the quadratic specification, the probability of a home team win (and its square) were not found to be statistically significant in the overall sample and only the squared term was statistically significant (negative coefficient) in the sample, not including the beginning of the season. An f-test of the joint significance of both the home team win probability and its square could not reject the null that both coefficients simultaneously are equal to zero (f-stat of 1.8563 with a probability value of 0.1564). Fans of the CHL did not appear to be concerned with outcome uncertainty, nor did they appear to exhibit any of the preferences described by the model of Coates et al. (2014) as it relates to reference-dependent preferences or loss aversion.

Precipitation, measured on game day in inches, was shown to have a negative impact on the log of attendance and was statistically significant at the 5% level. Temperature was not found to be statistically significant. CHL fans preferred to attend games on days with less (or no) precipitation. Even though the games occur indoors, precipitation appears to play a role in terms of the transaction costs in attending games in the rain or snow.
4. Discussion and Conclusions

This study investigated attendance in the CHL through an ordinary least squares regression model with the natural log of the attendance as the dependent variable. The CHL is the top tier of junior hockey in Canada, with some teams located in the United States. The three leagues in the CHL, the Ontario Hockey League (OHL), the Quebec Major Junior Hockey League (QMJHL), and the Western Hockey League (WHL) are proving grounds for many players who aspire to play in the NHL and are relatively popular leagues in Canada and the United States. The independent variables in the model consisted of variables representing the timing of the game, on-ice performance measures, uncertainty of outcome, and weather-related variables.

Overall, fans of the CHL appear to mimic other fans of hockey in North America. They prefer successful home teams that tend to fight more often. This is despite the negative press associated with fighting in the game and the fact that most of these players are under twenty years of age. Fans prefer to go to games on weekends, rather than weekdays, are more interested in attending games late in the season during the playoff push, and the more recent the last home game, the lower the attendance. Uncertainty of outcome is not a major concern for the fans, while rain and snow tends to decrease attendance figures. The only real surprising finding for the league, outside of perhaps the influence of fighting, was the popularity of the few Monday games on the schedule. Due to a general scarcity of hockey in North America on Mondays, perhaps a more regular schedule of Monday contests could benefit the league if these games could replace less popular mid-week contests. In general, fans of junior hockey appear to value the same characteristics as professional hockey fans, just with younger players and smaller arenas.
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