Autonomous Point Cloud Acquisition of Unknown Indoor Scenes
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Abstract: This paper presents a methodology for the automatic selection of heuristic scanning positions in unknown indoor environments. The surveying is carried out by a robotic system following a stop-and-go procedure. Starting with a random scan position in the room, the point cloud is discretized in voxels and they are submitted to a two-step classification and are labelled as occupied, occluded, empty, window, door, or exterior based on a visibility analysis. The main objective of the methodology is to obtain a complete point cloud of the indoor space and accordingly, the next best position is the scan position minimizing occluded voxels. Because the method locates doors and windows, the room can be delimited and the scan can continue for adjacent rooms. This approach has been tested in a real case study, in which three scans were developed.
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1. Introduction

Nowadays, with increased computing capacity due to advances in the field of computer science, the use of three-dimensional (3D) information has grown and spread to multiple fields, from the cinematographic industry to the medical industry. The sensors used to obtain 3D information, such as cameras and laser scanners, have greatly improved in range, precision and price in recent years, which makes it a widely used technology today.

Undoubtedly one of the fields that most benefits from this technology is architecture, engineering and construction (AEC). Quality management and control processes have gained increasing attention in this field. An effective and systematic dimensional and quality assessment of as-built construction components with planned works is essential for the timely and successful completion of construction projects, thereby saving cost.

Dimensional analysis of construction elements is traditionally based on the use of remote sensing instruments such as distanciometers or total stations. Although these instruments are highly accurate, the procedure is very time-consuming [1–3]. Their use in some scenes is moving to laser scanning devices, which are being increasingly adopted as default instruments for the collection of 3D data in large-scale civil infrastructures [4] and cultural heritage sites [5,6].

Point clouds are composed of massive amounts of raw data and have to be processed in order to extract useful information for the applications they are intended to serve. For progress-tracking analysis in construction, building components have to be recognized in the point cloud and parameterized. Bosché et al. [7] used point clouds to evaluate flatness defects in surfaces during the construction of a...
building. Díaz-Vilariño et al. [8] presented a methodology for detecting and segmenting round and rectangular cross-section columns in as-built buildings from point clouds. A similar approach was evaluated by Bueno et al. [9] under different conditions of quality and completeness.

In addition to laser point density and accuracy, data completeness is an important aspect of point cloud quality [10] and, at the same time, one of the major drawbacks of indoor point cloud acquisition, because indoor spaces are typically highly occluded. Therefore, the acquisition should be planned in a way that obtains full coverage of the scene while avoiding major occlusions [11].

All this makes automating scanning and modelling processes especially important. To achieve correct modelling from the 3D information of an interior environment [12–17] the occluded space must be minimized.

The survey process of indoor scenes can be addressed from two different perspectives. On the one hand, data can be acquired in a static way by placing the sensor in different positions [18,19]. Data must be combined and registered in the same coordinate system to obtain the complete model of the scene. On the other hand, the use of mobile mapping systems enables the collection of 3D data continuously [20,21]. These systems are based on the 3D positioning of the sensor together with 2D laser scanning.

The planning and optimization of scans is still an active research line, especially when the scanning is performed by autonomous robots. In this paper, we present a method for total automation of the scanning of rooms from which we have no previous information. This method must ensure that we obtain all the desired 3D information safely and quickly, using a robotic system that carries the laser scanner and does the survey using a stop-and-go procedure.

The search for these optimal scanning positions is known as the next best view (NBV) problem. This topic has been addressed for many years and it consists of calculating optimal scanning positions. Connolly et al. [22] in 1985 used partial octree models to determine the “best” next view. Several methods have been used to solve this problem. Surmann et al. [23] simplified the geometry of a room to a 2D map, using lines that represent the walls for selection of the NBV. Grabowski et al. [24] defined a region of interest (ROI) that is used for calculating the NBV. The most common solution is to discretize the space of study using a 3D grid. In many cases, instead of an octree model, a simple voxelization is used, in which each voxel is classified as empty, occupied, or occluded [25,26].

Another problem that arises is delimiting the study area. Adán et al. [27] used a projection of the points belonging to the ceiling to delimit the study area. Usually, as in Prieto et al. [28], an ICP (Iterative Closest Point) algorithm is used for fine registration of point clouds.

Robots require an understanding of the environment to be able to move in it. When the scene is not known, positions should be determined from an analysis of the scene. Because the objective of this paper is the optimal acquisition of an unknown indoor scene, the next pose of the robot is the next best position in terms of data completeness. The space is discretized in voxels and they are classified into empty, occupied, or occluded. In addition, windows and doors are recognized in order to enable acquisition of adjacent rooms. The geometry of the study room is used for fine registration of consecutive point clouds.

The main innovations introduced in the methodology presented below are the introduction of three new types of voxels (window, door and out), locating the doors and windows of the room using a simple and fast method and using them to delimit the room, in addition to the calculation of the NBV giving depth to the occluded areas.

The manuscript is organized as follows. Section 2 describes the proposed methodology. Section 3 reports the results obtained from applying the methodology to a real case study composed of several rooms and a discussion of those results. Finally, Section 4 concludes this work.
2. Methodology

The methodology consists of data collection and pre-processing, two-step voxel classification, next best view (NBV) computation, scan registration and voxel growing. The general workflow of this methodology is summarized in Figure 1.

To develop the methodology, the Robotnik Guardian UGV (Unmanned Ground Vehicle) was simulated [29]. To this end, the system features provided by the fabricant were used, emulating the assembly of this system with the Faro Focus 3D X330 (Faro Technologies Inc., FL, USA), which was used to scan the study room. This UGV has a payload of 50 kg and an autonomy of 3 h, therefore, problems of payload and autonomy have not been taken into account. A similar system was used in Prieto et al. [28] and in Adán et al. [27], in which they used a previous version of this UGV in conjunction with a Riegl 3D laser scanner. This system uses simultaneous localization and mapping (SLAM) algorithms to be able to move autonomously in indoor environments. Therefore, we will focus on the calculation of this optimal scanning position, which would be communicated to the robot, giving the coordinates of the NBV position with respect to the position of the previous scan position. In this study, we will focus on the calculation of the NBV and not in the navigation of the system. To ensure correct operation of the method, position errors much greater than those obtained in systems using SLAM algorithms [30,31] were simulated. The UGV already has specific sensors for

![Figure 1. General workflow of the method.](attachment:image.png)
the localization and navigation, such as cameras and LiDAR sensors. For the calculation of the scan positions, only point clouds obtained with the Faro Focus LiDAR are used.

2.1. Data Collection and Pre-processing

In this work, input data consists of point clouds obtained from a laser scanner (LS) mounted on a simulated robotic system. A Faro Focus 3D X330 laser scanner was used. It is a phase-shift device with a range from 0.6 to 330 m and a field of view of $300^\circ \times 360^\circ$. Around 6 million points were collected per scan with the selected configuration of the LS that were subsampled using a point distance filter, in order to reduce computational time during processing.

In previous simulations, the LS was mounted and levelled on a robotic system; however, the resultant point cloud of the floor typically was not perfectly horizontal and the normal vector of the floor should align to the $z$-axis. As a first step, we obtained the normal vector of the floor plane, $n_{floor} = (n_{fx}, n_{fy}, n_{fz})$ and its angles with the $xz$-plane, $\alpha$ and the $yz$-plane, $\beta$ (Equation (1)):

$$\alpha = \text{atan} \left( \frac{n_{fx}}{n_{fz}} \right)$$
$$\beta = \text{atan} \left( \frac{n_{fy}}{n_{fz}} \right)$$

(1)

Afterward, the point cloud was levelled by applying the rotations with calculated $\alpha$ and $\beta$ angles according to Equation (2):

$$\text{Rot}(x, \beta) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos(\beta) & -\sin(\beta) \\ 0 & \sin(\beta) & \cos(\beta) \end{pmatrix}$$
$$\text{Rot}(y, \alpha) = \begin{pmatrix} \cos(\alpha) & 0 & \sin(\alpha) \\ 0 & 1 & 0 \\ -\sin(\alpha) & 0 & \cos(\alpha) \end{pmatrix}$$

(2)

Following that and in order to filter the point clouds corresponding to the floor and the ceiling, a rough segmentation of the point cloud was performed by considering the histogram of the z-coordinates, as is done in Adán et al. [15]. The two maximum values of the histogram correspond to the elevation of ceiling and floor (Figure 2). Segmentation of ceiling and floor points was achieved by applying a threshold ensuring that 95% of the points belonging to them are filtered. The aim of this pre-processing step was to deal with the most common case, so particular examples with several floors or ceilings could be solved by considering more segmentation steps in the methodology.

Given that the LS makes use of an internal barometer to collect absolute elevations, a rigid body translation was applied to the z-coordinate of the resulting point cloud in order to reference the height of the points to the floor elevation, therefore making that the floor plane coincident with the $xy$ plane.

In the final step of pre-processing, voxelization of the point cloud was performed in order to simplify the spatial information of the room. This voxelization resulted in a discrete space that was expected to grow to the extent that new point clouds were collected and registered to the initial acquisition. The voxel structure is stored throughout the process in the on-board computer and can be used later in other processes.

Choosing a good voxel size, $l$, is important and implies a trade-off between the computational cost of the classification and the loss of detail in the point cloud. In our case, we defined the voxel size taking into account the minimum size that would ensure the expected geometric results.
Afterward, the normal vector of the longest wall of the point cloud was performed at a certain distance below the ceiling. The upper part of the walls located near the ceiling are the least occluded area in most nonindustrial buildings. Accordingly, we aligned the longest wall of the point cloud to reduce the final number of voxels. We took into consideration that in most buildings, walls are perpendicular and parallel to each other. Consequently, we aligned the longest wall with the $x$-$z$-plane. In order to obtain the angle between the longest wall and the $y$-axis, segmentation of a horizontal section of the point cloud was performed at a certain distance below the ceiling. The upper part of the walls located near the ceiling are the least occluded area in most nonindustrial buildings. Afterward, the normal vector of the longest wall $n_W = (nw_x, nw_y, nw_z)$ was calculated and the angle $\gamma$ with respect to the $y$-axis derived (Equation (3)). Finally, a $\gamma$ rotation around the $z$-axis was applied to the point cloud (Equation (4)).

$$\gamma = \arctan\left(\frac{nw_x}{nw_y}\right)$$ (3)

$$\text{Rot}(z, \gamma) = \begin{pmatrix}
\cos(\gamma) & -\sin(\gamma) & 0 \\
\sin(\gamma) & \cos(\gamma) & 0 \\
0 & 0 & 1
\end{pmatrix}$$ (4)
2.2. Voxel Classification

This section deals with classification of the voxels (Figure 3a), which are labelled in two steps. The first step is focused on classification of occupied and empty voxels. The second step is a refinement of the classification. It is focused on the locations of doors and windows. Classification of occluded and exterior voxels is also done in the last step.

In the first classification, differentiation between occupied and empty voxels (Figure 3b) was based on the voxel point density (i.e., the number of points in the volume of the voxel). A threshold estimating the minimum number of points to classify a voxel as occupied was established based on voxel size and empirical data. The density of voxels is of great importance, because it helps to discriminate noisy voxels or reflections that otherwise would affect the classification computations.

After the initial voxel segmentation, the methodology focuses on the locations of doors and windows and on the classification of occluded and exterior voxels.

To locate the doors and windows of the room, each segmented wall in the point cloud, \( P(t) \), needs to be analysed. The normal vector of each wall was calculated taking into consideration the horizontal section of the point cloud at a certain distance below the ceiling and based on a random sample consensus (RANSAC) algorithm [32]. As a result, the dominant plane of each wall and its points were obtained.

Once the wall planes were segmented, a binary image showing the occupancy of the plane was derived. In order to obtain the binary image, a 2D grid was computed to discretize the point cloud of the walls (Figure 4a). The grid size was chosen to match the detected doors and windows in the previous 3D voxelization.

Following that, the binary image was computed as a threshold of the 2D grid: rectangles that contained more points than the threshold corresponded to occupied pixels and those that did not fit the condition corresponded to empty pixels. All this information was stored in an image matrix, \( I(t) \), with 1-value pixels for the occupied and 0-value pixels for the empty rectangles (Figure 4b).

To locate doors and windows of the room, we used a model-driven approach: a number of patterns was designed and detected in the image. These patterns are shown in Figure 5. The design of the patterns was based on the minimum size of the detectable hole, \( nMin \), and was a trade-off between the number of false positives (smaller values of the filter) and the likelihood of detection (longer values of the filter). The filtering process consisted of applying a morphological opening and closing to...
the image $I(t)$ [33] using the designed models as structuring elements $s$ (Equation (5)). As a result, two main objectives were achieved: edge homogeneity improved and small isolated areas were filtered out of the image $I(t)$ (Figure 6).

$$s = \begin{pmatrix} 1 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 1 \end{pmatrix}$$ (5)

Figure 4. (a) Wall discretized (red: occupied; yellow: empty) (in meters); (b) Binary image of the discretized wall (right).

Figure 5. (a) Left side pattern; (b) right side pattern.

Figure 6. (a) Initial image $I(t)$; (b) morphological opening; (c) morphological closing.
A sliding window filter was applied to the image, looking for the pattern in the image and extended up and down and to the sides when found (Figure 7), rejecting false positives that resulted from occlusions that matched the pattern but had irregular shapes. The rejection of these false positives was based on the variance of the recognized pattern: irregular results with high variance were marked as false positive and discarded (Figure 8). The recognized patterns that passed the previous tests were classified as “door” if the pattern reached the floor, or as “window” otherwise.

Figure 6. (a) Initial image $I(t)$; (b) morphological opening; (c) morphological closing.

Figure 7. Extent of pattern.

Figure 8. (a) Recognized door (green) and corners (grey) (in meters); (b) recognized window (magenta) and corners (grey) (in meters).
In order to obtain a “door/window” assessment, we carried out a visibility study that consisted of checking whether the hole was due to an occlusion or not. For example, that would be the case if a blackboard caused a window-shaped hole (Figure 9) or a locker near the wall generated an occlusion with a door shape (Figure 10a). This assessment consisted of comparing the recognized patterns on the wall with the previous 3D voxel classification based on a ray-tracing study from the scanner position (Figure 10b).

![Figure 9. Blackboard occlusion shaped like a window (in meters).](image)

![Figure 10. Door recognition: (a) point cloud of an open door; (b) positive (the beam only crosses empty voxels); (c) false positive, where the open door causes an occlusion on the wall shaped like a door (the beam crosses three occupied voxels). Green: recognized door; dark blue: occupied voxel; light blue: empty voxel.](image)

In case we found a direct LOS from the voxels to the LS position, a window/door hole was confirmed and the classification of the voxel was updated from “empty” to “door/window.” On the contrary, when a significant number (>85%) of voxels inside a hole did not have a direct LOS from the LS position, their classification was left without changes (Figure 10c). Moreover, if we did not have direct LOS from the LS to all the pixels in a window/door candidate, it would not mean that the detected element was a false positive. For example, it is possible that some object, such as a chair or piece of furniture, could occlude part of the detected hole; so, if we had direct LOS for 15% of the candidate voxels, the voxel classification was updated to mark a window/door. The occluded voxels that were misclassified as window/door was an issue for the following steps of the methodology. Finally, we took into consideration that there might be occupied voxels that were part of the recognized pattern (Figure 11) and gave priority to their previous classification. This means that if a candidate window/door voxel was labelled as occupied, it always maintained such classification.
At this point, we classified four types of voxels: occupied, empty, door and window. Three of these classes remained unchanged but we submitted the empty voxels to a second ray-tracing in order to classify the occluded and outer voxels. To recall, occluded voxels are empty voxels without a direct LOS from the scanner position (Figure 12a), while outer voxels are empty voxels with a direct LOS from the scanner position through a window/door voxel (Figure 12b).

Figure 11. Occupied (yellow) and empty (red) voxels in the recognized door.

Figure 12. Ray-tracing study: (a) occluded voxel; (b) non-occluded voxel. Red: scanner position; dark blue: occupied voxel; light blue: empty voxel; grey: occluded voxel; green: door voxel; yellow: out voxel.
We defined voxels with a direct LOS as those for which the ray traced between their centres and the scanner position did not cross any occupied voxel. In other words, the ray only went through empty voxels. If an empty voxel did not have a direct LOS, that meant the laser scanner was not able to reach that area because of some kind of occlusion and therefore it was classified as an occluded voxel. On the other hand, if a voxel showed direct LOS and crossed any voxel labelled as “window/door,” it was considered an outer voxel and classified as “out.”

We followed this ray-tracing-based classification for all the empty voxels left, until the discretization of the room was completed (Figure 13).

![Figure 13](image)

**Figure 13.** Discretized room. Voxel plane 1.5 m high. Dark blue: occupied; light blue: empty; green: door; magenta: window; grey: occluded; yellow: out; black: scanner position.

2.3. Next Best View

The main objective of this method was to calculate the optimum scanning position to automatically perform complete scanning of the site with the minimum number of scans, starting from an arbitrary position in the room and without any other previous information. This optimal scanning position was defined as next best view (NBV). This is the position where the robot should stop to perform the scan using a stop-and-go survey procedure.

To calculate the NBV, the previously created voxel space was used (Figure 13). The method consisted of checking the feasibility of every voxel as an NBV candidate in terms of safety and significance.

The safety condition takes into account the size of the scanner station ($h_{\text{scanner}} = 1.5$ m). It is defined as a cylinder-centred buffer on the candidate voxel with height $h_{\text{scanner}} + 0.5$ m and a security radius $r_s$ that is defined. All the voxels contained in this cylinder must be empty voxels as an assessment that the LS is in a safe position during the scanning process.

Additionally, to assess the significance of an NBV candidate, a scoring system was defined. A ray-tracing study was conducted, selecting the NBV candidate as the origin of the beam and checking the number of occluded voxels with direct LOS from the candidate. The NBV was the voxel that got the highest score.

For this purpose, a semi-direct LOS was defined as the line-of-sight ray between two voxels that crossed not only empty but occluded voxels but never occupied voxels. In this case, a direct LOS for this voxel could not be assured.

In order to give importance to the broad areas occluded in the room, we introduced a new variable, $n_{OV}$, which is the maximum number of occluded voxels that we allow to cross the line of the semi-direct LOS to continue scoring in the calculation of NBV. The intention was to give more importance to areas that are likely to be an extended occluded zone of the site. A trade-off was necessary, because if the
value of this variable were too small, it would hardly have an effect on the NBV calculation and such
occluded zones would not be considered. On the other hand, if the variable were too large, it would
cause the NBV to focus only on eliminating the occlusions in such zones.

Each NBV candidate started with a score $S_{\text{ncandidate}}$ equal to zero and increased with $S_i$ score
values obtained from the ray-tracing step and for each occluded voxel (Equation (6)). The following
scores $S_i$ for each occluded voxel were considered:

- Zero-point score if there was not a direct LOS between the NBV candidate and the objective
occluded voxel.
- One-point score if there was a direct LOS between the NBV candidate and the objective
occluded voxel.
- In case of a semi-direct LOS from the NBV candidate, the score $S_i$ was calculated according to
Equation (7), where $n_{\text{CrossedOV}}$ is the number of intermediate occluded voxels crossed.

$$S_{\text{ncandidate}} = \sum_{i=1}^{n_{\text{OccludedVoxels}}} S_i$$  \hspace{1cm} (6)

$$S_i = \frac{1}{1 + n_{\text{CrossedOV}}}$$  \hspace{1cm} (7)

If more than one candidate obtained the maximum score, the candidate closest to the current
scanner position would be chosen as NBV. In addition, we added a stopping criterion for the scanning
process in order to determine when the entire site was documented. This stopping criterion consisted
of calculating the percentage of occluded voxels $n_{\text{Voccluded}}$ with a direct or semidirect LOS from the
NBV with respect to the total number of unoccluded voxels (i.e., empty, $n_{\text{Empty}}$, occupied, $n_{\text{Occupied}}$,
and outer, $n_{\text{Vout}}$, voxels) of the site (Equation (8)):

$$\text{StopPercentage} = \left( \frac{n_{\text{Voccluded}}}{n_{\text{Voccluded}} + n_{\text{Empty}} + n_{\text{Occupied}} + n_{\text{Vout}}} \right) \times 100$$  \hspace{1cm} (8)

when this $\text{StopPercentage}$ was lower than a defined threshold, the whole site was already scanned.
The voxels classified as doors might be selected as the next site for scanning.

2.4. Scan Registration and Voxel Growing

Once the robotic system was moved to the NBV and performed the next scan, the current point
cloud $P(t)$ and the previous point cloud $P(t-1)$ were registered. Taking into account the theoretical
position of the robotic system at the NBV, a coarse registration was done, followed by a fine registration.
This registration process exploited the pre-processing step described in Section 2.1. The plane of the
floor was horizontal at zero height and coincident with the xy plane, so this registration consisted of
an xy-translation and a z-rotation.

For the coarse registration, the rotation angle and the translation were calculated as follows.
The angle of rotation was calculated according to the navigation data of the robotic system, adding
the rotation that we applied to the former point cloud in the voxelization step. The translation was
calculated by subtracting the position of the NBV from the position of the previous scan. This coarse
procedure did not fit the requirements of an optimum registration, because the robotic system would
not be exactly in the NBV position and because of measurement errors. A fine registration of both point
clouds was performed, taking into consideration the geometry of the site, following the next steps.

First, the intersection points between each pair of nonparallel wall planes and a horizontal plane
were calculated (Figure 14a). Again, a section of the point cloud at a certain height was used to
calculate the planes of the walls, all the intersection points between those planes and a horizontal plane
were obtained for both point clouds and the distance between the points in the new and previous point clouds was derived.

Considering these calculated distances, the closest points between both point clouds were selected and the new point cloud was translated in order to make both points coincide (Figure 14b). The new distances between intersection points (excluding the pivoting point) of both point clouds were calculated again and the nearest points were selected. These two pairs of points were used to calculate the \( \alpha \) angle between point clouds and after z-axis rotation, the current point cloud was accurately registered to the former point cloud (Figure 14c).

![Figure 14.](image)

Figure 14. (a) Translation; (b) rotation; (c) registered point clouds. Intersection points of the previous point cloud (black) and the next point cloud (grey).

Once both point clouds were registered, voxelization of the entire point cloud was performed, taking into account that both the previous and new voxelizations must coincide in order to transfer the former voxel classification to the new voxelization. To make both point clouds coincide, an xy-translation was applied on the total point cloud (Figure 15).

![Figure 15.](image)

Figure 15. XY-translation to make the current voxelization coincide with the previous one. Light blue: empty voxel; dark blue: occupied voxel; green: door voxel.

Once both voxelizations were coincident, we compared the classification values of the new voxelization with the previous voxelization considering that the attributes of the occluded voxels might have changed while the other classes had to remain unchanged. Therefore, occluded voxels of the new voxelization inherited the previous classification.

3. Results and Discussion

Case Study

This study was carried out in a laboratory of the Mining and Energy Engineering School at the University of Vigo. This laboratory has three doors and a large window with a semi-open curtain (Figure 16). The size of the study room was approximately 10 m \( \times \) 6 m, with a stop percentage of 0.1%. A total of three scans were taken, which supposed approximately 1.4 million points of the pre-processed
point cloud with the distance filter (20.4 million points without filtering). The voxelization of the discretized study room contains 34,255 voxels of 20 cm size. Pre-processing of the three point clouds, voxelization and calculation of the NBV took 1 m, 45 s using an Intel core i7 and 16 Gb of RAM. If we add in the scanning time, which in our case with the selected scanning parameters was 1 min, 30 s per scan, the total time for scanning the room was 6 min, 15 s. This does not take into account the travel time of the robotic system.

In Figure 17 we can see the value of the voxels in the horizontal plane in which the scanner moved for each scan. In Figure 18 we can see a 3D visualization of how the classification of the occluded voxels of the interior of the room changed in each scan.

Figure 16. Sketch (a) and point cloud (b) of the study room (in meters).

Figure 17. Occlusion evolution. Blue: occupied voxels; grey: occluded voxels; red: next best view (NBV) voxel; yellow: current scan position. (a) First scan. (b) Second scan. (c) Third scan.
All the algorithms for point cloud processing were implemented in MATLAB 2017b, using the Point Cloud Library. As mentioned before, the scanning process was carried out with a Faro Focus 3D X330 LiDAR scanner. Each point cloud had about 3.8 million points, which, after applying the filtering, remained at about 480,000 points. In Table 1 we can see the percentage of voxels of each type, the total number of voxels and the dimensions of the voxelization matrix for each of the three point clouds. So, we can see how the number of occluded voxels decreased with each new scanning, while the number of empty and occupied voxels grew. It is very important to correctly select the threshold of number of points that a voxel must contain in order to be classified as occupied. This parameter depends on the previous filtering applied and the selected voxel size. For our case, we empirically verified that the value that best represented the reality was 20 points/occupied voxels for the selected voxel size (Table 2).

For the selection of voxel size, we must bear in mind that a large voxel size, like 1 m, will not represent reality but will have a very fast processing, while a small voxel size, like 5 cm, will have good resolution but very slow processing. Therefore, we must have a voxel size that assures the wanted scan results. In this case, we focused on the geometric requirements to select the voxel size. For our case, we scanned not only the structural components of the room but also the furniture (i.e., tables, chairs). Also, for our robotic system to move safely, we chose a security radius of 0.6 m, because it needed a safety cylinder 1.2 m in diameter. Therefore, we chose a voxel size of 20 cm, which is the third part of the most critical measurement that we should capture and less than the half part of the standard sizes of tables and chairs.

We must bear in mind that there are occluded voxels outside the room, so we will never have direct or semi-direct vision of them from the NBV. In Table 3, we can see the number of occluded voxels of which we have direct or semi-direct vision from the NBV and stop percentage calculated for each scan.
Table 1. Percentage of voxels of each type and total number for each scan.

<table>
<thead>
<tr>
<th>Scan Number</th>
<th>V. Occluded</th>
<th>V. Occupied</th>
<th>V. Empty</th>
<th>V. Door</th>
<th>V. Window</th>
<th>V. Out</th>
<th>Total Voxels</th>
<th>V. Matrix Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Scan</td>
<td>55.69%</td>
<td>7.03%</td>
<td>34.16%</td>
<td>0.31%</td>
<td>0.14%</td>
<td>2.67%</td>
<td>34,255</td>
<td>65 × 32 × 17</td>
</tr>
<tr>
<td>Second Scan</td>
<td>43.49%</td>
<td>10.54%</td>
<td>42.14%</td>
<td>0.27%</td>
<td>0.13%</td>
<td>3.44%</td>
<td>34,255</td>
<td>65 × 32 × 17</td>
</tr>
<tr>
<td>Third Scan</td>
<td>42.35%</td>
<td>11.76%</td>
<td>42.15%</td>
<td>0.27%</td>
<td>0.13%</td>
<td>3.34%</td>
<td>34,255</td>
<td>65 × 32 × 17</td>
</tr>
</tbody>
</table>

Table 2. Number of occupied voxels in each scan for different numbers of points within an occupied voxel.

<table>
<thead>
<tr>
<th>Scan Number</th>
<th>5 Points</th>
<th>10 Points</th>
<th>20 Points</th>
<th>30 Points</th>
<th>40 Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Scan</td>
<td>2782</td>
<td>2646</td>
<td>2408</td>
<td>2164</td>
<td>1946</td>
</tr>
<tr>
<td>Second Scan</td>
<td>4061</td>
<td>4060</td>
<td>3610</td>
<td>3394</td>
<td>3171</td>
</tr>
<tr>
<td>Third Scan</td>
<td>4319</td>
<td>4321</td>
<td>4030</td>
<td>3678</td>
<td>3483</td>
</tr>
</tbody>
</table>

Table 3. Number of occluded voxels with direct or semi-direct line of sight (LOS) from the NBV and stop percentage calculated.

<table>
<thead>
<tr>
<th>Scan Number</th>
<th>nV Occluded</th>
<th>Stop Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Scan</td>
<td>549</td>
<td>3.5%</td>
</tr>
<tr>
<td>Second Scan</td>
<td>65</td>
<td>0.35%</td>
</tr>
<tr>
<td>Third Scan</td>
<td>18</td>
<td>0.09%</td>
</tr>
</tbody>
</table>

In the pre-processing of the point cloud, we used a distance threshold for segmentation of the ceiling and floor. The chosen value of this threshold was 5 cm. This value was chosen because we adjusted the peaks of the z-histogram to a Gaussian distribution, where the value of the deviation σ was calculated as 2.5 cm. Therefore, we use 2σ as the threshold to be sure that 95% of the points belonging to the floor and ceiling were within the point cloud we segmented.

We aligned the longest wall of the first scan with the x-axis to optimize the voxelization. If we did not align this wall, we would have 51,646 voxels in a matrix of 62 × 49 × 17, compared to 34,255 voxels in a matrix of 56 × 32 × 17 if we aligned the wall (50.5% more voxels). This amount depends on the initial angle of the first point cloud. If the voxelization is not optimized, the method will work exactly the same but will be slower, because the voxelization matrix will be greater.

When we were detecting the doors and windows of the room in the fine classification, we had to define the dimensions of the search pattern. As we explained in Section 2.2, we used half the voxel size for the rectangle size in the discretization of walls, so the side size l of the rectangles was 10 cm. As we had to detect doors and the minimum standard size of doors is 70 cm, we used 50 cm as the size of the pattern. This dimension provided a margin of 20 cm to absorb the possible errors due to irregularities in the point cloud.

The value of the minimum threshold of variance to distinguish between door- and window-shaped holes on the wall and false positives was derived empirically. A case study was made and the variance was calculated for each pattern of doors and windows to be able to limit them with a threshold (Figure 19). As expected, the variance calculated for each door/window was low (Table 4), since we were looking for a well-defined rectangular pattern. The value used for this threshold was 10. Also, we have a maximum area value for a door/window, which for our case we define as 5 m². This way of detecting doors and windows will not be valid, for example, for detecting windows that occupy a whole wall or windows that do not have straight sides.

A good registration between two consecutive point clouds is very important to be able to pass all the information from the voxelization of one scan to another. With the registration method used, very good results were obtained, as can be seen in Figure 20, in which the distance between the closest points between consecutive point clouds were calculated after registration. In this figure, the blue
areas represent the common areas between two point clouds, while the rest represents occluded areas or zones that only belong to one capture. As we can see in the second histogram of Figure 20, with this method of registration, the distance between the point clouds registered is approximately 1 cm, 20 times less than the voxel size used, so it is a valid method of registration for many AEC purposes.

![Figure 19. Patterns detected in doors/windows listed. (a) First wall. (b) Second wall. (c) Third wall.](image1)

**Table 4. Variance and area calculated for each pattern detected.**

<table>
<thead>
<tr>
<th>Pattern</th>
<th>var(nRowsBelow)</th>
<th>var(nRowsAbove)</th>
<th>var(nColumns)</th>
<th>Area (m²)</th>
<th>Door/Window</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>0</td>
<td>0</td>
<td>2.0625</td>
<td>3.3</td>
<td>True</td>
</tr>
<tr>
<td>(b)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.31</td>
<td>True</td>
</tr>
<tr>
<td>(c)</td>
<td>0.1429</td>
<td>0</td>
<td>3.1894</td>
<td>2.64</td>
<td>True</td>
</tr>
<tr>
<td>(d)</td>
<td>0</td>
<td>7.14</td>
<td>6.2476</td>
<td>13.2</td>
<td>False</td>
</tr>
<tr>
<td>(e)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.64</td>
<td>True</td>
</tr>
<tr>
<td>(f)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.32</td>
<td>True</td>
</tr>
<tr>
<td>(g)</td>
<td>0</td>
<td>0</td>
<td>0.1944</td>
<td>2.07</td>
<td>True</td>
</tr>
</tbody>
</table>

![Figure 20. Distance between two consecutive registered point clouds, total distance histogram and partial distance histogram up to 0.1 m. (a) Second scan registration; (b) third scan registration.](image2)
The main weakness of this registration method is that we must have at least two common intersection points between consecutive captures. As the NBV is going to be in an area that has direct vision from the scanner position, this problem is not so important. This registration method will be effective in all rooms, where at least three walls can be seen from the two scan positions. It will not be effective if the three walls are not visible, because the method needs two intersection points between walls. In addition, for this method we can obtain more intersection points, using it for furniture such as lockers, or structural elements such as columns.

4. Conclusions

The use of 3D data from point clouds is an increasingly common practice in a wide variety of industries, so automating and optimizing the data acquisition process is fundamental.

Most of the works related to automatic scanning only include three types of voxels for space labelling, without locating the open doors and windows of the room, not giving more value to the occluded areas of the room, using an ICP algorithm for point cloud registration and without mentioning the system used for voxel growth.

The method presented here meets and improves on all these aspects, locating the doors and windows of the room, delimiting from them the study room, giving depth to the study of visibility for selection of the NBV, using the geometry of the room for the registration of point clouds and solving the growth of voxelization.

Many more things should be improved in the future, such as the design of a discretization system that allows us to improve the resolution without increasing the computational load. However, the presented method is already capable of completely automating the scanning of a room, locating the doors and windows and delimiting the room.
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