Abstract: High-resolution optical satellites are widely used in environmental monitoring. With the aim to observe the largest possible coverage, the overlapping areas and intersection angles of respective optical satellite images are usually small. However, the conventional bundle adjustment method leads to erroneous results or even failure under conditions of weak geometric convergence. By transforming the traditional stereo adjustment to a planar adjustment and combining it with linear programming (LP) theory, a new method that can solve the bias compensation parameters of all satellite images is proposed in this paper. With the support of freely available open source digital elevation models (DEMs) and sparse ground control points (GCPs), the method can not only ensure the consistent inner precision of all images, but also the absolute geolocation accuracy of the ground points. Tests of the two data sets covering different landscapes validated the effectiveness and feasibility of the method. The results showed that the geo-positioning performance of the method was better in regions of smaller topographic relief or for satellite images with a larger imaging altitude angle. The best accuracy of image geolocation with weak convergence geometry was as high as to 3.693 m in the horizontal direction and 6.510 m in the vertical direction, which is a level of accuracy equal to that of images with good intersection conditions.
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1. Introduction

With advantages of wide coverage, short revisit time, and the appropriate spatial resolution required for large-scale mapping, high-resolution optical satellite imagery is an important means of obtaining global geospatial data. In the process of mapping, accurate exterior orientation parameters (EOPs) and the consistent inner precision of the images are essential, which can be obtained using the aerial triangulation method [1]. Aerial triangulation is based on the principle of the intersection of conjugate rays in overlapped images to undertake bundle block adjustment computation. Obviously, the intersection angle is a critical factor that affects geo-positioning accuracy [2]. For stereo mapping satellite, its paths and imaging parameters must be designed specially to ensure the ratio of base-to-height and the intersection angle of stereo image pairs meet the requirement for topography mapping. However, it should be noted that the intersection angle for a stereo model is not always large enough. The availability of pairs with good convergence cannot be assumed at all times, and in particular, heavy reliance on such pairs can impose some limitations on the broad applications of satellite images. The conjugate rays of image pairs with weak convergence geometry are almost parallel, which leads to erroneous results or iteration failures during the bundle block adjustment...
(BBA). This undesirable situation greatly limits the use of satellite imagery data. Hence, it is necessary to modify the traditional BBA approach to adopt the weakly convergence geometry conditions.

For the geolocation of satellite imagery with good intersection conditions, many studies have been conducted by scholars. As geometry processes with the rational function model (RFM) have no bearing on a specially appointed sensor, RFM has been widely used in the field of remote sensing. Previous studies have revealed that different types of satellite imagery have various levels of geo-positioning accuracy if they rely entirely on the rational polynomial coefficients (RPCs) provided by the vendors. For example, the new breed of DigitalGlobe’s very high resolution satellites (i.e., GeoEye-1 and WorldView-1/2/3/4) have an impressive horizontal geolocation accuracy without ground control points (GCPs) better than 5.0 m (CE90). Meanwhile, a horizontal error of about 15 m was found for the ZY-3 stereo imagery. Similar investigations have been carried out for various images, such as SPOT and Pleiades.

The above-mentioned studies indicate the continual accuracy improvement and higher potential in optical satellite images for topographic mapping. However, for real mapping applications, the bottleneck has been the availability of recently acquired stereo pairs of good quality. The obtainable geo-positioning accuracy of satellite images is highly relevant to factors such as sensor characteristics and imaging geometry. Orun and Natarajan indicated that a smaller angle of convergence had a significant effect on the elevation accuracy. A weakly convergent angle may cause an elevation error of hundreds of meters or even iteration failures. A quantitative analysis of the intersection angle on the positioning accuracies of stereo pairs was performed by Jeong et al., who pointed out that the convergence angle was an important consideration for image geolocation and may significantly affect both the horizontal and vertical accuracies. The effects of convergence angle for stereo pairs were also investigated by Li.

Despite the accuracy being low, there have been relatively few studies on the geometric location of the weak intersection image. Aiming to improve the targeting precision of images with weak convergence geometry, Teo advanced a method of utilizing the digital elevation model (DEM) as the elevation control, which could improve the geolocation accuracy, as well as the geometric discrepancies between images. Wang proposed a strategy that used a planar block adjustment method to solve the orientation parameters of all satellite images, and then each satellite image was ortho-rectified. The key technology is the use of the height in the RFM as a known parameter, which can then be interpolated from the DEM. Cheng took the elevation value extracted from the DEM as the observed values with errors, combined the height value, and measured image coordinates to build the adjustment model. In addition, Ping et al. also conducted similar studies. Jaehoon suggested an intersection method to improve the accuracy of a three-dimensional (3D) position with a weak geometry. Zheng proposed a method which was an affine transformation model, and a preconditioned conjugate gradient algorithm was used for producing and updating ortho-maps of large areas. To deal with the weak geometry of the large blocks, a reference DEM was used in this method as an additional constraint in the BBA.

As can be seen from the above studies, one common method to deal with image geolocation with a weak intersection angle is to use the elevation value from the DEM as the known height value in the RFM. In this process, the unknowns of the ground point coordinate recede from 3 to 2, so the ill-condition problem in BBA can be avoided. When the accuracy of the reference DEM is high enough, this method works well. Nonetheless, when the DEM precision is low, errors from the DEM greatly affect the location precision, especially in the vertical direction. Therefore, the planar adjustment method has a technical deficiency and cannot solve the problem completely. Given this circumstance, a modified algorithm which can avoid this shortcoming is presented in this paper. The improved approach can achieve satisfactory results, even with the support of open source DEM.

Linear programming (LP) theory is utilized based on planar block adjustment in this method. The process is divided into two steps. First, a reference DEM, which can be obtained freely, is used for the planar block adjustment method. Second, the result of the planar adjustment is regarded as the
initial value of the LP optimization method. Then, the simplex method of LP is applied to solve the unknown parameters. By combining the LP method with plane block adjustment, weak intersection stereo pairs can achieve accuracy equal to that of good convergence image pairs.

LP, as a part of applied mathematics, is seen as a solving method to achieve the best outcome in a mathematical model whose requirements are represented by linear relationships [23]. Based on the existing research, the LP theory was applied to the photogrammetric processing described in this paper to avoid the ill effect from DEM errors and break the technical bottleneck of optical satellite image geo-positioning with weak convergence geometry.

2. Methodology

2.1. Overview of the Proposed Method

Weak convergence geometry refers to overlapped images with a small intersection angle of imaging lights. At present, there is no clear stipulation on weak intersection image angle tolerance. Generally, intersection angles less than 10° are regarded as a weak convergence geometry condition [17–19]. So, strictly speaking, a tie point (TP) that meets the weak convergence condition is defined as a weak tie point (WTP). In fact, we refer to all the TPs on the weak convergence image pairs as WTPs, regardless of the actual intersection angle for convenience. Unless otherwise specified, the TPs mentioned in this article are a general reference and include WTPs. If the conventional method is still used in such situations, the height of the ground point will be abnormal, which leads to adjustment failures to converge. Even if the convergence threshold of the adjustment is reduced, forcing the block adjustment to converge will cause data products to not meet the mapping specifications. To cope with this case, a robust solution for geolocation is proposed in this paper. Two major parts were included in the process. The first was planar block adjustment, while the second part was the simplex method of LP. Using the result of the first step as the good initial value of the second step, and by setting an appropriate constraint value for the unknowns, the orientation parameters of the images and coordinates of ground points can be solved. The workflow of the algorithm is shown in Figure 1.

![Figure 1. Workflow of image geolocation with weak convergence geometry.](image-url)
2.2. The Rational Function Model

With the advantages of simple form and being sensor-independent, the RFM sensor model proposed by Grodecki and Dial [24] was used for the modeling described in this paper. Since the RFM has been fully studied in previous work [24–26], only a brief description is provided here.

The RFM uses the ratio of two cubic polynomials to describe the relationship between the image space and the object space. The model equations are expressed as Equation (1).

\[
\begin{align*}
\frac{s_n}{l_n} &= \frac{\text{Num}_i(\rho_i, \lambda_n, h_n)}{\text{Den}_i(\rho_i, \lambda_n, h_n)} \\
\end{align*}
\]

where \((s_n, l_n)\) is the normalized image coordinate; \((\rho_n, \lambda_n, h_n)\) is the normalized ground coordinate.

\[
\text{Num}_i(\rho_n, \lambda_n, h_n), \text{Den}_i(\rho_n, \lambda_n, h_n), \text{Num}_i(\phi_n, \lambda_n, h_n), \text{Den}_i(\phi_n, \lambda_n, h_n)\] are the third-order polynomial of the following form:

\[
p = a_1 + a_2\rho_n + a_3\rho_n^2 + a_4\rho_n^3 + a_5\phi_n + a_6\phi_n^2 + a_7\phi_n^3 + a_8\lambda_n + a_9\lambda_n^2 + a_10\lambda_n^3 + a_11\phi_n\lambda_n + a_12\phi_n^2\lambda_n + a_13\phi_n\lambda_n^2 + a_14\phi_n^2\lambda_n^2 + a_15\phi_n\lambda_n^3 + a_16\phi_n^2\lambda_n^3 + a_17\phi_n\lambda_n^4 + a_18\phi_n^2\lambda_n^4 + a_19\phi_n\lambda_n^5 + a_20\phi_n^2\lambda_n^5
\]

where \(a_i (i = 1, 2, \cdots, 20)\) are the RPCs. The calculation of normalization is as follows:

\[
\begin{align*}
\rho_n &= (\phi - \phi_0) / \phi_s \\
\lambda_n &= (\lambda - \lambda_0) / \lambda_s \\
h_n &= (h - h_0) / h_s
\end{align*}
\]

\[
\begin{align*}
s_n &= (s - s_0) / s_s \\
l_n &= (l - l_0) / l_s
\end{align*}
\]

where \((\phi, \lambda, h)\) are the geodetic longitude, latitude, and height components of the ground coordinate; \((s, l)\) are the sample and line components of the image coordinate; \(s_0, l_0, \phi_0, \lambda_0, h_0\) and \(s_s, l_s, \phi_s, \lambda_s, h_s\) are the corresponding offset and scale terms.

RPCs and the normalized parameters are stored together in satellite imagery auxiliary files. To maintain numerical precision, the object and image space coordinates are normalized to \((-1, +1)\).

2.3. The Planar Block Adjustment

The planar block adjustment of satellite images refers to a method where only the affine transformation parameters and planimetric coordinates of TPs are solved, while the elevation value is interpolated from the reference DEM in the iteration. In this way, the unknowns of the ground point coordinate recede from 3 to 2, so the negative effect caused by the small intersection angle can be avoided.

Due to the imperfect measurement of satellite ephemeris and attitude, the vendor-provided RPCs are commonly inaccurate. To weaken the impact of the measuring error, the most common solution is to adjust the image coordinates, but not correct the RPCs. Studies have shown that bias compensation of the affine transformation model in the image space can eliminate systematic errors [4,25,26]. The affine transformation model is made up of polynomials of line and sample coordinates, as shown in Equation (3).

\[
\begin{align*}
\Delta s &= e_0 + e_s \cdot s + e_l \cdot l \\
\Delta l &= f_0 + f_s \cdot s + f_l \cdot l
\end{align*}
\]

where \((\Delta s, \Delta l)\) are the differences between the measured and nominal coordinates in an image space; \((e_0, e_s, e_l)\) and \((f_0, f_s, f_l)\) are the bias compensation parameters; and \((s, l)\) are the coordinates of the image point.
Adding the correction terms \((\Delta s, \Delta l)\) in the image space by substituting Equation (3) into Equation (1) yields:
\[
\begin{align*}
    \hat{s} &= s + \Delta s = e_0 + e_1 \cdot s + e_2 \cdot l \\
    \hat{l} &= l + \Delta l = f_0 + f_1 \cdot s + f_2 \cdot l
\end{align*}
\]  
(4)
where \((\hat{s}, \hat{l})\) are the coordinates of the image point as measured manually, \((s, l)\) are the coordinates of the image point as calculated with the RFM, namely:
\[
\begin{align*}
    s &= s_0 + \frac{\text{Num}_{s}(\phi_n, \lambda_n, h_n)}{\text{Den}_{s}(\phi_n, \lambda_n, h_n)} + s_0 \\
    l &= l_0 + \frac{\text{Num}_{l}(\phi_n, \lambda_n, h_n)}{\text{Den}_{l}(\phi_n, \lambda_n, h_n)} + l_0
\end{align*}
\]  
(5)

Then, the observation equation can be written as
\[
\begin{align*}
    v_s &= e_0 + e_1 \cdot s + e_2 \cdot l - \hat{s} = e_0 + e_1 \cdot (s_0 + \frac{\text{Num}_{s}(\phi_n, \lambda_n, h_n)}{\text{Den}_{s}(\phi_n, \lambda_n, h_n)} + s_0) + e_2 \cdot (l_0 + \frac{\text{Num}_{l}(\phi_n, \lambda_n, h_n)}{\text{Den}_{l}(\phi_n, \lambda_n, h_n)} + l_0) - \hat{s} \\
    v_l &= f_0 + f_1 \cdot s + f_2 \cdot l - \hat{l} = f_0 + f_1 \cdot (s_0 + \frac{\text{Num}_{s}(\phi_n, \lambda_n, h_n)}{\text{Den}_{s}(\phi_n, \lambda_n, h_n)} + s_0) + f_2 \cdot (l_0 + \frac{\text{Num}_{l}(\phi_n, \lambda_n, h_n)}{\text{Den}_{l}(\phi_n, \lambda_n, h_n)} + l_0) - \hat{l}
\end{align*}
\]  
(6)
where \((v_s, v_l)\) are the residual errors of the image point. By linearizing Equation (6) and expanding it to the first term, the basic error equation of the planar block adjustment can be obtained:
\[
\begin{bmatrix}
    v_s \\
    v_l
\end{bmatrix} =
\begin{bmatrix}
    \frac{\partial v_s}{\partial \Delta e_0} & \frac{\partial v_s}{\partial \Delta e_1} & \frac{\partial v_s}{\partial \Delta f_0} & \frac{\partial v_s}{\partial \Delta f_1} & \frac{\partial v_s}{\partial \Delta \lambda} \\
    \frac{\partial v_l}{\partial \Delta e_0} & \frac{\partial v_l}{\partial \Delta e_1} & \frac{\partial v_l}{\partial \Delta f_0} & \frac{\partial v_l}{\partial \Delta f_1} & \frac{\partial v_l}{\partial \Delta \lambda}
\end{bmatrix}
\begin{bmatrix}
    \Delta e_0 \\
    \Delta e_1 \\
    \Delta f_0 \\
    \Delta f_1 \\
    \Delta \lambda
\end{bmatrix}
- \begin{bmatrix}
    \epsilon_s \\
    \epsilon_l
\end{bmatrix}
\]  
(7)

where \(\Delta e_0, \Delta e_1, \Delta f_0, \Delta f_1, \Delta \lambda\) are the corrections of the affine transformation parameters; \((\Delta \phi, \Delta \lambda)\) are the corrections of the plane coordinates; and \(\epsilon_s, \epsilon_l\) are the approximate values of the observation equation.

Equations (7) can be written in matrix form:
\[
V = AX - L
\]  
(8)
where \(V\) is the residual vector of the image coordinate observation; \(A\) is a partial derivatives vector of unknowns; \(L\) is the discrepancy vector; \(X\) is the incremental vector of unknowns. It should be noted that \(X\) of a TP and a GCP are different. For a TP, \(X\) is the incremental vector of affine transformation parameters and plane coordinates; for a GCP, \(X\) is the incremental vector of affine transformation parameters.

For stereo adjustment, the initial value of the tie point is commonly determined by forward intersection. However, for images with weak convergence, this method does not work. Supported by a reference DEM and RPCs, the ray-tracing method can address this issue. The specific solution is as follows:

1. Use the “height-offset (normalized parameter)” value of the provided RPCs of the image as the first initial elevation value;
2. Solve the planimetric coordinates by the DEM and RPCs of a single image;
3. Interpolate the new elevation value from the DEM by the planimetric coordinates solved in step 2;
4. Repeat steps 1–3 until the elevation difference is less than the set threshold.
For the TP existing in multiple overlapped images, calculate the ground 3D coordinates of each image by the ray-tracing method, and take the average as the initial value of the TP for planar block adjustment.

After the initial value of all unknowns are determined, then the adjustment iteration computation is performed with the support of GCPs, TPs or WTPs, and the DEM. The plane coordinates of the TPs in object space and bias compensation parameters will be refreshed after each iteration. Next, the DEM is adopted as the height constraint. The elevation value \( Z \) of the TP is interpolated from the DEM rather than from the intersection of multiple satellite images. Subsequently, the plane coordinates \((X, Y)\) together with the elevation \(Z\) is set as a new ground coordinate value of the TP in the next iteration. Repeat the above procedures until the whole adjustment process has converged. It should be noted that the elevation difference between the two iterations is also one of the considerations when deciding whether to stop the iteration.

2.4. Application of Linear Programming in Geo-Positioning

2.4.1. Mathematical Statement

LP is a technique for the optimization of a linear objective function, subject to linear equality and linear inequality constraints. Its feasible region is a convex polytope, which is a set defined as the intersection of finitely many half spaces, each of which is defined by a linear inequality. Its objective function is a real-valued affine (linear) function defined on this polyhedron. An LP algorithm finds a point in the polyhedron where this function has the smallest value, if such a point exists.

In brief, LP is the process of taking various linear inequalities relating to a situation and finding the best value obtainable under those conditions. Before applying LP to geolocation, the basic principle of LP [27] is first introduced.

Linear programs are problems that can be expressed in canonical form as follows:

Minimize

\[
\sum_{i=1}^{n} c_i x_i \tag{9}
\]

Subject to

\[
\begin{align*}
    a_{11} x_1 + a_{12} x_2 + \cdots + a_{1n} x_n &= b_1 \\
    a_{21} x_2 + a_{22} x_2 + \cdots + a_{2n} x_n &= b_2 \\
    & \vdots \\
    a_{m1} x_1 + a_{m2} x_2 + \cdots + a_{mn} x_n &= b_m
\end{align*}
\]

\[
\begin{cases}
    a_{11} x_1 + a_{12} x_2 + \cdots + a_{1n} x_n &= b_1 \\
    a_{21} x_2 + a_{22} x_2 + \cdots + a_{2n} x_n &= b_2 \\
    & \vdots \\
    a_{m1} x_1 + a_{m2} x_2 + \cdots + a_{mn} x_n &= b_m
\end{cases}
\]

and

\[
x_i \geq 0 (i = 1, 2, \ldots, n), b_i \geq 0 (i = 1, 2, \ldots, m) \tag{11}
\]

If a set of vectors \( x_1, x_2, \cdots, x_n \) only satisfies Equation (10), it is called a feasible solution. If Equations (10) and (11) are satisfied together, it is called the basic feasible solution (BFS). If the BFS satisfies Equation (9), it is called the optimal feasible solution (OFS).

For simplicity, the above formula is expressed in matrix form as follows:

\[
\begin{align*}
    \min & \quad CX \\
    \text{s.t.} & \quad AX = b \\
    & \quad X \geq 0, b \geq 0
\end{align*}
\]

where \( X \) represents the vector of variables (to be determined); \( C \) and \( b \) are vectors of (known) coefficients. \( A \) is a (known) matrix of coefficients, and the expression to be minimized is called the objective function (\( CX \) in this case). \( AX = b \) and \( X \geq 0, b \geq 0 \) are the constraints that specify a convex polytope over which the objective function is to be optimized.

Each solution of feasible solution vectors must be completely non-negative, as required for LP. Obviously, this requirement cannot be satisfied in the solution of image geolocation. To apply the LP...
method to geolocation, a transformation should be made by replacing variable $x$ with the difference of two non-negative numbers, as shown in Equation (13).

$$
x_i = x^+_i - x^-_i
x^+_i \geq 0, x^-_i \geq 0, (i = 1, 2, \cdots n)
$$

(13)

The mathematical model of geolocation used for LP calculation are the conventional error equations. The only difference between the planar error equations and the conventional error equations are the object coordinates. The unknowns of the former are plane coordinates $(\Delta \varphi, \Delta \lambda)$, while the unknowns of the latter are 3D coordinates $(\Delta \varphi, \Delta \lambda, \Delta h)$. The error equation used here is:

$$
AX - V = L
$$

(14)

where $X$ represents the correction vector of the bias compensation parameters $(\Delta e_0, \Delta e_1, \Delta e_2, \Delta f_0, \Delta f_1, \Delta f_2)$ and the correction vector of ground 3D coordinates $(\Delta \varphi, \Delta \lambda, \Delta h)$; $A$ is a partial derivatives vector of unknowns; $V$ is the residual vector of the image coordinate observation; and $L$ is the discrepancy vector.

According to Equation (13), the error equation can be rewritten as:

$$
A(X^+ - X^-) - (V^+ - V^-) = L
$$

(15)

In the calculation process of LP, $X$ and $V$ are considered as unknowns. Then, the standard form of photogrammetry geolocation by LP can be expressed as:

$$
\begin{array}{l}
\min V^+ + V^- \\
\text{s.t. } A(X^+ - X^-) - (V^+ - V^-) = L \\
X^+ \geq 0, X^- \geq 0, V^+ \geq 0, V^- \geq 0
\end{array}
$$

(16)

As can be seen from Equation (16), $X^+$ and $X^-$, $V^+$ and $V^-$ have the same coefficient. According to linear algebra theory, there can be no non-zero solution between them simultaneously. If $X^+_i \neq 0$, $V^-_i \neq 0$, then $X^-_i = 0$, $V^+_i = 0$, or vice versa. Therefore, the OFS of Equation (16) satisfies the following formula:

$$
\sum_{i=1}^{n} |v_i| = \sum_{i=1}^{n} (v^+_i + v^-_i) = \min
$$

(17)

That is, the OFS is the solution under the condition of “the sum of the absolute residuals is minimized”, which is different from the least-square method. Considering the above situation, the mathematical model of geolocation can be solved according to the LP theory.

2.4.2. Basic Principle of the Simplex Algorithm

The common method of finding the OFS of LP is the simplex algorithm, which has been proven to be quite effective. According to the standard form shown in Equation (12), the simplex algorithm solves LP problems by transferring a BFS to another under the constraints of feasible region with non-increasing values of the objective function until an optimum is reached for certain. The details are as follows.

The matrix $A$, $C$, and $X$ in Equation (12) are divided into the following forms:

$$
A = \begin{bmatrix} B & D \end{bmatrix}, \\
C = \begin{bmatrix} C_B & C_D \end{bmatrix}, \\
X = \begin{bmatrix} X_B & X_D \end{bmatrix}
$$

(18)
where \( B \) is called the basis matrix, which is composed of \( m \) linearly independent column vectors in \( A \), and the other submatrix is the corresponding result of the partition of the \( A \) matrix.

Through Equation (18), the standard form of Equation (12) becomes:

\[
\begin{align*}
\min & \quad C_B X_B + C_D X_D \\
\text{s.t.} & \quad B X_B + D X_D = b \\
& \quad X_B \geq 0, X_D \geq 0
\end{align*}
\]

(19)

There are \( n \) unknowns and \( m \) equations in the constraint in Equation (19), and \( n > m \). The solutions of \( n \) unknowns can be obtained by \( m \) equations, and the rest of \( (n - m) \) unknowns can be regarded as 0. If the solution is non-negative, it is the BFS. However, what we are looking for is the OFS.

Supposing the initial feasible solution corresponding to the basis matrix is:

\[
X = \begin{bmatrix} X_B & 0 \end{bmatrix} X_D = 0
\]

(20)

Substituting Equation (20) into the second equation in Equation (19), \( X_B \) can be obtained:

\[
X_B = B^{-1}b
\]

(21)

Equation (21) corresponds to the result of \( X_D = 0 \). If there are any non-zero \( X_D \) values, the corresponding \( X_B \) value can be obtained by the second formula in Equation (19):

\[
X_B = B^{-1}b - B^{-1}DX_D
\]

(22)

The BFS obtained in Equation (21) is more optimized than the initial feasible solution of Equation (20), which is decided by the discriminant number \( r \). Under consideration of Equation (22), let the objective function in Equation (19) be equal to \( z \), then:

\[
z = C_B X_B + C_D X_D = C_B (B^{-1} b - B^{-1} D X_D) + C_D X_D = C_B B^{-1} b - (C_D - C_B B^{-1} b) C_D
\]

(23)

As can be seen from the above equation, the first term on the right side of the equation is the objective function value obtained from the previous BFS. Whether it is advantageous to replace a certain component of \( X \) with a certain component of \( X_D \) depends on the discriminant number \( r \):

\[
r = C_D - C_B B^{-1} b
\]

(24)

As \( X_D \geq 0 \), so long as the discriminant number \( r < 0 \), there must be a better solution than the previous one. If \( r \geq 0 \), it indicates that the OFS has been obtained. This is the basic idea of the simplex method to find the OFS.

In the process of image geo-positioning with weak convergence geometry, the approximate formula of constraint conditions is listed after the linearization of the condition equation, then the OFS is obtained by the method of gradually approaching. It should be noted in the iteration that the coefficients of \( V \) in the error equations are both 1, while the constant terms are not always greater than 0, which is a characteristic of photogrammetry processing. To meet the demands of the simplex algorithm, a component of \( b \) that is less than 0 should be multiplied by \(-1\). This situation deserves special attention, and the sign in each iteration must be changed, otherwise the correct answer cannot be obtained.

The theoretical basis of the LP method improving the accuracy of the geo-positioning with weak intersection angle is finding the OFS from the set of BFSs obtained from the constraint conditions to
achieve the goal of optimization—minimizing the sum of the absolute residuals. However, this method has the disadvantage of being sensitive to the initial value and searching step length. In this work, the shortcoming was overcome by combining the planar block adjustment with the LP theory. The result of the planar block adjustment was used as the good initial value of the simplex method and a suitable constraint range was set for the unknown parameters. Then, the bias compensation parameters and the ground 3D coordinates of the TPs were solved by the gradually approaching strategy.

3. Experiment

3.1. Test Data

Two different geomorphological data sets were chosen as the study area: the Songshan district and the Qiqihar district in China. The Songshan area consisted of single-track data obtained by ZY-3 in May 2017. The ZY-3 satellite is a stereo mapping satellite, which consists of a three-line camera (TLC) that points forward, backward, and at the nadir. There were three scenes (A1, A2, and A3) in the Songshan area with a total of nine images. The area is located in Henan Province in central China, where mountains constitute the dominant terrain. The maximum height relief is about 1500 m. Fifty-two GCPs were distributed evenly throughout the data set. Meanwhile, the Qiqihar study area included two-track data obtained by TH-1 in September 2015 and March 2016. TH-1 has a similar TLC to the ZY-3 satellite. Four scenes (B1, B2, B3, and B4) were included in the Qiqihar study area for a total of 12 images. This area is in the northeast of China where the maximum terrain relief is about 80 m and belongs to the plain landform. There were 26 GCPs distributed in the Qiqihar area. The ground coverage area and the distribution of GCPs are shown in Figure 2. All images of the two data sets are attached with RPC files. The difference is that the data in the Songshan area were of the 1A level, the RPCs of which are generated by the original ephemeris data in orbit; the Qiqihar area data were at a 1B level, where the RPCs are generated after the ground refinement processing.

The GCPs used in the two data sets were outstanding points, properly selected to determine the locations of the objects, such as road intersections. These points can be accurately identified in both photos and on the ground. The object coordinates of GCPs in the two data sets were obtained in different ways. For the Songshan area, the object coordinates of GCPs were obtained from a high-precision survey product, which had an accuracy at the decimeter level. Meanwhile, the GCPs used in the Qiqihar area were obtained by differential GPS (Global Positioning System) measurement with an average accuracy better than 5 cm. The corresponding image coordinates of the two sets of
GCPs were both measured manually. In addition, to ensure the consistent inner precision of images, 25 and 32 TPs were extracted from the images in the Songshan area and Qiqihar area, respectively.

ZY-3 and TH-1 are both stereo mapping satellites that utilize an onboard TLC, which consists of three independent cameras looking forward, at the nadir, and backward, respectively. The forward and backward cameras are tilted at a certain angle with respect to the nadir camera, thereby forming a good intersection condition. During the flight of the satellites, the angle of each camera is almost invariable, resulting in the imaging light of the adjacent two scenes acquired by the same camera to be almost parallel. The image pairs are in a state of weak convergence geometry.

We selected images of two different landforms acquired by the different stereo mapping satellites as the study data. On the one hand, the validity of the algorithm proposed in this paper could be fully verified; on the other hand, it could be compared with the positioning results of images with a good intersection angle. Therefore, objective and fair conclusions could be drawn.

3.2. Experimental Scheme Design

To fully verify the effectiveness of the proposed algorithm, the intersection angles of the overlapped images in the two data sets were first calculated. Based on this, several sets of experiments with different purposes were designed, including the contrast experiment of the planar and stereo block adjustment, the accuracy of the planar block adjustment with open source DEMs, and a geometric positioning experiment of images with weak convergence geometry. The same set of GCPs and independent check points (ICPs) was utilized for each test area to ensure objectiveness. The main comparison tests are described below. The processing of all forward, nadir, and backward images in planar adjustment are abbreviated as F, N, and B in each scheme. The accuracy statistics of the ICPs were based on the Universal Transverse Mercator (UTM) coordinate.

3.2.1. Test 1: Comparison between Planar and Stereo Block Adjustments

This test was conducted to verify the accuracy that could be achieved by the planar block adjustment and make a contrast with the stereo block adjustment with or without GCPs.

- **Scheme 1**
  Free network stereo adjustment using all images without GCPs, with all GCPs set as ICPs.

- **Scheme 2**
  Free network planar adjustment using all forward, nadir, and backward images without GCPs, respectively, with all GCPs set as ICPs. The DEM with a grid size of 10 m × 10 m was set as the height constraint.

- **Scheme 3**
  Controlled network stereo adjustment using all images with enough GCPs, with the rest of the GCPs set as ICPs.

- **Scheme 4**
  Controlled network planar adjustment using all forward, nadir, and backward images with enough GCPs, respectively, with the rest of the GCPs set as ICPs. The DEM with a grid size of 10 m × 10 m was set as the height constraint.

3.2.2. Test 2: Verify the Effect of Open Source DEMs on Planar Adjustment

In this test, open source DEMs—Shuttle Radar Topography Mission (SRTM) and Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) DEMs—that could be obtained
freely were set as the height control. The data used for planar adjustment were all still forward-, nadir-, or backward-looking images which were in a state of weak convergence. The configuration of GCPs remained as per Test 1. The purpose of this test was to verify the effectiveness of the algorithm with publicly available DEM data products on the one hand and verify the influence of the DEM accuracy on the planar adjustment on the other hand.

- **Scheme 1**
  The SRTM DEM data with a grid size of 90 m × 90 m are used for elevation control. Free network planar adjustment is executed.

- **Scheme 2**
  The SRTM DEM data with a grid size of 90 m × 90 m are used for elevation control. Controlled network planar adjustment is executed.

- **Scheme 3**
  The ASTER DEM data with a grid of 30 m × 30 m are used for elevation control. Free network planar adjustment is executed.

- **Scheme 4**
  The ASTER DEM data with a grid of 30 m × 30 m are used for elevation control. Controlled network planar adjustment is executed.

### 3.2.3. Test 3: Geolocation Experiments of Weak Intersection Images

This test was conducted to verify the influence of the number and distribution of GCPs on the proposed algorithm. In addition, to validate whether the conventional method is applicable under the conditions of weak geometric convergence, the BBA was also carried out. The initial values of the simplex method and BBA were both provided by the planar adjustment. Schemes 1–3 were performed by the simplex method; Schemes 4–6 were performed by the BBA. Furthermore, the data used were all forward, nadir, and backward images.

- **Scheme 1**
  Perform the simplex method with two GCPs, which are laid out at the center of the overlapped area along the track.

- **Scheme 2**
  Perform the simplex method with four GCPs, which are laid out at each of the four corners of the overlapped area along the track.

- **Scheme 3**
  Based on Scheme 2, another four GCPs are added and evenly distributed in the coverage.

- **Scheme 4**
  Perform the BBA with two GCPs, which are laid out at the center of the overlapped area along the track.

- **Scheme 5**
  Perform the BBA with four GCPs, which are laid out at each of the four corners of the overlapped area along the track.

- **Scheme 6**
  Based on Scheme 5, another four GCPs are added and evenly distributed in the coverage.
4. Results and Discussion

4.1. Calculation of Intersection Angle of Overlapped Images

For mapping satellites, the TLC has a fixed design angle, resulting in very small intersection angle of overlapped images acquired by the same sensor. However, how small the angle is remains unknown. Therefore, it was necessary to calculate the intersection angle to quantitatively analyze the algorithm described in this paper.

The calculation of intersection angle is based on the method of the line-of-sight vector. First, we extracted a certain number of evenly distributed homologous points in the overlapped area. Second, we calculated the space vectors of the conjugate ray according to the RPCs and two different elevation values. Then, we solved the angle between the two space vectors to obtain the intersection angle of the conjugate ray. Finally, we took the average of the angles of all homologous rays as the intersection angle of the corresponding overlapped images. It should be noted that the geodetic coordinates need to be converted into Universal Transverse Mercator (UTM) coordinates when solving the intersection angles.

According to the above method, the intersection angles of all overlapped images were obtained. Partial typical data (A1 and A2, B1 and B3) were selected as shown in Table 1.

<table>
<thead>
<tr>
<th>Images</th>
<th>Intersection Angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1-F</td>
<td>0.006</td>
</tr>
<tr>
<td>A1-N</td>
<td>23.842</td>
</tr>
<tr>
<td>A1-B</td>
<td>47.693</td>
</tr>
<tr>
<td>A2-F</td>
<td>0.006</td>
</tr>
<tr>
<td>A2-N</td>
<td>23.840</td>
</tr>
<tr>
<td>A2-B</td>
<td>47.683</td>
</tr>
<tr>
<td>B1-F</td>
<td>2.323</td>
</tr>
<tr>
<td>B1-N</td>
<td>27.890</td>
</tr>
<tr>
<td>B1-B</td>
<td>55.285</td>
</tr>
<tr>
<td>B3-F</td>
<td>2.323</td>
</tr>
<tr>
<td>B3-N</td>
<td>27.190</td>
</tr>
<tr>
<td>B3-B</td>
<td>54.579</td>
</tr>
</tbody>
</table>

1 F represents the forward image, likewise, N and B are the abbreviation for nadir and backward images.

A1 and A2 were the same orbital data, while B1 and B3 were different orbital images obtained at different times, both of which were very representative. As can be seen from Table 1, the intersection angle of the TLC images formed by ZY-3 and TH-1 were both good and met the design criteria. Due to its short imaging interval time, the attitude of the sensor was basically unchanged, and the intersection angle of the same orbital images was approximately 0°. In contrast, the imaging interval of different tracks was relatively long. In this process, the attitude of sensors had a certain change, resulting in a slightly larger intersection angle than the data of the same track. However, it was still in a weak convergence state. In a word, regardless of whether the same orbit or different orbit images were obtained by the same sensor, the intersection angles were too small to meet the requirements of stereo-compilation. Reliable results cannot be obtained by the conventional method.

4.2. Test 1: Comparison between Planar and Stereo Block Adjustments

According to the experimental scheme described in Section 3.2, the statistics on the accuracy of the ICP results of Test 1 are listed in Table 2. In addition, the residual distribution of ICPs of each scheme are drawn, as shown in Figures 3–6.

The test results showed that planar adjustment was feasible if the accuracy of the reference DEM data was sufficiently high. With an even distribution of GCPs, the two data sets could achieve a plane accuracy of 3.802 m and 3.656 m by planar adjustment. This indicated that in the planar block adjustment with weak convergence geometry, the reference DEM had the same effect as the height constraint produced by a good intersection condition. In addition, by ignoring the elevation results, the plane accuracy of planar adjustment with fewer images could still reach the same level as the plane accuracy of stereo block adjustment, whether it be a free network or controlled network.
Figure 3. Residual distributions of independent check points (ICPs) of free network adjustment for the Songshan area: (a) Scheme 1; (b) Scheme 2-F; (c) Scheme 2-N; and (d) Scheme 2-B.

Figure 4. Residual distributions of ICPs of controlled network adjustment for the Songshan area: (a) Scheme 3; (b) Scheme 4-F; (c) Scheme 4-N; and (d) Scheme 4-B.

Figure 5. Residual distributions of ICPs of free network adjustment for the Qiqihar area: (a) Scheme 1; (b) Scheme 2-F; (c) Scheme 2-N; and (d) Scheme 2-B.

Figure 6. Residual distributions of ICPs of controlled network adjustment for the Qiqihar area: (a) Scheme 3; (b) Scheme 4-F; (c) Scheme 4-N; and (d) Scheme 4-B.
### Table 2. Results of planar and stereo block adjustments.

<table>
<thead>
<tr>
<th>Test Area</th>
<th>Scheme</th>
<th>GCPs</th>
<th>ICPS</th>
<th>Maximum Residual (m)</th>
<th>RMS Error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X Plane Elevation</td>
<td>X Plane Elevation</td>
</tr>
<tr>
<td>Songshan</td>
<td>1</td>
<td>0</td>
<td>52</td>
<td>43.856 54.186 65.639</td>
<td>21.677 37.226 49.669</td>
</tr>
<tr>
<td></td>
<td>2-F</td>
<td>0</td>
<td>52</td>
<td>47.893 55.614 72.168</td>
<td>12.916 40.157 45.290</td>
</tr>
<tr>
<td></td>
<td>2-N</td>
<td>0</td>
<td>52</td>
<td>51.175 62.743 79.258</td>
<td>12.942 43.866 54.009</td>
</tr>
<tr>
<td></td>
<td>2-B</td>
<td>0</td>
<td>52</td>
<td>3.585 6.002 6.110</td>
<td>2.082 2.490 3.246</td>
</tr>
<tr>
<td></td>
<td>4-N</td>
<td>12</td>
<td>40</td>
<td>5.647 7.576 7.666</td>
<td>12.272 3.083 3.802</td>
</tr>
<tr>
<td>Qiqihar</td>
<td>1</td>
<td>0</td>
<td>26</td>
<td>6.929 8.126 9.131</td>
<td>10.549 3.013 5.235</td>
</tr>
<tr>
<td></td>
<td>2-N</td>
<td>0</td>
<td>26</td>
<td>7.188 5.724 9.189</td>
<td>6.872 2.810 2.624</td>
</tr>
<tr>
<td></td>
<td>2-B</td>
<td>0</td>
<td>26</td>
<td>11.643 11.882 12.580</td>
<td>6.872 4.120 5.439</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>10</td>
<td>16</td>
<td>5.265 4.584 6.358</td>
<td>4.591 2.789 2.087</td>
</tr>
<tr>
<td></td>
<td>4-B</td>
<td>10</td>
<td>16</td>
<td>8.516 6.359 10.628</td>
<td>6.872 3.133 3.256</td>
</tr>
</tbody>
</table>

It can be seen from Figures 3 and 5 that the lengths and directions of the residuals of the free network were relatively consistent in each plot. The direction consistence indicated that the positioning results of the two test areas both had systematic errors, while the length was indicative of the level of systematic error. Apparently, the systematic error of the Songshan test area was larger and more obvious. The RPCs of the Songshan area were generated by the direct-transmission attitude and orbit parameters with measurement errors, while the RPCs of the Qiqihar were refined by geometric calibration. Though there was a big difference of the free network adjustment, the accuracy of the controlled network adjustment was at the same level and the systematic errors were effectively eliminated, as shown in Figures 4 and 6. The reason for this is that after a certain number of GCPs were incorporated into the adjustment, the control space basis was determined by the GCPs. Then, the systematic errors were compensated, and the random errors were assigned reasonable values by the least-squares method.

### 4.3. Test 2: Verify the Effect of Open Source DEMs on Planar Adjustment

Given the good results of Test 1, the precision of the reference DEM was relatively high, which was not always available. In this test, freely available open source DEMs (SRTM and ASTER) were used to make a detailed analysis of the planar adjustment. The edition of SRTM used in the test was SRTM3 DEM V4.1 with a grid size of 30 m and nominal absolute vertical and planimetric accuracies of 16 m (LE90) and 20 m (CE90) [28]. ASTER DEM V2 was used, which is an improved version of V1, with a grid size of 30 m and an absolute vertical accuracy of 17.01 m (LE95) [29]. Previous study has shown that a certain degree of systematic errors existed in the SRTM DEM and ASTER DEM in a local small area [30]. Before the planar adjustment was applied, the actual accuracy of the two DEMs in Songshan and Qiqihar were evaluated by ICPs. The statistical results are shown in Table 3.

### Table 3. The accuracy of Shuttle Radar Topography Mission (SRTM) DEM and Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) DEM.

<table>
<thead>
<tr>
<th>Area</th>
<th>RMS Error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRTM DEM</td>
<td>ASTER DEM</td>
</tr>
<tr>
<td>Songshan</td>
<td>22.065</td>
</tr>
<tr>
<td>Qiqihar</td>
<td>9.136</td>
</tr>
</tbody>
</table>
The results of planar adjustment with SRTM DEM and ASTER DEM are shown in Figure 7.

![Box plots of ICPs.](image)

**Figure 7.** Box plots of ICPs. (a) The Songshan area; and (b) the Qiqihar area.

Figure 7 shows the box plots of ICPs. Each box represents the result of a scheme, the edges correspond to the 25th and 75th percentiles, the black central line in the box indicates the median, and the asterisk represents the extreme data points. From Figure 7, we can see that, even with the use of open source DEMs, the consistent planimetric accuracy of the planar adjustment with weak convergence geometry could still be achieved. Despite the different precision, the SRTM and ASTER DEM imposed the same height constraint on the geolocation. With a certain number of GCPs, the planimetric accuracy of forward and backward images was better than 10 m, while the nadir images could be up to 5 m.

It can also be seen from the statistical results that the plane accuracy of Qiqihar was better than that of Songshan, and the plane accuracy of the nadir image was better than that of the forward and backward images in the same data. The reason for this was the projection difference caused by the topographic relief. The effect of topographic relief is shown in Figure 8.

![Effect of topographic relief of optical satellite images.](image)

**Figure 8.** Effect of topographic relief of optical satellite images. \( \Delta u \) is the projection difference, \( \alpha \) is the imaging altitude angle, \( \Delta h \) is the elevation difference between the ground point and height data.

From Figure 8, we can see that the projection difference is related to the elevation difference and the imaging altitude angle. The imaging altitude angle refers to the angle between the imaging light and the ground. The larger the height difference of the ground, the larger the projection difference;
the smaller the imaging altitude angle, the larger the projection difference. The Songshan area consists of hilly terrain, so its topographic variation is larger than Qiqihar, so the positioning accuracy is worse. The nadir image was similar to the vertical observation image, which meant that the camera was perpendicular to the ground, so the projection difference caused in the image by a region of topographic relief was smaller than the forward and the backward images. Therefore, this means that if only the planar adjustment is performed, a higher precision DEM is recommended in the case of high topographic relief or satellite images with large side-sway angles. Moreover, it should be noted that the GCPs and TPs could not be close to the artificial buildings. The reason is that DEM does not contain elevation information of artificial buildings, so GCPs or TPs that lay on artificial buildings will cause statistical error to increase.

4.4. Test 3: Geolocation Experiments of Weak Intersection Images

Based on the results of Test 2, further processing of the simplex method and BBA was performed. With the support of same initial values and same configuration of GCPs, the conventional BBA was still not functioning properly. Schemes 4–6 all failed. The BBA either produced ridiculously wrong results or did not converge at all. The failure of BBA is due to the serious ill condition of normal equation, which is caused by the small intersection angle. For lack of additional constraints, the condition number of normal equation is very large, a small disturbance can trigger a dramatic change in the solution of the equation. In theory, the BBA is based on L2–norm method, also known as least-squares estimation, which is used to minimize the residual sum of squares. On the other hand, the simplex method is based on L1–norm method, also known as least absolute deviation estimation, which is used to minimize the sum of absolute residuals. The weaknesses of the least-squares method are the effect of gross measurement error on the solution and the disturbance and absorbance of error on the solution. However, L1–norm is affected very little by gross error, if at all [31]. The failure indicates that the conventional method is unable to handle image geo-positioning under such extreme imaging geometry. Because of the better robustness and the additional constraints of unknowns, the simplex method shows satisfactory performance. The results of Schemes 1–3 are shown in Table 4.

As can be seen from the results in Table 4, the simplex method could further improve the positioning accuracy, which shows the algorithm is effective. Using planar adjustment results as initial values of unknowns is the prerequisite for precision improvement. When only two GCPs were used, the accuracy of the Qiqihar area was significantly higher than that of the Songshan area, which was caused by the different levels of data, as two GCPs cannot completely eliminate the systematic errors. Though the images of the Qiqihar area were obtained at different times, the accuracy of the Qiqihar area was still slightly higher, as the number of GCPs increased due to the height relief being the main factor. The best results were achieved in Scheme 3-N of the Qiqihar test area, which had a plane accuracy of 3.693 m and a vertical accuracy of 6.510 m. Three reasons contributed to the good results. First, the layout of GCPs in the scheme was obviously quite good and had adequate quantity and even distribution. Second, the accuracy of the open source DEMs used in the scheme was higher; in fact, it was better than 10 m. Third, the coverage area was flat, and the maximum height relief was less than 100 m, which was far below the height relief in the Songshan area. So, the 3D coordinate bias caused by the projection difference was smaller.

It was discovered during the experiment that the constraint range of the unknowns had a great influence on the success of the algorithm. Hence, it is important to set the appropriate constraints for the unknowns. If the limit range was small, the iteration was slow; if the limit range was too large, the solution may exceed the feasible region. So, the constraint ranges of the unknowns may need to be determined by several trials. In principle, lower accuracy DEM data correspond to larger constraints at the first iteration, then gradually reduce the constraint value to approach the optimal solution.
Table 4. Results of images geolocation with weak convergence geometry.

<table>
<thead>
<tr>
<th>Test Area</th>
<th>DEM</th>
<th>Scheme</th>
<th>GCPs</th>
<th>ICPs</th>
<th>RMS Error (m)</th>
<th>X</th>
<th>Y</th>
<th>Plane</th>
<th>Elevation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Songshan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SRTM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ASTER</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Qiqihar</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SRTM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ASTER</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.5. Summary of Discussions

Concluding this section, these experimental results are sufficient to demonstrate that the proposed approach can work well under the weakly convergence condition. After the full analysis of all experiment results, we conclude the following:

1. If the accuracy of the reference DEM is high enough, the geo-positioning precision of the planar adjustment method is the same as that of stereo adjustment. Even if open source DEMs are used for height constraint, equal level plane accuracy can still be achieved by the planar adjustment. However, the vertical accuracy depends upon the DEM precision.

2. The proposed geo-positioning algorithm combined with planar adjustment and the simplex method can further improve accuracy, especially in the vertical direction. In addition, images covering flat areas or with a larger imaging altitude angle lead to better geo-positioning performance.
5. Conclusions

The weak convergence geometry phenomenon is undesirable, as it leads to erroneous results or iteration failures in the classical BBA method. However, the situation is ubiquitous in non-mapping optical satellite imagery, which greatly limits the usage of data. To reduce the reliance on image pairs with good convergence, this paper presents a novel approach which can effectively solve the bias compensation parameters and 3D coordinates under the conditions of weak geometric convergence. The algorithm used can avoid the shortcoming of planar adjustment, that is, that the vertical accuracy depends on the reference DEM precision. To fully validate the algorithm, two different geomorphological areas were selected, and a series of tests with different purposes was implemented. These experimental results fully verified the effectiveness of the algorithm. The planar adjustment experiment’s results indicated that a level plane accuracy equal to that of stereo adjustment could be achieved. Of course, the planar adjustment processing alone was enough only if a very high accuracy reference DEM was available. When the DEM precision was low, to weaken the impact of error from the DEM, the simplex method of LP was adopted for further improvement of accuracy. The final results showed that even with the DEM being freely obtainable and sparse GCPs, the proposed method could still yield satisfactory accuracy. Nevertheless, images with a larger imaging altitude angle or a higher accuracy DEM will lead to better accuracy, especially in regions of high topographic relief. The best results were obtained when the GCPs were sufficient and the coverage area was flat, which had a plane accuracy of 3.693 m and vertical accuracy of 6.510 m.
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