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Abstract: Machine learning is useful for grid-based crime prediction. Many previous studies have examined factors including time, space, and type of crime, but the geographic characteristics of the grid are rarely discussed, leaving prediction models unable to predict crime displacement. This study incorporates the concept of a criminal environment in grid-based crime prediction modeling, and establishes a range of spatial-temporal features based on 84 types of geographic information by applying the Google Places API to theft data for Taoyuan City, Taiwan. The best model was found to be Deep Neural Networks, which outperforms the popular Random Decision Forest, Support Vector Machine, and K-Near Neighbor algorithms. After tuning, compared to our design’s baseline 11-month moving average, the F1 score improves about 7% on 100-by-100 grids. Experiments demonstrate the importance of the geographic feature design for improving performance and explanatory ability. In addition, testing for crime displacement also shows that our model design outperforms the baseline.
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1. Introduction

This study focuses on Taoyuan, one of Taiwan’s largest cities with a population of 2.1 million in 2018. Police statistics from 2015 to 2016 indicate an annual average of about 20,000 crimes occur in Taoyuan, including approximately 6000 cases of theft or burglary (Police Administration Annual Statistics of Taoyuan City: http://www.tyhp.gov.tw/newtyhp/upload/cht/article/file_extract/C0065.pdf). According to the Crime Index 2018 in NUMBEO, the crime score of Taoyuan is 27.5 (NUMBEO Crime in Taoyuan, Taiwan: https://www.numbeo.com/crime/in/Taoyuan), which is higher than the average in Taiwan (20.74) (NUMBEO Crime Index for Country 2018: https://www.numbeo.com/crime/rankings_by_country.jsp). Government policies encourage the retirement of older officers and their younger replacements lack their experience and knowledge of local conditions and case histories. This experience, if maintained and used correctly, allows police to more effectively identify possible suspects and to increase patrols to prevent crime from occurring in the first place, but the constant replacement of experienced officers deprives municipalities of this experience. In addition, younger officers have come of age in different circumstances than their older peers, are more dependent on information technology, and are more skilled in applying information systems and data processing. However, they lack the ability of their older counterparts to operate traditional information-gathering networks. Given police understaffing, and the challenges of transferring experience and skills,
this study proposes to use information technology to reinforce traditional policing methods for enhanced crime prevention.

First, we consider two traditional approaches: spatial-temporal models and empirical models. Spatial-temporal models are commonly used for crime prevention, including Kernel Density Estimation (KDE) and Time Series. However, these two methods only consider time or space independently, but crime is affected by more than one factor.

Empirical models are similar in some ways to machine-learning models. When we consider each person’s experience as a model, we can use machine learning to consider certain issues, such as the amount of training time required for the models, the effectiveness of model learning, and the various types and scope of learning. Training a senior police officer takes significant amounts of time, and is restricted by limited time and learning capacity. In random decision forests, a given tree only deals with certain features. A senior police officer who is familiar with their own jurisdiction can effectively work to prevent and investigate crime. However, an officer without this local knowledge and familiarity must develop it. This analogy helps to promote a holistic perspective for crime prevention, which is beyond the scope of any single empirical model. Thus, how can empirical models best be used to guide policing? A commonly used approach is to expose police offers to key features from typical cases, but this approach is time- and labor-intensive, and outcomes are dependent on individual learning capacity. The requirements of citywide crime prevention emphasize the difficulty of integrating empirical models. The value of empirical models is beyond question, as is their ability to assess complex heterogeneous data, but we hope to make more efficient use of individual experience by gradually transforming the experience of front-line law enforcement officers and criminology theory into machine-processible features.

The above methods only examine factors such as time, space, and type of crime, but the geographic characteristics of the grid are rarely discussed. To this end, this study integrates experiential aspects with additional geographic features to simulate the criminal environment and allow grid-based crime prediction models to deal with the problem of crime transfer. A range of spatial-temporal features based on 84 types of geographic information is established by applying the Google Places API to theft data for Taoyuan City, Taiwan. The best model was found to be Deep Neural Networks, which outperforms our design’s baseline 11-month moving average and three popular machine-learning algorithms, with an F1 score improvement of about 7% on 100-by-100 grids. Experimental results also indicate the importance of the geographic feature design for improving performance and explanatory ability.

The remainder of this study is organized as follows. Section 2 reviews the relevant literature. Section 3 describes the research method, including model construction, data sources and tools, feature construction, baseline selection, and the integration of machine-learning techniques. Section 4 discusses experimental results and the importance of geographic features in model optimization for predicting crime displacement.

2. Related Work

Crime analysis, such as criminal behaviors in the personal level [1,2] and spatial-temporal models [3], has been extensively studied in recent years. These methods can be generally divided into two categories: the development of new algorithms and optimizing feature design to improve model prediction performance. Traditional crime prediction methods include grid mapping, covering ellipses, and kernel density estimation, which produce predictions based on the lack of uniform crime distribution. However, these methods typically only consider time or space factors separately, and are thus very sensitive to time and space selection, which can result in prediction results that do not outperform a simple linear regression [4]. Many subsequent studies concurrently consider time and space factors [5,6], and gradually explore the integration of additional features, including type of crime [7], footprint and GDP [8], Twitter comments [9–11], and explain correlations between features [12]. Some studies [13,14] noted the impact of geographical features on crime, but few studies have attempted to apply geographical features to crime prediction. Therefore, this study proposes...
combining time and space features along with new geographic features obtained from the Google Place API to improve predictive performance.

In terms of algorithms, various machine-learning models, such as Naïve Bayes [15,16], Ensemble [17], or Deep Learning Structure [18] have been used for crime prediction, but Deep Neural Networks (DNN) provided better results in our previous experiments. This study uses DNN because it reflects representation learning and has been used in crosslingual transfer [19], speech recognition [20–23], image recognition [24–27], sentiment analysis [28–32], and biomedical [33]. Although the upper bound of the prediction performance still depends on the problem and the data themselves, DNN’s auto-feature extraction [34] allows us to use rapid model building without feature processing, thus reducing the application threshold due to feature processing.

3. Methods

3.1. Data and Analysis Tools

Vehicle Theft data for Taoyuan City was sourced from an open data platform (Open Data Platform of Taiwan: https://data.gov.tw). We chose the Vehicle Theft to be our prediction target because it is obviously affected by environment factors [35]. We used a data period from January 2015 to April 2018, with about 220 criminal incidents occurring each month. The model was used to produce forecasts from January 2017 to April 2018. The collected data were subjected to a simple narrative statistical analysis, with the monthly distributions of reported crimes shown in Figure 1. While the collected open data included some mistakes for May 2016, our experiment used time shift design for validation, thus minimizing the impact of such errors.

![Figure 1. Vehicle theft incident distribution.](image-url)
We then applied the Google Place API to conduct a landmark radar search of Taoyuan City, using the default support settings to eliminate search results unrelated to Taoyuan City, and produce 84 types of geographic data. Experiments were run using the R language for analysis, while DNN is constructed using the H2O.ai release package, and the experimental coding and data were placed in GitHub (Project code in GitHub: https://goo.gl/VTWUsY).

3.2. System Workflow

Our system workflow begins with the spatial and temporal. A set of features is then constructed to simulate the crime environment such that these features can be utilized by machine-learning algorithms for crime prediction. Table 1 shows the workflow pseudocode of the proposed method.

<table>
<thead>
<tr>
<th>Workflow Pseudocode</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. data preprocessing</td>
</tr>
<tr>
<td>2. Let the grids intersect to map M and remove the grids not in map o, M = {g1, g2, g3, ..., gn-o}.</td>
</tr>
<tr>
<td>3. Crimes which occur in the following month are denoted as y. If no crime occurs in the grid, y = 0. Otherwise, y = 1 and is called a hotspot.</td>
</tr>
<tr>
<td>4. If the grid’s y equals zero every month it is called an empty grid and should be removed. Thus, M = {g1, g2, g3, ..., gn-(o+e)}.</td>
</tr>
<tr>
<td>5. Each grid includes features x. Features are sets of spatial-temporal convolutions (ex. recent 3 months, surround grids) and memory (ex. last year), and count of landmarks called geographical features.</td>
</tr>
<tr>
<td>6. In conclusion, g = {y, x1, x2, x3, ..., xi}. Note that y is crimes that will occur in the following month, assuming some pattern exists that will produce the probability of crimes occurring.</td>
</tr>
<tr>
<td>7. build models</td>
</tr>
<tr>
<td>8. Use machine learning algorithms to learn the pattern, and predict crime for the following month for each grid.</td>
</tr>
</tbody>
</table>

3.3. Models Design

The grid-based space design first defined the borders of Taoyuan City on a map, and then divided the area into 5-by-5 to 100-by-100 grids to produce a grid-based map of the city. We then calculated car and motorcycle thefts for each grid. To optimize the use of computing resources and prevent category imbalance, we then eliminated crime-free grids [17], which typically were located in sparsely-populated suburbs and mountainous areas. This prevents nonoccurring crime categories from exceeding those of crimes which do occur. Specifically, increased grid segmentation will result in increased unbalance, which can lead to the algorithm using the overall learning trend to only predict nonoccurring crimes. While this results in very high accuracy levels, if only nonoccurring crimes are predicted, the model cannot be applied with any meaning; thus, the empty grids must be removed. Sampling techniques can be used to increase categories with low sample numbers, reduce categories with high sample numbers, or produce better virtual samples. However, the application of these methods is no simpler than removing the empty grids, and offers no significant performance advantage. Figure 2 shows the spatial processing flow.

The time design uses individual months as the basic time unit. Supervised learning requires accumulated training samples and lack of sufficient training samples is more likely to produce prediction errors under unknown conditions. Previous experiments have verified that accumulating training samples will enhance model performance [36]. Likewise, the importance of the accumulated data for DNN is discussed in another study [37]. Figure 3 thus shows the time-sliding model design.
3.4. Features Construction

In terms of structural features, we simultaneously consider time and spatial factors, splitting time features into two types: (1) We calculate the accumulated instances of crimes in certain time periods, reflecting the uneven distribution of crime. Broken Windows theory suggests that areas with higher population density or increased presence of gangs or parolees may be correlated with increased crime rates. A current high incidence of crime in an area suggests an increased probability of crime in that area in the near future. (2) Calculating number of crimes committed at the same time in the previous year considers that crimes occur in specific time frames. For example, summer school holidays release large numbers of young people from the constraints of daily school activity, increasing opportunities to form gangs and engage in crime. This design complements the lack of time periodicity considerations in the first feature design.

There are also two kinds of spatial factors, both designed based on a perpetrator’s tendency to commit crimes in a familiar environment: (1) We account for the time and space factors of neighboring grids and make use of the neighborhood characteristics to make predictions [38]. In other words, given the diffuse nature of crime, there is a high likelihood that police activity in one crime-ridden area will push criminals into neighboring areas. (2) In the proposed novel method, we use the Google Place API to generate geographic information queries to simulate the unique environment of each grid area. This considers displacement of criminals [39–41] in response to increased localized police activity, assuming that criminals who do shift locations will likely move to areas adjacent to their original location and will follow main roads to the next township. Therefore, the use of geographical features
to simulate similar areas can compensate for lack of information in adjacent areas. Figure 4 illustrates the feature calculation and framework.

Finally, a large disparity may occur between features in the same grid, or between different grids with the same feature. To avoid learning being dominated by features with large numbers, we use feature scaling to unify units of measurement for each feature. In this study, min max normalization is used to convert features into values between 0 and 1.

3.5. Baseline

Verifying the performance of the proposed model requires a comparable baseline. Different data sets and design approaches lead to different baselines. This paper uses time series analysis to design the baseline. The most primitive method for time series analysis uses the results from the previous month to predict the subsequent month; however, the results are typically unsatisfactory, and a Moving Average (MA) is used to improve results, with prediction performance shown in Figure 5. Car and motorcycle theft is subject to time and space characteristics. Inputted in the grid, we use the moving average to identify the grid with highest theft incidence. For example, the moving average of the previous 11 months is used to predict the 12th month. If more than half the grid-months show criminal activity, we can predict that grid will also have criminal activity in the 12th month. Precision increases with grid size. However, while the largest grid takes the entire city as a single grid, this provides no meaningful prediction. For police purposes, smaller grid sizes are more useful in terms of narrowing the area of interest. However, if the grid size is too small, the likelihood of a crime occurring in a specific place is very low: with a cumulative number in grid close to 0, the data matrix is too sparse to contribute to useful forecasting, thus suitable grid size selection is a critical issue. This study seeks to minimize grid size while meeting specified model performance standards. The baseline is a 100-by-100 grid, which can maintain an F1 score of about 0.4. The F1 standard is used as the performance criterion mainly due to the category imbalance mentioned above. Accuracy will still be high even if the model predicts large numbers of crimes that will not occur. Therefore, it is
more appropriate to use the F1 score to reconcile precision and recall. The lower bound of projected performance uses the 11-month MA’s F1 score as a baseline.

![Figure 5. Baseline comparison.](image)

### 3.6. Machine Learning Algorithms

In designing experiments for the crime prediction model, we use DNN-tuning as the main algorithms to compare crime hotspot forecasting performance against other algorithms, including K-Nearest Neighbor (KNN), Support Vector Machine (SVM), and Random Decision Forest (RF).

The selection of the KNN algorithm for $k$ is similar to that for MA for the number of months. As shown in Figure 6, as $k$ increases, it gives greater consideration to the nearest neighbors. Through voting, it gradually converges on the most frequently appearing hotspots, thus precision increases while recall decreases, slightly increasing the F1 score. Here we select $k = 5$ as the control.

Both the SVM and RF algorithms are widely used for classification. SVM uses different types of points to map to high-dimensional space to construct hyperplane separations, mainly to remedy low-dimensional linear inseparability issues and achieve good performance with feature selection [42–44]. RF is a classical ensemble algorithm that constructs a random tree by sampling data and features. Finally, random tree predictions are aggregated through voting. Such a structure can reduce the impact of unimportant features, and is well suited to processing unbalanced data sets [45,46].

![Figure 6. KNN performance.](image)

In DNN-tuning, to prevent overfitting following DNN learning through deeper hidden layers, we use the dropout mechanism [47,48], which has been shown to improve model robustness [49]. We set the dropout to 0.2, i.e., 20% of nodes are randomly discarded at each layer. Each hidden layer is set to 100 neurons, with a total of 9 layers, and uses ReLu as the activation function. Experiments showed
ReLu to generally outperform sigmoid [50], and we achieve optimal search results with a learning rate of 0.001, and epochs set to 45. These parameter settings provide some performance improvement.

4. Experiments

4.1. Performance Comparison

Figure 7 compares the performance of the various algorithms. A t-test was used to determine whether the performance difference among these methods was statistically significant. DNN-tuning provides the best performance for different grid sizes. As shown in Table 2, a 100-by-100 grid produces an F1 score of 0.4734. RF is ranked 2nd, and both algorithms outperform the baseline. The predictive performance of KNN and SVM is lower than the baseline, which can be inferred to be related to the proposed feature design. Both CNN and RF allow for feature adjustment, while KNN and SVM do not. Because this study does not perform feature selection, KNN and SVM underperform the baseline. The detailed performance of DNN-tuning is shown in Table 3.

Table 2. Models’ average performance (100-by-100).

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>F1 Score</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN-tuning</td>
<td>0.4734 *</td>
<td>0.8376</td>
<td>0.4107</td>
<td>0.5708</td>
</tr>
<tr>
<td>RF</td>
<td>0.4503  *</td>
<td>0.8197</td>
<td>0.3727</td>
<td>0.5768</td>
</tr>
<tr>
<td>baseline</td>
<td>0.4000</td>
<td>0.8784</td>
<td>0.5533</td>
<td>0.3162</td>
</tr>
<tr>
<td>SVM</td>
<td>0.3770</td>
<td>0.8810</td>
<td>0.5844</td>
<td>0.2802</td>
</tr>
<tr>
<td>KNN, k = 5</td>
<td>0.3877</td>
<td>0.8706</td>
<td>0.4994</td>
<td>0.3194</td>
</tr>
</tbody>
</table>

* DNN-tuning, RF vs. baseline significantly different.

Table 3. DNN-tuning performance (100-by-100).

<table>
<thead>
<tr>
<th>Time</th>
<th>F1 Score</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017/01</td>
<td>0.4383</td>
<td>0.8149</td>
<td>0.3308</td>
<td>0.6493</td>
</tr>
<tr>
<td>2017/02</td>
<td>0.4326</td>
<td>0.8324</td>
<td>0.3598</td>
<td>0.5423</td>
</tr>
<tr>
<td>2017/03</td>
<td>0.5089</td>
<td>0.8398</td>
<td>0.4608</td>
<td>0.5682</td>
</tr>
<tr>
<td>2017/04</td>
<td>0.4965</td>
<td>0.8216</td>
<td>0.4109</td>
<td>0.6272</td>
</tr>
<tr>
<td>2017/05</td>
<td>0.4411</td>
<td>0.8149</td>
<td>0.3534</td>
<td>0.5867</td>
</tr>
<tr>
<td>2017/06</td>
<td>0.5305</td>
<td>0.8531</td>
<td>0.4902</td>
<td>0.5780</td>
</tr>
<tr>
<td>2017/07</td>
<td>0.5343</td>
<td>0.8365</td>
<td>0.4768</td>
<td>0.6075</td>
</tr>
<tr>
<td>2017/08</td>
<td>0.5355</td>
<td>0.8589</td>
<td>0.5185</td>
<td>0.5537</td>
</tr>
<tr>
<td>2017/09</td>
<td>0.4667</td>
<td>0.8274</td>
<td>0.4272</td>
<td>0.5141</td>
</tr>
<tr>
<td>2017/10</td>
<td>0.5248</td>
<td>0.8407</td>
<td>0.5146</td>
<td>0.5354</td>
</tr>
<tr>
<td>2017/11</td>
<td>0.4644</td>
<td>0.8315</td>
<td>0.3713</td>
<td>0.6197</td>
</tr>
<tr>
<td>2017/12</td>
<td>0.4260</td>
<td>0.8390</td>
<td>0.3789</td>
<td>0.4865</td>
</tr>
<tr>
<td>2018/01</td>
<td>0.4674</td>
<td>0.8373</td>
<td>0.4322</td>
<td>0.5089</td>
</tr>
<tr>
<td>2018/02</td>
<td>0.4146</td>
<td>0.8407</td>
<td>0.3269</td>
<td>0.5667</td>
</tr>
<tr>
<td>2018/03</td>
<td>0.4500</td>
<td>0.8539</td>
<td>0.3789</td>
<td>0.5538</td>
</tr>
<tr>
<td>2018/04</td>
<td>0.4430</td>
<td>0.8581</td>
<td>0.3400</td>
<td>0.6355</td>
</tr>
</tbody>
</table>

Average 0.4734 0.8376 0.4107 0.5708

As shown in Figure 8, DNN-tuning provides optimal predictive performance, showing opposite effects from the baseline and KNN models. It provides better recall performance, but lower precision while still providing a better F1 score than the other models. Note that higher recall is useful to law enforcement for improved crime prediction, thus supporting the main crime prevention strategies despite the lower precision. This allows predeployment of police to prevent crime from occurring, thus recall should be prioritized over precision.
4.2. Variable Importance

To observe the impact of geographical features on the model, we compared the F1 score performance with different feature designs using DNN-tuning. Figure 9 shows optimal performance for each feature design without considering the lowest performance for geographical features. ALL_Features denotes the prediction model with all design features, No_Location denotes the performance with different feature designs using DNN-tuning. Figure 9 shows optimal performance still the most influential in the grid: over the previous 9 months and previous 12 months. In addition, the 10 most important features of a 16-month period. Figure 10 shows that the time space factors are alone. The results of the model that only uses geographic features are little different from that using all features, indicating the high contribution of geographic features for model design in this experiment.

We then eliminate the importance of features in DNN-tuning, calculating the cumulative sum of the 10 most important features of a 16-month period. Figure 10 shows that the time space factors are still the most influential in the grid: over the previous 9 months and previous 12 months. In addition, the surrounding grids also contribute to the DNN-tuning model, while other important features are all geographic features, including convenience stores, hair salons, car dealerships, and pharmacies, all of which are important landmarks given to heavy pedestrian traffic. Note that, in grid-based research, it is very difficult to obtain correct higher-order features for each grid, such as economic level. Data taken...
from open data or other sources will encounter data granularity problems. Lacking sufficiently detailed information, constructing a grid for each feature is typically accomplished by splitting the average, but this feature does little to distinguish between different grids. However, feature extraction can provide higher-level features [51,52]. Therefore, combining DNN with geographic features better allows us to solve problems for which low-level features are difficult to obtain.

Figure 9. DNN-tuning performance in different features setting.

Figure 10. Variable importance statics.

4.3. Detection Crime Displacement

As shown in Figure 11, we visualized the actual hotspots, the baseline, and the optimal model results on Google Maps to determine if the forecasts provided any insight beyond performance improvement. From the baseline, we see little change over three months because, as previously mentioned, the MA will converge on the location with the highest incidence of crime. Because the optimal DNN-tuning model incorporates geographical features for algorithm learning, the model is
able to search similar locations for crime hotspots, most of which are along major roads or in urban areas, which is consistent with our assumptions and our understanding of crime displacement.

However, the map visualization does not provide a clear representation of the model’s forecast for crime displacement. We thus redesign the displacement prediction scenarios. Figure 12 compares hotspots for two consecutive months, respectively showing displacement and nondisplacement. The actual hotspot displacement and that predicted by the model are recombined in a confusion matrix, where True Positive shows consistency between predicted and actual displacements, and True Negative shows consistency between predicted and actual non-displacement. Thus, precision reflects the model hit rate for crime displacement, and recall reflects the actual rate of crime displacement. These two measures should ideally be improved, thus we use F1 score as a performance measure for the model’s transfer. The results in Table 4 show that DNN-tuning outperforms the baseline prediction for most months.

<table>
<thead>
<tr>
<th>Time</th>
<th>Actual Hotspots</th>
<th>Baseline</th>
<th>DNN-tuning</th>
</tr>
</thead>
</table>
| 2017/01  | ![Map visualization](image1) | F1 = 0.39, Accuracy = 0.89  
Precision = 0.51, Recall = 0.32 | F1 = 0.44, Accuracy = 0.81  
Precision = 0.33, Recall = 0.65 |
| 2017/02  | ![Map visualization](image2) | F1 = 0.36, Accuracy = 0.88  
Precision = 0.49, Recall = 0.29 | F1 = 0.43, Accuracy = 0.83  
Precision = 0.36, Recall = 0.54 |
| 2017/03  | ![Map visualization](image3) | F1 = 0.41, Accuracy = 0.87  
Precision = 0.63, Recall = 0.3 | F1 = 0.51, Accuracy = 0.84  
Precision = 0.46, Recall = 0.57 |

*Figure 11. Map visualization.*
5. Conclusions

The time and spatial characteristics allow machine learning to be applied to crime prediction. Traditional crime prevention strategies also use time and spatial factors, but these methods rely heavily on the personal experience of senior law enforcement officers, and the storage, transfer, and application of this experience are difficult to automate. Therefore, the present study attempts to collect and model such experience, integrating geographic features and machine-learning techniques to improve model prediction performance and provide police with a useful reference for forecasting crime. The proposed
model has an advantage in that it provides a more objective basis for comparison, and allows for the replication, transmission, and continuous improvement of the knowledge model.

The main contribution of the present study is to use more recent machine-learning techniques, including the concept of feature learning, along with dropout and tuning methods. Applied to traditional grid-based approaches, these methods show that an excessively small feature training set results in excessive information overlap, thus making it difficult to distinguish different vector spaces. Insufficient data will lead to inaccurate measurements in unknown conditions. Therefore, we can use features and data volume to improve the upper bound of prediction performance, but large numbers of features may reduce prediction accuracy due to weak correlations. This is why DNN outperforms traditional machine-learning techniques and time-series approaches, providing a breakthrough in feature learning and allowing us to use more, and more complicated, features to enhance data differentiation, without being influenced by the weak correlations of excessive features, and thus improving prediction performance. However, we do not propose increasing an excessive number of features indefinitely, which would result in the curse of dimensionality. In addition to producing an excessively sparse data matrix, this will greatly increase computational time and resource requirements, as all the features would need to be processed. In terms of time efficiency, the proposed DNN-tuning requires 27 min on average for training on a PC with an Intel Xeon 2.1 GHz CPU, and 32 GB memory. Although the proposed deep learning method is more complex than traditional methods, it can yield performance improvements of 2–7%.

The second contribution is to explain the difficulty in obtaining high-level features in the grid, but that this can be simplified by obtaining landmarks in Google Place, allowing us to calculate landmark features in the grid to establish geographic features that, combined with feature learning, may be used to extract higher-level features and thus improve model efficiency. The other advantage of geographic features is that they may be used to simulate and predict crime displacement. When planning overall crime prevention strategies, police can leverage knowledge of current high-risk crime grids to forecast future high-risk areas.

Finally, even considering that powerful technology tools must still combine the experience of law enforcement officers with criminological theory, attempting to further model police expertise and the use of police databases is likely to enhance the model’s predictive power. Geographic features can include crime-related locations, including bars, KTVs, and gang territories, along with crime-inhibiting features such as streetlights, CCTV cameras, police stations, and neighborhood watch. Environmental features include weather and temperature, or physical characteristics such as Natural Surveillance [53]. In addition, displacement features like police actions, controls, and buffer zones can be considered to simulate displacement effects more precisely [54].

We hope the results of this study can be used to improve grid-based crime prediction models and encourage discussion on the integrating accumulation and feature design of data for characterization learning, and promote the modeling of law enforcement experience and criminology theory.
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