Critical Review of Methods to Estimate PM$_{2.5}$ Concentrations within Specified Research Region
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Abstract: Obtaining PM$_{2.5}$ data for the entirety of a research region underlies the study of the relationship between PM$_{2.5}$ and human spatiotemporal activity. A professional sampler with a filter membrane is used to measure accurate values of PM$_{2.5}$ at single points in space. However, there are numerous PM$_{2.5}$ sampling and monitoring facilities that rely on data from only representative points, and which cannot measure the data for the whole region of research interest. This provides the motivation for researching the methods of estimation of particulate matter in areas having fewer monitors at a special scale, an approach now attracting considerable academic interest. The aim of this study is to (1) reclassify and particularize the most frequently used approaches for estimating the PM$_{2.5}$ concentrations covering an entire research region; (2) list improvements to and integrations of traditional methods and their applications; and (3) compare existing approaches to PM$_{2.5}$ estimation on the basis of accuracy and applicability.
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1. Introduction

Air pollution has become a serious hazard for human health and public welfare in recent decades. Particularly problematic is PM$_{2.5}$, the most well-known particulate pollutant, which is suspended particulate matter smaller than 2.5 µm in aerodynamic diameter. Concentrations of PM$_{2.5}$ have become a global problem, especially in England, China, India, and the United States [1]. The effects of PM$_{2.5}$ on public health have been well documented in the literature [2,3]. The World Health Organization (WHO) released the latest internationally-applicable air quality guidelines (AQG) on 6 October 2006. In these AQG, the WHO refers to the standard value of PM$_{10}$ (coarse particles with a diameter between 2.5 and 10 µm) and determines the standard value of PM$_{2.5}$ with reference to the mass concentration ratio of PM$_{2.5}$ and PM$_{10}$ to 0.5 [4]. The measurement unit of PM$_{2.5}$ is generally micrograms per cubic meter (µg/m$^3$).

The acquisition of PM$_{2.5}$ data is the first step in research work of this nature. A professional sampler with a filter membrane is used to measure accurate values of PM$_{2.5}$ at single points in space [5]. However, many PM$_{2.5}$ sampling and monitoring facilities consider only vital representative data points, an approach which cannot give an accurate representation of data for the whole region of research interest. Therefore, researching the methods of estimation of particulate matter in areas having fewer monitors at a special scale is an important approach that is currently being extensively researched.

Different approaches have different levels of accuracy in estimating results. Accuracy levels are also dependent on different research regions, which may have complex geographic conditions, and on the spatiotemporal resolution of resource data. Approaches to predicting PM$_{2.5}$ are classified into two types: those involving ground-level monitor-based estimation, and those relying on satellite-based
(monitor-free) estimation [6]. The general methods involving ground-level monitor-based estimation include (a) land use regression (LUR) models; (b) generalized additive mixed models; (c) hierarchical models; and (d) geostatistical interpolation. The approaches that depend on satellite-based (monitor-free) estimation specifically refer to remote sensing techniques. However, in recent years, some new techniques have been pioneered for generating accurate PM$_{2.5}$ data. Researchers have improved the abovementioned traditional approaches using new methods specific to their research conditions. Additionally, there are manifold relative studies which combine two or more approaches to achieve precise results. For example, one of the most popular techniques—machine learning—is also applied to PM$_{2.5}$ estimations [7]. A nuanced understanding requires review, sorting, and classification of all these the approaches to estimating PM$_{2.5}$ concentrations covering entire research regions.

The aim of this study is to (1) reclassify and particularize the most frequently used approaches to estimate PM$_{2.5}$ concentrations covering the entire research region; (2) list improvements and integrations of traditional methods and their applications; and (3) compare the existing approaches of PM$_{2.5}$ estimations on the basis of accuracy and applicability.

The remainder of this paper is organized as follows. Section 2 introduces the most frequently used methods. Section 3 discusses the advantages and disadvantages of the methods outlined in Section 2, and presents the main upgraded methods of PM$_{2.5}$ estimation and current integrations, as well as introducing possible comparisons based on the existing research. Finally, Section 4 presents the conclusion of this study.

2. Most Frequently Used Approaches to the Estimation of PM$_{2.5}$ Concentrations Covering the Entire Research Region in Recent Years

This section may be divided by subheadings. It should provide a concise and precise description of the experimental results, their interpretation as well as the experimental conclusions that can be drawn.

2.1. Spatial Interpolation

Spatial interpolation is an important method to estimate unknown data by using known sample data. The commonly used spatial interpolation methods are inverse distance weighted (IDW) interpolation, ordinary kriging (OK) interpolation, and trend surface (TS) interpolation [8,9]. Additionally, there exist other methods such as collaborative kriging (CK) and the radial basis function, which are referenced by a number of researchers. Spatial interpolation distribution in different regions can employ various interpolation approaches to incorporate different interpolation effects and accuracy [10–12].

2.1.1. OK Interpolation Method

The OK interpolation method assumes that sampling the point between the distance or direction can be used to illustrate the spatial correlation of the surface changes, where the mathematical function with the specified number of points or designated radius in all points is fitted to determine the location of each output value. The calculation formula is as follows:

$$Z^*_p(x) = \sum_{i=1}^{n} \lambda_i Z(x_i)$$

where $Z(x)$ is the measurement of position $i$, $\lambda_i$ is the unknown weight of the measurement value at position $i$, is the predicted position, and $n$ is the number of measurements.
2.1.2. IDW Interpolation Method

IDW interpolation is used to determine pixel values by a linear combination of a set of sampling points, which is assumed to be reduced by the distance between the mapped variables and the sampling locations. The calculation formula is as follows:

$$ Z = \frac{\sum_{i=1}^{n} Z_i}{\sum_{i=1}^{n} \frac{1}{d_i^k}} $$

(2)

where $Z$ is the estimated value of $i$, $Z_i$ is the value of the control point $i$, $d_i$ is the distance between and $i$, $n$ is used in the estimation of the number of control points, and $k$ is the power to be specified.

Keler and Krisp used the IDW method to create a visual overview for 36 established positions in Beijing over the period of one year (from 2 August 2013 until 2 August 2014) with varying PM2.5 measurements in time [13].

2.1.3. TS Method

TS analysis is a statistical method based on known points in space, fitting a continuous mathematical surface, and studying the variation regularity of geological variables in the region and local area. The calculation formula is as follows:

$$ Z = \beta_1 + \beta_2 x + \beta_3 y + \beta_4 x^2 + \beta_5 xy + \beta_6 y^2 + \ldots $$

(3)

where $Z$ is the address variable, $x$ and $y$ are the coordinates of the observation points.

Ping Zhang and Taotao Shen [14] compared the accuracies of the IDW, TS, and OK interpolation methods based on GIS and Spearman correlation.

2.1.4. CK Method

One of the foundational components of geostatistics, kriging interpolation is a method of unbiased optimal estimation for regionalized variables, based on variation function theory and structural analysis [15]. The CK method uses one or more secondary variables to interpolate the variables of interest, which are related to the main variables, and assumes that the correlation between the variables can be used to improve the accuracy of the main predicted values.

Generally, there are several measured points that obey normal distribution. For any unknown point to be estimated, its estimator is expressed as a linear combination of the effective sample values, as follows:

$$ \hat{Z}(s_i) = \sum_{j=1}^{n} \lambda_j Z(s_j) $$

(4)

where $s_i$ is the predicted position, $Z(s_j)$ is measured value of $i$th point, and $n$ is the number of the measured points. The $\lambda_j$ is unknown weight of $Z(s_j)$, $\lambda_j$ depends on the spatial relationship model for fitting the distances $s_i-s_j$ and the measured values of $s_i$. In order to ensure that the model is an unbiased estimation,

$$ \sum_{j=1}^{n} \lambda_j = 1 $$

(5)

where $\hat{Z}(s_i)$ can be calculated under the condition of ensuring the kriging variance minimum.

Deng [16] gathered PM2.5 concentration data from the Beijing City Environmental Protection Bureau from 32 observation sites over six days, with the intention of analyzing the distribution of PM2.5 concentrations. Use the kriging interpolation method Deng predicted the concentrations of 100 × 100 unknown points, and drew up PM2.5 spatial distribution plots. The results show that PM2.5 concentration has a gradient distribution pattern.
2.2. Remote Sensing Technique

Monitoring networks of monitors can only provide direct point-level observations at limited locations. At locations without monitors, a widely-employed approach to derive ground-level PM$_{2.5}$ concentrations uses observations of aerosol properties from satellite-based remote sensing, such as moderate resolution imaging spectroradiometer (MODIS) data, and aerosol optical depth (AOD) data [17].

AOD is defined as the integral of the aerosol extinction coefficient in the vertical direction for the entire atmosphere:

$$\text{AOD} = \int_0^{\infty} \sigma_{\text{ext},z} dz,$$

where $\sigma_{\text{ext},z}$ is the extinction coefficient of aerosols at $z$:

$$\sigma_{\text{ext},z} = \pi \int Q_{\text{ext}}(m, r, \lambda) n(r) r^2 dr$$

Here, $Q_{\text{ext}}$ is a function of the refractive index $m$, particle radius $r$, and wavelength $\lambda$ and $n(r)$ is the aerosol particle size distribution.

From the above two formulas, we can see that AOD is related to radiation wavelength, aerosol size, vertical profile, and particle size distribution. Early theoretical studies of multiangle imaging spectrometers mounted on the Terra satellite in the United States show that the particle sizes corresponding to the AOD inversion at the visible and near-infrared bands range from 0.1 to 2 nm, and are very close to the particle size range of PM$_{2.5}$. This research provides an important theoretical basis for establishing the correlation between satellite remote sensing AOD and PM$_{2.5}$. As such, the AOD obtained by satellite remote sensing can provide an effective means for monitoring PM$_{2.5}$ pollution.

The establishment of PM$_{2.5}$-AOD relationships is affected by many factors such as the AOD vertical profile, humidity, temperature, and wind speed. Some land-use or geographical parameters such as area classification (urban/rural), road distribution, and forest cover are related to PM$_{2.5}$ emission sources. For the establishment of a PM$_{2.5}$ AOD model, these land-use parameters have very effective auxiliary variables [18]. Therefore, in most PM$_{2.5}$-AOD advanced statistical models, various meteorological and land-use parameters are often implemented to improve accuracy.

Recently, more complex models have been proposed to describe the varied relationships between AOD and PM$_{2.5}$ levels. Ma Zongwei et al. presented geographically weighted regression models, examined by using adaptive bandwidths, and selected by the cross-validation (CV) method or used Akaike’s information criterion (AIC) [19]. Lee et al. presented a linear mixed-effect model and established day-specific PM$_{2.5}$-AOD relationships using the mixed-effects model to fully exploit satellite data [20]. Remote-sensing formulas are used worldwide [21–23]. Ma et al. developed a two-stage spatial statistical model using MODIS Collection 6 AOD and assimilated meteorology, land-use data, and PM$_{2.5}$ concentrations from China’s recently established ground monitoring network. An inverse variance weighting approach was developed to combine the MODIS Dark Target and Deep Blue AOD methods to optimize data coverage; its evaluation model predicted PM$_{2.5}$ concentrations from the year 2004 to early 2014 using ground observations [24]. Chang et al. describe a statistical downscaling approach that combines (1) recent advances in PM$_{2.5}$ land-use regression models utilizing AOD; and (2) statistical data fusion techniques for combining air quality datasets that have different spatial resolutions [25]. Further, Lv [26] employed a Bayesian-based statistical down-scaler to model spatiotemporal linear AOD-PM$_{2.5}$ relationships.

In the next stage, the unmonitored PM$_{2.5}$ concentration covering the entire region is calculated by the relationships and all other factors, expecting unknown PM$_{2.5}$ values.
2.3. Air Quality Model Methods

Air quality models generally consider the following minimum set of atmospheric processes: emissions (anthropogenic and natural source emissions), transport (horizontal advection and vertical convection), diffusion (horizontal and vertical diffusion), chemical conversion (gas, liquid, and solid chemical reactions), and scavenging mechanism (dry and wet settlement). Three theoretical systems of turbulent diffusion inform research, specifically gradient transport theory (K theory), statistical theory, and similarity theory. At the core of statistical theory is the spatiotemporal probability distribution of the diffusion particle; in other words, the spatial distribution and time change of the concentration of the diffusion particle are described by the probability distribution function. As such, the air quality model can simulate the transmission process of PM$_{2.5}$ and predict its probability distribution on a spatial scale. The third generation of integrated air quality models, such as CMAQ, CAMx, and WRF-Chem, is the most widely used.

2.3.1. Community Multiscale Air Quality (CMAQ) Model Aerosol Component

CMAQ was first released by the U.S. Environmental Protection Agency in June 1998. After more than ten years of research and development updates, it is currently at version 5.2.1 [27]. During simulation, CMAQ can integrate the influence of weather systems and small-scale meteorological processes on the transport, diffusion, transformation, and migration of pollutants. At the same time, the interaction of air pollutants with factors like the region and urban scale, as well as various chemical processes of pollutants in the atmosphere (including liquid chemistry, process effects, heterogeneous chemical processes, aerosol processes, and the effect of dry-wet deposition on concentration distribution) are taken into consideration [28].

The CMAQ model is composed of five main modules [29]. The core module is the chemical transmission module, CCTM (CMAQ Chemical-Transport Model Processor), which can simulate the transport process, chemical process, and settlement of pollutants. The Initial Conditions Processor module (ICON) and the Boundary Conditions Processor module (BCON), provide the initial and boundary fields for CCTM. The Photolysis Rate Processor module (JPROC) calculates the photochemical decomposition rate. The interface processor is the interface between the meteorological model and the CCTM and transforms meteorological data into a CCTM-identifiable data format.

The Models-3/CMAQ is a powerful tool for the study of air pollution and has been extensively applied in the estimation of PM$_{2.5}$ concentrations. It considers the complex physical and chemical processes involved, and describes the actual atmosphere in a holistic way, thereby obtaining not only the meteorological elements in the study area, but also spatiotemporal distribution, evolution of the pollutants, and other important factors [30].

2.3.2. Comprehensive Air Quality Model with Extensions (CAMx)

The Comprehensive Air Quality Model with extensions (CAMx) is an integrated air quality model developed by the ENVIRON company based on the UAM-V mode. It synthesizes the various technical features required by the “scientific” air-mass model into a single system that can be used to simulate air and particulate air pollutants on a variety of scales, such as cities and regions [31]. It is a state of the art photochemical grid model predicted on a “one-atmosphere” treatment approach to tropospheric air pollution (ozone, particulates, and air toxins) over spatial scales ranging from neighbourhoods to continents. In addition, it is an open-source system that is computationally efficient and flexible. The model’s FORTRAN source code is modular and well documented. The default input/output files are structured in a consistent FORTRAN binary format. Alternatively, output files may be optionally written in the Network Common Data Form (netCDF). Uncompressed netCDF output files are compatible with Models-3 I/O API software without the need to build CAMx with I/O API libraries. Meteorological fields are supplied to CAMx from separate weather prediction models. Emission inputs are supplied from external pre-processing systems [32].
The use of the CAMx model to simulate the source and spatial distribution of PM$_{2.5}$ has been widely studied. Wang used the CAMx model to analyze PM$_{2.5}$ sources and transboundary transport during a heavy pollution period in Shanghai [33]. Wu’s model, and other CAMx models, were used to simulate the source and spatial distribution of PM$_{2.5}$ in Guangzhou’s spring [34].

2.3.3. Weather Research and Forecasting Model with Chemistry (WRF-Chem)

The WRF-Chem model is the latest regional atmospheric dynamic chemical coupling model in the United States. Its biggest advantage is that the meteorological mode and chemical transmission mode are fully coupled in time and spatial resolution and achieve true online transmission. The model takes into account the processes of transport (including advection, diffusion, and convection), dry and wet sedimentation, gas phase chemistry, aerosol formation, radiation and photodecomposition rate, radiation produced by organisms, aerosol parameterization and photolysis [35]. The Weather Research and Forecasting (WRF) mode is a fully compressible non-hydrostatic model. It has different parameterization schemes for various physical processes, such as turbulence exchange, atmospheric radiation, cumulus cloud precipitation, cloud microphysics, and land surface type. It can provide the atmospheric flow field for the chemical model online. Details of the WRF mode physical process and integration scheme are shown in documents [36–38]. This model has been used to study the chemical reaction mechanism of urban compound pollution characteristics, PM$_{2.5}$, O$_3$ and its precursor reactants (NOx, VOC, etc.) [39].

WRF-Chem has been widely used in the simulation of air pollution. Tie et al. used the WRF-Chem model to simulate the distribution and variation characteristics of ozone and its precursors in a Mexican urban area [40]. Molders et al. used mobile and fixed location measurements from the Fairbanks winter September 2008 field campaign for an operational evaluation of WRF/Chem’s performance at high latitudes, which simulated PM$_{2.5}$ concentrations from 1 October 2008 to 1 April 2009 effectively [41].

2.4. Prediction of Spatial PM$_{2.5}$ Concentrations by Machine Learning Method

Machine learning provides a broad range of multivariate regression algorithms for empirically estimating PM$_{2.5}$ data when there is a set of useful observational data but no clear and complete theoretical description. The paper by Lary [42] describes the use of machine learning to estimate global daily PM$_{2.5}$ data from 1997 to 2014, using in situ hourly PM$_{2.5}$ observations from more than 8000 sites in 55 countries with approximately 100 parameters of comprehensive contextual data drawn from satellite data, meteorology, and demographics. Thus, it can be seen that machine learning can provide an extensive range of practical algorithms to facilitate the examination of the linear and Gaussian relationship between PM$_{2.5}$ abundance and meteorological variables [43]. There are plenty of machine learning methods; this paper lists some of the most frequently used approaches for predicting PM$_{2.5}$ concentrations on a spatial scale.

2.4.1. BP Artificial Neural Network-Based Analysis

A BP artificial neural network is a neural network that interpolates high-dimensional space. Its structure is composed of three neuron layers, specifically the input layer, the hidden layer, and the output layer [7]. The three layers have a large number of simple neurons that are not connected to each other. The input layer neurons transfer the input data to the hidden layer, after which the data is activated by the hidden layer to the output layer and from the output layer to the output. The data, however, cannot be transmitted between neurons existing in the same layer. This is a forward transfer process; however, when the actual error exceeds the expected error, the error value propagates along the network to modify the connection weight and threshold between each neuron, and the training network repeats until the expected error is met, and thus the mapping relationship between the input and output is determined. The transfer function employed between the input and hidden layer is generally the S transform function, and the transfer function between the hidden and output layer is generally a pure linear transformation function.
The S function expression of the transfer function between the input and hidden layer of a BP artificial neural network is as follows:

\[ f(x) = \frac{1}{1 + e^{-x'}} \]  

where the \( x \) represents the input of the neuron, and maps the input range of the neuron \((-\infty, +\infty)\) to the interval \((0, +1)\) to help the BP algorithm to train the neural network.

Chen uses surface meteorological observation data and the air pollution PM\(_{2.5}\) index of Wuhan City over the period from 1 November 2013 to 31 January 2014 to construct PM\(_{2.5}\) index forecasting models based on the use of a BP neural network [7].

2.4.2. The Self-Organizing Map

It is often useful to apply an objective technique to classify large datasets into subclasses when using large datasets to characterize a problem. Self-organizing maps (SOMs) provide a method of performing such an unsupervised classification without any a priori assumption, a way to give the data “a voice” [44].

However, even with the assistance of unsupervised classification, high-dimensional data can still be challenging to visualize; this study dealt with a 36-dimensional space (the annual cycle was split into 36 ten-day windows). An SOM is a type of an artificial neural network for performing unsupervised classification. It is also a data visualization and unsupervised classification technique that can reduce the dimensions of high-dimensional data using self-organizing neural networks [45]. Similar to other forms of machine learning, an SOM operates in two phases, specifically (1) the training phase; and (2) the mapping phase. The map is built by training, using examples from the training dataset; the mapping determines the class for a new input vector [46]. An SOM consists of a 2-dimensional regular grid of components called nodes. Each node is associated with a weight vector of the same dimension and a position in the map. The procedure for converting a vector from the input data space to the map involves finding the node with a weight vector most similar to the input data space [47,48].

2.4.3. Random Forest

Random forests were first introduced in 2001 by Leo Breiman [49]. They are a popular and efficient ensemble approach to statistical learning, useful for both classification and regression. A random forest is an ensemble of decision trees (hence the term forest). An ensemble approach allows more robust estimates, which are less prone to “over-learning.” The size of the “forest” ensemble is estimated by examining the estimated error as a function of the ensemble size [50]. In this study, the error rate plateaued at an ensemble size of approximately 30 trees. Therefore, an ensemble of 50 decision trees was used in our random forest. Random forests provide an objective way of highlighting the most important predictors, and ranking the relative importance of each predictor. To measure a variable’s importance, we first fit a random forest to the training dataset. This provides us with the so-called out-of-bag (OOB) error. If the importance of a specific variable \( X_i \) (where \( X_i \) is the \( i \)th predictor) is needed, the value \( X_i \) will be permuted, and the OOB error will be computed again for the permuted data. The importance of \( X_i \) will be the average of the difference between the OOB errors before and after all trees.
3. Discussion: Improvement and Integration of Traditional Methods with Their Comparisons

3.1. Comparison between Traditional Methods

3.1.1. Comparison between the Spatial Interpolation Methods for Estimating PM$_{2.5}$ Concentrations

The comparative accuracy of IDW, trend surface, and ordinary kriging interpolation is outlined in this section. Ping Zhang and Taotao Shen compared the accuracy of different spatial interpolation methods based on GIS and Spearman correlation [14]. The results show that the visualization of PM$_{2.5}$ concentrations’ spatial distribution is best achieved using IDW interpolation, while that of TS is good, and that of ordinary kriging interpolation is the worst of the three methods, although still of standard quality. The IDW method is better than the other two methods, whether due to the error range of the forecast value, the accuracy of the predicting value relative to the observed value, or the sensitivity and reflection of the simulated value. The correlation coefficient of the simulated and observed values of ordinary kriging and trend surface are 0.62 and 0.67 respectively. That for IDW is 0.99 larger than the trend surface, indicating that the correlation coefficient of the trend surface and ordinary kriging methods have less precision than IDW.

Another study compares the accuracy of IDW, ordinary kriging interpolation, and cokriging interpolation methods, this time involving 100 data points in Zhaoxian of Shijaizhuang city which were used as sample points to conduct spatial interpolation [51]. Another 20 points in the study area were used to test interpolation accuracy. The results showed that the cokriging interpolation method had the highest precision; however, its visualization effect was not as good as the other two methods.

The lognormal ordinary kriging and regular ordinary kriging methods have also been compared. Liao’s research used PM$_{2.5}$ data for the year 2000 with an aerodynamic diameter of $\leq 10$ µm for PM$_{10}$ and an aerodynamic diameter of $\leq 2.5$ µm for PM$_{2.5}$, obtained from the U.S. Environmental Protection Agency [52]. Kriging estimations were performed at 94,135 geocoded addresses belonging to Women’s Health Initiative study participants, using the ArcView geographic information system. The researchers developed a semiautomated program to enable large-scale daily kriging estimation and assessed the validity of semivariogram models using prediction error (PE), standardized prediction error (SPE), root mean square standardized (RMSS) error, and SE of the estimated PM$_{2.5}$. National and regional scale kriging was performed satisfactorily, with the former emerging slightly better than the latter. The average PE, SPE, and RMSS of daily PM$_{10}$ semivariograms using regular ordinary kriging with a spherical model were 0.0629, −0.0011, and 1.255 µg/m$^3$ respectively; the average SE of the estimated residential-level PM$_{10}$ was 27.36 µg/m$^3$. The values for PM$_{2.5}$ were 0.049, 0.0085, 1.389, and 4.13 µg/m$^3$ respectively. Lognormal ordinary kriging yielded a smaller average SE and effectively eliminated out-of-range predicted values compared to regular ordinary kriging. The study showed that semiautomated daily kriging estimations and semivariogram CVs are feasible on a national scale, and that lognormal ordinary kriging is more valid for estimating daily ambient PM$_{2.5}$ at geocoded residential addresses than regular ordinary kriging.

3.1.2. Comparison between the CMAQ and CAMx Model for PM$_{2.5}$ Simulation

Shimadera et al. evaluated the year-long performance of the CMAQ model v5.0.1 and the comprehensive air quality model with extensions (CAMx) v6.00 [53]. They conducted year-long air quality simulations with common input meteorology, emission, and boundary concentration data in the Kinki region of Japan. They found that CAMx-simulated ground-level concentrations were generally higher by 10–20% than CMAQ-simulated values. Despite the systematic difference, comparisons with observed data proved that the overall year-long performances of the two models for simulating ground-level concentrations were similar. The two models approximately reproduced mass concentrations of PM$_{2.5}$, but shared common difficulties in simulating PM$_{2.5}$ components.
3.1.3. The Hybrid Comparison

A comparison between geostatistical interpolation and remote sensing technique has been presented for the designated research area. Seung-Jae found that for most of the populated areas of the continental United States, geostatistical interpolation produced more accurate estimates than remote sensing [6]. The differences between the estimates resulting from the two methods, however, were relatively small. In areas with extensive monitoring networks, interpolation may provide more accurate estimates, but in many areas of the world without such monitoring, remote sensing can provide useful exposure estimates that perform equally well.

3.2. Improvement and Integration of the Current Methods

3.2.1. Improvement and Integration of Spatial Interpolation Methods

An IDW-based interpolation method of estimating PM$_{2.5}$ concentrations has been developed. PM$_{2.5}$ data interpolation is conducted in the continuous space-time domain by integrating space and time simultaneously, using the so-called extension approach [54]. Time values are calculated with the help of a factor under the assumption that spatial and temporal dimensions are equally important when interpolating a continuous changing phenomenon in the space-time domain. Various IDW-based spatiotemporal interpolation methods with different parameter configurations are evaluated by CV. Additionally, this study explores computational issues (computer processing speed) faced during the implementation of spatiotemporal interpolation for huge datasets. Parallel programming techniques and a k-d tree advanced data structure are adapted in this paper to address the computational challenges, with significant computational improvement achieved. Finally, a web-based spatiotemporal IDW-based interpolation application is designed and implemented, wherein users can visualize and animate spatiotemporal interpolation results.

The consideration of wind-field path distance can be also added into traditional methods to improve the accuracy. Li developed an interpolation method based on the shortest path distance to characterize the impact of complex urban wind-fields on the distribution of the particulate matter concentration [54]. In this method, the wind-field is incorporated by first interpolating the observed wind-field from a meteorological-station network, and then using this continuous wind-field to construct a cost surface based on a Gaussian dispersion model, calculating the shortest wind-field path distances between locations, and finally replacing the Euclidean distances typically used in IDW with the shortest wind-field path distances. This proposed methodology is used to generate daily and hourly estimation surfaces for the particulate matter concentration in the urban area of Beijing in May 2013, and results demonstrate that wind-fields can be incorporated into an interpolation framework using the shortest wind-field path distance. This leads to a remarkable improvement in both the prediction accuracy and the visual reproduction of the wind-flow effect, both of which are of great importance for the assessment of the effects of pollutants on human health.

3.2.2. Improvement and Integration of Remote Sensing Methods

There are several studies on achieving improvements to remote sensing methods of estimating PM$_{2.5}$ concentrations covering the entire research region. Lary et al. used a suite of remote sensing and meteorological data products together with ground-based observations of PM$_{2.5}$ from 8329 measurement sites in 55 countries taken between the years 1997 and 2014 to train a machine learning algorithm to estimate the daily distributions of PM$_{2.5}$ from 1997 to the present [55]. Using ground-based observations of particulate matter together with a suite of remote sensing and meteorological data products to train a machine learning algorithm to estimate the daily distributions of PM$_{2.5}$ demonstrates a new approach. The new PM$_{2.5}$ daily global data product reproduces global observations and spans an unprecedented 16 years from 1997 to the present. The correlation coefficient for each of the five training datasets is 0.96 or greater, and the correlation coefficient for each of the
independent validation datasets is 0.52 or greater. This implies that the PM$_{2.5}$ abundances inferred using machine learning agree well with actual field conditions determined from in situ observations.

The comparison between the AOD measured from the ground-based Aerosol Robotic Network (AERONET) system and the satellite MODIS instruments at 550 nm shows that a bias exists between the two data products. A comprehensive search was performed to explore possible factors which may be contributing to this [56]. The analysis used several measured variables, including the MODIS AOD as an input, in order to train a neural network in regression mode to predict the AERONET AOD values. This not only allowed us to obtain an estimate, but also allowed us to infer the optimal sets of variables that significantly influenced the prediction results. In addition, we applied machine learning to infer the global abundance of ground-level PM$_{2.5}$ from the AOD data and other ancillary satellite and meteorology products. This research is part of our goal to provide air quality information, which can also be useful for global epidemiology studies.

3.2.3. The Improvement and Integration of air Quality Model Methods

The general approach to air quality modelling is the CMAQ model combined with the dynamic linear regression method. The Models-3/CMAQ air quality modelling system was applied to forecast PM$_{2.5}$ concentrations in Shanghai [57]. Observation data from ten monitoring sites were chosen to evaluate the model performance. The results indicate that the CMAQ model can simulate the variation of PM$_{2.5}$ concentrations satisfactorily. However, the simulated PM$_{2.5}$ concentrations are underestimated by 25% under normal conditions. During a high pollution episode, the underestimation, which could be caused by the uncertainty of the emission inventory, can rise as high as 32%. The dynamic linear regression method is used in order to improve the accuracy of the PM$_{2.5}$ forecast. The statistical results show that after a revised forecast the accuracy improves from 76.4% to 79.3%, and the crisis success index improves from 56.4% to 72.1%, proving the value of this method.

Hourly PM$_{2.5}$ concentrations at 252 environmental monitoring stations in China during the period January–December 2014 forecast by the real-time running fifth-generation Penn State/NCAR mesoscale model (MM5)-CMAQ model system are corrected using the dynamical-statistical method based on the CMAQ model, and by adapting the partial least square regression technique [58]. Temporal and spatial variations of PM$_{2.5}$ concentrations before and after correction are analyzed with a focus on the applicability of the dynamical-statistical method in different areas and seasons in China. Furthermore, the method presented in this study is applicable to the correction of PM$_{2.5}$ forecasts for both polluted and clean days in China. The correction is more effective during polluted processes in the Beijing-Tianjin-Hebei region; additionally, correction effects are better during clean processes than on polluted days in the other three regions. Results of this study will provide a scientific basis and corresponding new technique for improving air quality forecasting, and for early warning and prevention of heavy haze weather.

In addition, some techniques such as data assimilation (DA) and model output statistics can effectively decrease uncertainties resulting from the uncertainties of atmospheric chemical models. To improve the initialization of PM$_{2.5}$ in CMAQ, Kumar et al. developed a new capability in the community Gridpoint Statistical Interpolation (GSI) system to assimilate MODIS AOD retrievals in CMAQ [59]. Specifically, they developed new capabilities within GSI to read/write CMAQ data, a forward operator that calculates AOD at 550 nm from CMAQ’s aerosol chemical composition, and an adjoint of the forward operator that translates the changes in AOD to aerosol chemical composition. A generalized background error covariance program (GEN_BE) has been extended to calculate background error covariance using CMAQ output. The background error variances are generated using a combination of both emissions and meteorological perturbations to better capture sources of uncertainties in PM$_{2.5}$ simulations. They used the CMAQ-GSI system to perform daily 24 hourly PM$_{2.5}$ forecasts with and without DA from 15 July to 14 August 2014 and compared the resulting forecasts against AirNOW PM$_{2.5}$ measurements at 550 stations across the U.S.
indicated that the assimilation of MODIS AOD retrievals improved the initialization of the CMAQ model in terms of improved correlation coefficient and reduced bias.

3.2.4. Improvement and Integration of Machine Learning Methods

Combining LUR models with machine learning can be a powerful approach. Beckerman created a model to predict ambient particulate matter less than 2.5 microns in aerodynamic diameter ($PM_{2.5}$) across the contiguous United States, to be applied in health-effects modelling [60]. The authors developed a hybrid approach combining a selected LUR model with a machine learning method, and Bayesian Maximum Entropy (BME) interpolation of the LUR space-time residuals. The $PM_{2.5}$ dataset included 104,172 monthly observations at 1464 monitoring locations with approximately 10% of locations reserved for CV. LUR models were based on remote sensing estimates of $PM_{2.5}$, land use, and traffic indicators. Normalized cross-validated R2 values for LUR were 0.63 and 0.11 with and without remote sensing respectively, suggesting that remote sensing is a strong predictor of ground-level concentrations. In models including the BME interpolation of the residuals, cross-validated R2 was 0.79 for both configurations; the model without remotely sensed data described a more fine-scale variation than the model including remote sensing. The results suggest that the modelling framework can predict ground-level concentrations of $PM_{2.5}$ at multiple scales over contiguous areas of the U.S.

4. Conclusions

The $PM_{2.5}$ concentration of a certain point can be measured by appropriate facilities with accurate data; however, it is hard to obtain values representing conditions over a full research region in which setting up the necessary equipment is not feasible. Therefore, an increasing number of methods for estimating $PM_{2.5}$ concentrations in areas without special sensors were presented by the researchers. The main approaches are divided into four categories namely, (a) spatial interpolation methods; (b) remote sensing techniques; (c) air quality model methods; and (d) machine learning methods. However, they usually overlap in terms of processing and source data. For example, machine learning can also be a part of the remote sensing process, the purpose of which is to find the relationship between $PM_{2.5}$ concentrations and the AOD value of each grid. However, as machine learning has emerged as the most popular technique during recent years, it is worth special mention. This is because there is a trend in considering most relationship issues and a relative exact approach to predict the unknown value in time as well as spatial scale. In this study, we reviewed relevant recently published papers, as well as classical papers in the field of methods and application of $PM_{2.5}$ concentration estimation. The main findings include:

1. There are various levels of accuracy that are determined by a large number of factors including circumstances specific to the research area, resolution of the source data, parameters chosen by specific models, and the details in the process, used by different methods to estimate the $PM_{2.5}$ concentrations.

2. The most convenient and time-efficient method is spatial interpolation. However, the accuracy of this method is relatively low in comparison with other approaches. The more complex of the above methods always relate to machine learning, which can predict the unknown data of $PM_{2.5}$ on spatiotemporal scales. There are many improvements and integrations of different methods which can provide more accurate results under specific circumstances.

3. The traditional approaches for estimation of $PM_{2.5}$ concentrations are outdated because their results are not as accurate as the results obtained using newer techniques. Furthermore, there are an increasing number of integration models and methods that can be applied to various conditional applications, rendering the use of only traditional approaches obsolete.

4. Presently, because of the rise in computing power and urban computing, rapid development in machine learning has become a major research focus area for estimating and predicting environmental
problems through continuous acquisition, integration, and analysis of a variety of heterogeneous and large data in cities. Combining physical models with machine learning holds obvious potential for estimating spatial-temporal dynamic distribution of urban PM$_{2.5}$ concentrations.

The estimation of PM$_{2.5}$ concentrations can be simulated by a computer, with advances in information technology and research contributions from both individuals and organizations. However, there are not many general models or methods for estimating data with high accuracy, mainly because there is less source data and little approach to take all factors in different situations into account. Therefore, it is necessary to apply different approaches with improvements and integrations, selecting these as is appropriate for various different scenarios. Contemporary growth in machine learning and artificial intelligence technology is likely to result in more accurate methods of PM$_{2.5}$ estimation in spatial scale that will be adaptable to a variety of research types.
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