Measurement of Opportunity Cost of Travel Time for Predicting Future Residential Mobility Based on the Smart Card Data of Public Transportation
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Abstract: This study attempts to investigate a method for creating an index from mobility data that not only correlates with the number of people who relocate to a place, but also has causal influence on the number of such individuals. By creating an index based on human mobility data, it becomes possible to predict the influence of urban development on future residential movements. In this paper, we propose a method called the travel cost method for multiple places (TCM4MP) by extending the conventional travel cost method (TCM). We assume that the opportunity cost of travel time on non-working days reflects the convenience and amenities of a neighborhood. However, conventional TCM does not assume that the opportunity cost of travel time varies according to the departure place. In this paper, TCM4MP is proposed to estimate the opportunity cost of travel time with respect to the departure place. We consider such estimation to be possible due to the use of massive mobility data. We assume that the opportunity cost of travel time on non-working days reflects the convenience and amenities of the neighborhood. Therefore, we consider that the opportunity cost of travel time has a causal influence on future residential mobility. In this paper, the validity of the proposed method is tested using the smart card data of public transportation in Western Japan. Our proposed method is beneficial for urban planners in estimating the effects of urban development and detecting the shrinkage and growth of a population.
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1. Introduction

Urban planners are making efforts to make cities livable for residents; they are also making efforts to predict future population change. Therefore, it is important to detect the shrinkage or growth of a population and to estimate the effects of urban development on future populations. However, it is difficult to follow urban development quickly to estimate the effects of urban development on future residential mobility.

Previous studies have shown that the urban form influences both non-work travel behavior [1–4] and residential mobility [5,6]. The amenities of residential neighborhoods reduce the need for non-work travel to distant places and increase the number of in-migrants. For example, if shopping centers and
parks are located in a neighborhood, residents do not have to go to shopping centers and parks located far away. Such convenience also contributes to an increase in residential movements to such a location.

We consider that the analysis of non-work travel contributes to the prediction of future residential mobility. Figure 1 shows our hypothesis on the causal relationship between urban form, non-work human mobility and residential mobility. Changes in urban form (e.g., the amenities of a neighborhood) could be a cause of changes in non-work human mobility (e.g., average travel time and diversity of destinations). Changes in non-work human mobility could be a cause of changes in residential mobility (e.g., the number of people who relocate to each place). Therefore, we consider it possible to create an index based on mobility data to estimate the influence of urban development on residential mobility. Since human mobility changes quickly according to urban changes, such as the opening of shopping centers, we consider that mobility data enable us to quickly predict the outcome of urban development. Therefore, the causal influence of changes in urban form on future residential movements can be quickly predicted, if it is possible to create such an index based on mobility data collected within a short period. Opportunities for analyzing massive real-time mobility data are increasing due to the automatic collection of mobility data such as smart card data of public transportation. Therefore, we consider that massive collected mobility data can contribute to the prediction of future residential mobility.

![Figure 1. Hypothesis on the causal directions between urban form, non-work human mobility and residential mobility.](image)

This study attempts to investigate a method for creating an index that not only correlates with future residential movements, but also has causal influence on future residential movements. Creating an index based on human mobility data will make it possible to predict the influence of urban development on future residential movements.

We propose a method called travel cost method for multiple places (TCM4MP) by extending the conventional travel cost method (TCM). In previous studies, TCM was used for inferring the benefit of a recreational site [7,8] and the opportunity cost of travel time [9,10]. We consider that the opportunity cost of travel time on non-working days reflects the convenience and amenities of a neighborhood. Opportunity cost is the loss of potential gain from other alternatives when one alternative is chosen. In this paper, we focus on the opportunity cost of travel time on non-working days. When people choose to travel to a distant place from the location of their residences, they lose potential gain that could be obtained by engaging in activities in the residential neighborhood. Therefore, the opportunity cost of travel time is high if various types of amenities are accessible in the residential neighborhood. For example, the opening of a shopping center increases the opportunity cost of travel time, because people can spend enjoyable time at the shopping center. People prefer to spend time in the residential neighborhood rather than to travel to distant places, if they can engage in enjoyable activities in the residential neighborhood.

TCM4MP is proposed to estimate the opportunity cost of travel time that varies according to the departure place. Conventional TCM does not assume that the opportunity cost of travel time varies according to the departure place. We consider such estimation as possible due to the use of massive mobility data. We assume that the opportunity cost of travel time on non-working days reflects the convenience and amenities of a neighborhood. Therefore, we consider that the opportunity cost of travel time has a causal influence on future residential movements.

The contributions of this paper are summarized as follows:
• We propose a method to infer the opportunity cost of travel time on non-working days that varies according to the departure place by extending the conventional travel cost method.

• We examine the extent to which the opportunity cost of travel time contributes to the prediction of future residential movements.

We compare the contribution of opportunity cost to the prediction of the number of people who relocate to each place with other types of indices derived from smart card data of public transportation. It is insufficient to examine the contribution of the opportunity cost of travel time to the prediction of future residential movements only through the correlation to the number of people who relocate to each place. We infer a causal relation between the number of residential moves, the opportunity cost of travel time and other indices that highly correlate with the number of residential moves. Thus, the research questions that we address in this paper are as follows:

• RQ1: Does the opportunity cost of travel time calculated by an extended travel cost method contribute to the prediction of the number of people who relocate to each place compared to the current population and other indices?

• RQ2: Does the opportunity cost of travel time have a causal influence on the number of people who relocate to each place compared to the current population and other indices?

Figure 2 is a flowchart of this study. We extract human mobility data on non-working days and residential mobility data from smart card data of public transportation. Indices for the prediction of residential movements are created. We create a regression model for each index using human mobility data on non-working days. Then, we perform the evaluation of causality between the number of people who relocate to each place and the created indices.

The remainder of this paper is organized as follows: Section 2 reviews previous studies. Section 3 describes the proposed method. Section 4 explains the baselines and evaluation method. Section 5 explains the data that we use. Section 6 describes the data preprocessing method. Section 7 reports on the results. Section 8 discusses the implications and limitations of our study. Section 9 draws our conclusions.
2. Related Works

2.1. Travel Cost Method and Opportunity Cost of Travel Time

Travel is considered as a demand derived from the desire to engage in activities at destinations [11]. According to Becker’s theory of the allocation of time [12], people allocate their limited time to activities to maximize utility. Since travel time is considered wasteful or unproductive [10], it is interpreted as a necessary evil to obtain benefits from activities at destinations. The travel cost method (TCM) is widely used for measuring the benefit of recreational sites [7,8] and for measuring the opportunity cost of travel time [9,10]. The method assumes that the ratio or the number of visits to a site and the cost of travel, including time and money, presents a demand curve. Regression analysis is performed for measuring the benefits of destinations and the opportunity cost of travel time. On the other hand, some studies [13–15] note that people spend time on productive or enjoyable activities while traveling using rapidly growing information and communication technologies (ICTs) such as smart phones, laptop computers, portable music players and gaming devices. Therefore, the opportunity cost of travel time may differ based on such activities during traveling. In regard to methodologies developed in the behavioral sciences, discrete choice models are used to analyze individuals’ destination choices of non-working trips, incorporating the opportunity cost of travel time into the utility models [16]. The methodologies are also useful for the analysis of the choices of residential locations.

In our research, we measure the opportunity cost of travel time for multiple departure places using the smart card data of public transportation. Such measurement has never been performed in previous studies, and it requires an extension of the conventional TCM. In addition, we measure the opportunity cost of travel time for different demographic groups using gender and age data. The influence of the development of ICTs could be reflected in the difference in the opportunity cost of travel time among different demographic groups.

2.2. Interaction between Urban Form and Travel Behavior

In regard to the interaction between urban form and travel behavior, previous studies argue that urban form affects non-work travel behavior [1–4]. According to these studies, the ratio of people who walk on non-working days is strongly related to land use diversity, intersection density and the number of destinations within walking distance. On the other hand, while other studies [17–21] also acknowledge that urban form influences non-work travel behavior, they argue that attitudes toward travel behavior and preferences in residential location are more strongly associated with travel than are land use characteristics. These studies suggest that such preferences could affect residential choice. For example, people who prefer to drive may choose to live in suburban areas and travel by car, and people who prefer to walk may choose to live in areas with mixed land use and higher neighborhood accessibility. Mokhtarian and Cao [22] note the difficulty in finding causality between attitudinal factors, residential locations and non-work travel behavior. They recommend the usage of longitudinal structural equation modeling for causal analysis. Krizek [23] performed a longitudinal analysis of the travel behavior of the same households to find causal relations between urban form and travel behavior. The findings of the study suggested that households changed travel behavior when exposed to differing urban forms. In particular, locating to areas with higher neighborhood accessibility decreases vehicle miles traveled (VMT) and person miles traveled (PMT). In addition, Handy et al. [24] acknowledged that residential self-selection plays an important role in influencing individuals’ travel decisions, but they also suggested that mixed land uses tend to discourage auto travel.

Regarding our research, public transportation is the dominant measure for moving in the area where data that we use are collected. We assume that the opportunity cost of travel time increases when amenities and convenience in the neighborhood are high. In addition, we assume that convenience and amenities in the neighborhood contribute to an increase in the number of people who relocate to the place. Our study does not assume that preferences for residential locations and travel behavior differ among people. Our study does not incorporate automobile travel, nor does it incorporate the difference
in preferences for travel behavior and residential location. Therefore, it is necessary to further develop our method if applied to areas where people have varying preferences for travel behavior.

2.3. Influential Factors on Residential Mobility

Influential factors on residential mobility and residential demand have long been studied [5,6]. By applying hedonic modeling, the influence of crime [25], consumption amenities [26–28], neighborhood parks [29], social capital [30], walkability [31] and air quality [32] have been discussed. The relations between lifestyles, neighborhood characteristics and the choice of residential location have been studied by modeling individual or household choices regarding residential location [33–35].

Jacobs [36] qualitatively argued that the ideal neighborhood is one that is walkable with many mixed uses and a diverse community. Walk Score [37], a publicly available website, has been introduced to quantitatively assess neighborhood walkability. Walk Score assigns neighborhood walkability scores based on distance to amenities and pedestrian friendliness (e.g., population density, road metrics) using data from Google, Education.com, Open Street Map, the U.S. Census and Localeze. According to Gilderbloom et al. [31], Walk Score has positive impacts on housing values, crime rates, livability and economic resilience, so it is an efficient tool to plan new urban forms to make a city livable and active.

We consider that the opportunity cost of travel time reflects consumption amenities, neighborhood parks and walkability. However, crime rate and air quality are not reflected in mobility data. We consider that the benefit of our method is that it only requires mobility data for predicting residential mobility and that it does not require additional secondary data such as information about neighborhood amenities and road metrics.

2.4. Gap in the Literature

In previous studies, data were collected through survey. It is costly and time consuming to collect survey data. The availability of a large amount of mobility data collected from mobile phones and smart cards of public transportation has been rapidly increasing.

Recent studies created indices for estimating urban characteristics using automatically collected mobility data. For example, Smith et al. [38] created an index for estimating community well-being by calculating the diversity of destinations people visit based on the smart card data of public transportation. Zhong et al. [39] created indices of the centrality of mobility for each station using a network science approach from the smart card data of public transportation. Yabe et al. [40] measured the fragility of people flows to plan future investments in infrastructure appropriately based on locational data collected from mobile phones. The benefit of such indices is as follows: First, we can detect urban changes without surveys, which cost time and money. Second, we can evaluate the result of investments in urban development and predict future outcomes. Third, we can obtain knowledge about the nature of urban systems using those indices.

To the best of our knowledge, no method has been proposed to create an index based on mobility data to predict future residential movements. We propose a method called TCM4MP (travel cost method for multiple places) to infer the opportunity cost of travel time that varies according to the given place as an index for predicting the number of people who relocate to each place.

Our study assumes that the opportunity cost of travel time on non-working days reflects the convenience and amenities of the neighborhood. The opportunity cost of travel time is the potential loss of benefit by traveling to distant places. Therefore, the opportunity cost of travel time is affected by the convenience and amenities of the neighborhood. On the other hand, we note that this assumption has a limitation. According to Walsh et al. [9], the opportunity cost of travel time on non-working days is also affected by other factors. For example, individuals with flexible work hours appear to have a lower opportunity cost of travel time than those whose work hours are fixed. Similarly, persons who are in school, retired or unemployed have a lower opportunity cost of travel time. In addition, the opportunity cost of travel time is proportional to wage rate. If such factors differ widely according to places, the opportunity cost of travel time is affected by those factors. It is necessary to evaluate the
relation between the opportunity cost of travel time and neighborhood amenities. We consider that such a comparison is possible using Walk Score.

Our study is motivated by previous studies in the domain of transportation engineering and urban economics; however, the aim of our study is practical use. The final objective of our study is to contribute to the detection and prediction of changes in the trends of residential mobility. We consider that the current population of each place also correlates with the number of people who relocate to each place. However, this changes slowly compared to changes in travel behavior; therefore, it does not contribute to the early detection and prediction of changes in the trends of residential mobility. We compare our proposed method with other indices derived from smart card data in terms of correlation and causality to the number of people who relocate to each place.

3. Method

3.1. Measurement of Opportunity Cost of Travel Time

Conventional studies using TCM do not assume that the opportunity cost of travel time varies according to the departure place. In addition, these studies usually calculate the benefit of one recreational site. Equation (1) is the equation of a demand curve defined in a conventional travel cost method.

\[ v_i = C - B t_i \quad (i \in D) \]  

In this equation, \( v_i \) denotes the visitation rate to a recreational site per person who lives in place \( i \), \( C \) denotes the benefit one can obtain by visiting the recreational site and \( t_i \) denotes the time it takes to travel from place \( i \) to the recreational site. \( B \) denotes the opportunity cost of travel time per unit time, and \( D \) denotes the set of departure places.

We propose a method called TCM4MP by extending Equation (1) to measure the values of the opportunity cost that differ according to the departure place. Equation (2) is derived by assuming that the opportunity cost of travel time differs according to the departure place and by incorporating the values of the benefits of multiple arrival places.

\[ v_{i,j} = C_j - B_i t_{i,j} \quad (i \in D, j \in A) \]  

In this equation, \( B_i \) is a parameter that represents the opportunity cost of people who live in departure place \( i \). \( C_j \) is a parameter that represents the benefit that one can obtain by visiting arrival place \( j \). \( v_{i,j} \) denotes the logarithm of the average number of movements from departure place \( i \) to arrival place \( j \) per person, and \( A \) denotes the set of arrival places.

It is impossible to determine the values of \( B_i \) by simply applying linear regression analysis. We assume that the parameters \( B_i \ (i \in D) \) and \( C_j \ (j \in A) \) follow normal distributions as in Equations (3) and 4.

\[ B_i \sim Normal(\mu_B, \sigma_B^2) \quad (i \in D) \]  

\[ C_j \sim Normal(\mu_C, \sigma_C^2) \quad (j \in A) \]  

In these equations, \( \mu_B, \sigma_B, \mu_C \) and \( \sigma_C \) are hyperparameters. All the parameters and hyperparameters are inferred by applying the hierarchical Bayesian inference method to Equations (2)-(4) using mobility data on non-working days. In this study, we use statistical software, Stan [41], for Bayesian inference, which is based on No-U-Turn sampler (NUTS) [42], an extension of Hamiltonian Monte Carlo (HMC) [43]. Thus, the values of the opportunity cost of travel time \( B_i \) are obtained.

The opportunity cost \( B_i \) can be obtained separately according to people’s demographic information. Our method divides mobility data according to demographic information about their gender and age, and we calculate \( B_i \) for each demographic group. We let \( k \) denote a demographic group, and \( B_{i,k} \) denotes the opportunity cost of people living in place \( i \) in demographic group \( k \).
3.2. Decision of the Prediction Model

We assume that the opportunity cost of travel time reflects the convenience of the place. We also consider that the number of people who relocate to a place correlates with the convenience of the place. In addition, we consider that the convenience of a place varies depending on gender and age. Therefore, we use the opportunity cost of the travel time to a place for the prediction of the number of people who relocate to that place.

We create a power regression model \( \varphi_O \) for opportunity cost \( O \) to predict the amount of future residential mobility by Equation (5).

\[
m_{i,k} = \varphi_O(k,i) = \beta_k B^{\alpha_k}_{i,k}
\]  \hspace{1cm} (5)

Note that \( m_{i,k} \) denotes the number of people in demographic group \( k \) who relocate to place \( i \). The parameters \( \alpha_k \) and \( \beta_k \) are unconditioned to place \( i \). We consider that power regression is suitable because of the assumption that the number of residential movements is proportional to the product of the population of two areas (a gravity model [44]) and the assumption that the distribution of a population follows the power law (Zipf’s law [45]). The parameters are calculated using the Levenberg–Marquardt algorithm [46].

4. Baselines and Evaluation Methods

4.1. Baselines

We evaluate how much the predictor using the opportunity cost \( \varphi_O \) contributes to the prediction of residential mobility by comparing it with other indices. We compare it with predictors using the following three indices:

- Population (P): This index is simply the number of current residents in place \( i \). We let \( P_{i,k} \) denote the number of residents of demographic group \( k \) living in place \( i \).
- Average travel time (A): This index is a simplification of the opportunity cost of travel time. We let \( T_{i,k} \) denote the multiplicative inverse of travel time per person.
- Entropy (E): According to Smith et al. [38], the diversity of places people visit reflects the well-being of the community. The index is as follows:

\[
diversity(u) = - \frac{\sum_{j \in S_u} w_{u,j} \log(w_{u,j})}{|S_u|}
\]  \hspace{1cm} (6)

\[
H_j = \frac{1}{|M_i|} \sum_{u \in M_j} diversity(u)
\]  \hspace{1cm} (7)

In Equation (6), \( S_u \) is the set of places user \( u \) visited, and \( w_{u,j} \) is the proportion of all \( u \)'s visits to place \( j \). The numerator in this equation is the Shannon entropy. In Equation (7), \( M_j \) is the set of users who live in place \( j \). We let \( H_{i,k} \) denote the entropy of places users in demographic group \( k \) living in place \( i \) visit.

As with Equation (5), prediction models \( \varphi_P, \varphi_A \) and \( \varphi_E \) are determined by power regression.

4.2. Evaluation of the Correlation and Causal Relation between the Number of Relocations and the Predictors

First, we evaluate the correlation between a predictor and the number of people who relocate to each place. If we found predictors that highly correlate with the number of people who relocate to each place, we perform causal inference between the predictors and the number of residential moves.
We apply the linear non-Gaussian acyclic model (LiNGAM) [47] for the causal inference. By applying LiNGAM, causal relations between variables are obtained as described in Equation (8).

\[ x_i = \sum b_{ij}x_j + e_i \]  

In this equation, \( x_i \) is an observed variable. The variable \( e_i \) is an exogenous variable (random variable) having a non-Gaussian distribution, and \( b_{ij} \) is the strength of the causal connection from \( x_j \) to \( x_i \). The objective of causal inference is to determine \( b_{ij} \).

The key difference between LiNGAM and earlier works on causal inference is that LiNGAM assumes that exogenous variables are non-Gaussian. Under this assumption, it is possible to estimate a causal ordering of variables using passive observational data alone without any prior information on a causal ordering of the variables.

In our study, \( x_i \) denotes either the number of residential moves or the value of a predictor for predicting the number of residential moves. By applying LiNGAM, we obtain the causal networks between the number of residential moves and predictors that highly correlate with the number of residential moves. We use causal networks obtained using LiNGAM for the evaluation of the causal influence of each predictor on the number of residential moves.

5. Data

We use the smart card data of public transportation in the Kansai Area of Japan. The data are from March–April 2016 and from March–April 2017. There are two types of smart cards in this area. One type of smart card requires applicants to submit their personal information when applying to obtain the card. We use data collected from that type of smart card. The data include information about the user’s ID, user’s age, user’s gender, the postal code of the location of the user’s residence, boarding station, boarding time, alighting station and alighting time. The data were completely anonymized before being provided to us by the railway companies.

The data include 1024 stations held by 14 railway companies and 3 agencies of city governments. The locations of the stations are shown in Figure 3.

![Figure 3. The locations of the 1024 railway stations used in this paper.](image)

The demographic composition of the card holders is given in Table 1. The number of male card holders and that of female card holders exceed one million in both 2016 and 2017.
We compare the demographic composition of the smart card data and that of the data published by the government of Osaka City. We categorize the smart card data by gender and ages in groups of 10 years. Osaka City has 24 wards. We therefore further divide the smart card data according to the ward in which each card holder’s residence is located. We compare the number of residents by ward for each demographic group. Table 2 shows the correlation coefficients between the number of each demographic group of the smart card data and that of the governmental data. We assume that smart card data reflect real demographic compositions.

In this paper, we use smart card data collected from March–May 2016 for obtaining predictors for the amount of future residential mobility. We recognize residential moves between 2016 and 2017 by the changes in stations at which card holders most frequently board for the first time on a day.

We do not use data on individuals younger than 20 or older than 79 because we assume that most of these people do not relocate to other areas by their own will. In the following, we divide card holders into demographic groups by gender and in age groups of 10 years.

<table>
<thead>
<tr>
<th>Age</th>
<th>2016</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td>0–9</td>
<td>11,331</td>
<td>12,274</td>
</tr>
<tr>
<td>10–19</td>
<td>127,968</td>
<td>141,913</td>
</tr>
<tr>
<td>20–29</td>
<td>146,365</td>
<td>215,936</td>
</tr>
<tr>
<td>30–39</td>
<td>198,082</td>
<td>251,226</td>
</tr>
<tr>
<td>40–49</td>
<td>275,129</td>
<td>310,716</td>
</tr>
<tr>
<td>50–59</td>
<td>219,646</td>
<td>225,320</td>
</tr>
<tr>
<td>60–69</td>
<td>143,823</td>
<td>151,027</td>
</tr>
<tr>
<td>70–79</td>
<td>133,427</td>
<td>182,992</td>
</tr>
<tr>
<td>80–89</td>
<td>40,429</td>
<td>53,125</td>
</tr>
<tr>
<td>90–99</td>
<td>1557</td>
<td>1840</td>
</tr>
<tr>
<td>Total</td>
<td>1,297,757</td>
<td>1,546,369</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age</th>
<th>2016</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–9</td>
<td>0.787010</td>
<td>0.823162</td>
</tr>
<tr>
<td>10–19</td>
<td>0.937348</td>
<td>0.948269</td>
</tr>
<tr>
<td>20–29</td>
<td>0.958899</td>
<td>0.969244</td>
</tr>
<tr>
<td>30–39</td>
<td>0.935792</td>
<td>0.946171</td>
</tr>
<tr>
<td>40–49</td>
<td>0.925023</td>
<td>0.942998</td>
</tr>
<tr>
<td>50–59</td>
<td>0.927487</td>
<td>0.941806</td>
</tr>
<tr>
<td>60–69</td>
<td>0.897694</td>
<td>0.927388</td>
</tr>
<tr>
<td>70–79</td>
<td>0.950722</td>
<td>0.950101</td>
</tr>
<tr>
<td>80–89</td>
<td>0.948302</td>
<td>0.941291</td>
</tr>
<tr>
<td>90–99</td>
<td>0.882572</td>
<td>0.904075</td>
</tr>
</tbody>
</table>

6. Data Pre-Processing

This section explains the data pre-processing procedure for the smart card data that we used. Some thresholds used in this section are arbitrarily set, and we do not investigate a method to find such suitable thresholds automatically in this paper. Further research is needed to investigate a method to find suitable thresholds automatically.
6.1. Decision of Travel Time between Two Stations

We determine the time it takes to travel from departure station \( d_1 \) to arrival station \( a_1 \) by \( t(d_1, a_1) \) defined in Equation (9).

\[
t(d_1, a_1) = \text{Med}(H(d_1, a_1))
\]

In this equation, \( H(d_1, a_1) \) denotes a set of all the values of durations for traveling from departure station \( d_1 \) to arrival station \( a_1 \). \( \text{Med}(H(d_1, a_1)) \) denotes the median of \( H(d_1, a_1) \).

6.2. Grouping Departure Stations, Arrival Stations and Smart Card Holders

We group departure stations by the physical proximity between stations and similarity of boardings by smart card holders. Departure station \( d_1 \) and departure station \( d_2 \) are grouped together when Equation (10) or (11) is satisfied.

\[
l(d_1, d_2) < 300 \quad \text{(10)}
\]

\[
\left( |V(d_1) \cap V(d_2)| > 0.1 \cdot |V(d_1)| \right) \wedge \left( |V(d_1) \cap V(d_2)| > 0.1 \cdot |V(d_2)| \right) \quad \text{(11)}
\]

In Equation (10), \( l(d_1, d_2) \) denotes the distance between departure station \( d_1 \) and departure station \( d_2 \) in meters. In Equation (11), \( V(d_1) \) denotes a set of smart card holders who had boarded at departure station \( d_1 \) for the first time on a day during the period from March–May 2016 (we assume that a station that a user boards at for the first time on a day is located near the user’s residential location). Equation (10) means that the distance between departure station \( d_1 \) and departure station \( d_2 \) is less than 300 m. Equation (11) means that the number of smart card users who have boarded at both departure station \( d_1 \) and departure station \( d_2 \) is greater than 10% of the number of smart card holders who had boarded at departure station \( d_1 \) and that of smart card users who had boarded at departure station \( d_2 \).

We group arrival stations by the physical proximity and walkability between stations. Arrival station \( a_1 \) and arrival station \( a_2 \) are grouped together when Equation (12) or (13) is satisfied.

\[
l(a_1, a_2) < 300 \quad \text{(12)}
\]

\[
\min W(a_1, a_2) < 30 \quad \text{(13)}
\]

In Equation (13), \( W(a_1, a_2) \) denotes the set of all the values of the duration between a user alighting at station \( a_1 \) and the time the user subsequently board at station \( a_2 \). Equation (13) means that the minimum period between when users alight at station \( a_1 \) and when the users subsequently board at station \( a_2 \) is less than 30 min. We assume that this means that people can walk from station \( a_1 \) to station \( a_2 \) within 30 min. This is based on a fare system employed by many Japanese railway companies that additional fare is not required for a transit within 30 min.

Finally, 599 groups of departure stations and 541 groups of arrival stations are obtained. In the following, the group of departure stations is simply referred to as the departure place, and the group of arrival stations is simply referred to as the arrival place.

We determine the time it takes to travel from departure place \( i \) to arrival place \( j \) by Equation (14).

\[
T(i, j) = \min_{d \in F_D(i), a \in F_A(j)} t(d, a)
\]

In this equation, \( F_D(i) \) denotes the set of all stations in departure place \( i \), and \( F_A(j) \) denotes the set of all stations in arrival place \( j \).

We also group smart card holders. Smart card holders are grouped by the stations at which they most frequently board for the first time on a day.

\[
\arg \max_k n(u, k) = i \iff u \in U(i)
\]
In this equation, \( n(u, k) \) denotes the number of days user \( u \) boards at place \( k \). This equation means that user \( u \) is grouped into set \( U(i) \) when the number of days user \( u \) boards at departure place \( i \) is the highest among all the departure places.

In addition, we exclude the data of user \( u \in U(i) \) if place \( i \) is far from the location of his/her residence estimated by his/her postal code. In this study, we set the threshold to 5000 m.

### 6.3. Removing Records of Arrival Stations that Each User Frequently Visits

We apply the travel cost method to the data of non-work travel. Therefore, we apply the method to data collected on holidays and weekends. However, some people commute to work on holidays or weekends. To remove such records, we count the number of days each user has alighted at each station. We ignore the records of the stations at which a user frequently alighted. The records of arrival place \( j \) of user \( u \) that satisfy Equation (16) are ignored.

\[
g(u, j) \leq \frac{2}{7}
\]

In this equation, \( g(u, j) \) denotes the number of days (including weekdays) user \( u \) has alighted at arrival station \( j \). \( s \) denotes the number of all the days in the period of the data.

Table 3 shows the number of valid users obtained after data preprocessing.

#### Table 3. Valid card holders.

<table>
<thead>
<tr>
<th>Age</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>20–29</td>
<td>115,926</td>
<td>176,803</td>
</tr>
<tr>
<td>30–39</td>
<td>153,922</td>
<td>206,359</td>
</tr>
<tr>
<td>40–49</td>
<td>217,804</td>
<td>266,191</td>
</tr>
<tr>
<td>50–59</td>
<td>171,413</td>
<td>192,379</td>
</tr>
<tr>
<td>60–69</td>
<td>117,933</td>
<td>130,967</td>
</tr>
<tr>
<td>70–79</td>
<td>114,981</td>
<td>160,849</td>
</tr>
</tbody>
</table>

### 7. Results

#### 7.1. Results of the Regression of the Predictors to the Number of Residential Moves

Table 4 shows the results of the regression analyses between the number of residential movements \( m_{i,k} \) and predictors \( \phi_O, \phi_P, \phi_A \), and \( \phi_E \). The predictor using opportunity cost (O) was superior to other baselines for the data of male individuals of all ages and female individuals less than 60 years old. On the other hand, the predictor using population (P) scored the highest for the data of female individuals who are 60 or older.

#### Table 4. Coefficients of determination \((R^2)\) between the number of people who relocate to each place \((m_{i,k})\) and predicted numbers \((\phi_O, \phi_P, \phi_A, \phi_E)\).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20–29</td>
<td>30–39</td>
</tr>
<tr>
<td></td>
<td>40–49</td>
<td>50–59</td>
</tr>
<tr>
<td></td>
<td>60–69</td>
<td>70–79</td>
</tr>
<tr>
<td></td>
<td>20–29</td>
<td>30–39</td>
</tr>
<tr>
<td></td>
<td>40–49</td>
<td>50–59</td>
</tr>
<tr>
<td></td>
<td>60–69</td>
<td>70–79</td>
</tr>
<tr>
<td>O ((\phi_O))</td>
<td>0.677131</td>
<td>0.682127</td>
</tr>
<tr>
<td></td>
<td>0.702986</td>
<td>0.686997</td>
</tr>
<tr>
<td></td>
<td>0.695490</td>
<td>0.677117</td>
</tr>
<tr>
<td></td>
<td>0.641250</td>
<td>0.685707</td>
</tr>
<tr>
<td></td>
<td>0.669508</td>
<td>0.646802</td>
</tr>
<tr>
<td></td>
<td>0.621696</td>
<td></td>
</tr>
<tr>
<td>P ((\phi_P))</td>
<td>0.637419</td>
<td>0.625829</td>
</tr>
<tr>
<td></td>
<td>0.638509</td>
<td>0.627181</td>
</tr>
<tr>
<td></td>
<td>0.623797</td>
<td>0.662053</td>
</tr>
<tr>
<td></td>
<td>0.631902</td>
<td>0.654962</td>
</tr>
<tr>
<td></td>
<td>0.663051</td>
<td>0.662978</td>
</tr>
<tr>
<td></td>
<td>0.680595</td>
<td>0.693258</td>
</tr>
<tr>
<td>A ((\phi_A))</td>
<td>0.476285</td>
<td>0.462466</td>
</tr>
<tr>
<td></td>
<td>0.484837</td>
<td>0.420105</td>
</tr>
<tr>
<td></td>
<td>0.397013</td>
<td>0.517185</td>
</tr>
<tr>
<td></td>
<td>0.459414</td>
<td>0.459616</td>
</tr>
<tr>
<td></td>
<td>0.381638</td>
<td>0.398667</td>
</tr>
<tr>
<td>E ((\phi_E))</td>
<td>0.344600</td>
<td>0.337078</td>
</tr>
<tr>
<td></td>
<td>0.398216</td>
<td>0.410906</td>
</tr>
<tr>
<td></td>
<td>0.397417</td>
<td>0.230339</td>
</tr>
<tr>
<td></td>
<td>0.325484</td>
<td>0.344409</td>
</tr>
<tr>
<td></td>
<td>0.380533</td>
<td>0.372604</td>
</tr>
<tr>
<td></td>
<td>0.345309</td>
<td>0.227351</td>
</tr>
</tbody>
</table>

The coefficients of determination of the predictors using opportunity cost (O) and population (P) were higher than 0.6, but the other predictors were lower than 0.6.

#### 7.2. Causal Influences on the Number of Residential Moves

We measured causal influences from the two predictors using opportunity cost (O) and population (P) on the number of residential moves using linear non-Gaussian acyclic model (LiNGAM) [47].
LiNGAM assumes that exogenous variables are non-Gaussian. We tested whether the predictors and the number of residential moves satisfied this assumption. It is impossible to test the distributions of exogenous variables. Therefore, we tested the distributions of observed variables instead.

The Shapiro–Wilks test [48] was used to test normality. The Shapiro–Wilks test tests the null hypothesis that a sample came from a normal distribution. The null hypothesis of this test was that the population of the data was normally distributed. If the p-value was less than the chosen alpha level, then the null hypothesis was rejected, and there was evidence that the data tested were not from a normally distributed population. Table 5 shows the results of the Shapiro–Wilks test. Every p-value listed in Table 5 is small enough to conclude that the predictors O and P and the number of residential moves to each place (M) did not follow a normal distribution.

In addition to non-Gaussianity, LiNGAM assumes that relations between variables are linear. The linearity between the number of residential moves ($m_{ij}$) and the predictor O ($\phi_O$) and the linearity between the number of residential moves ($m_{ij}$) and the predictor P ($\phi_P$) have already been confirmed, as shown in Table 4. In regards to the relation between the two predictors ($\phi_O$ and $\phi_P$), the correlation coefficient is shown in Table 6. It was high enough to assume that the relation between the two predictors was linear. Therefore, we considered that the values satisfied the assumption of LiNGAM.

Figure 4 shows the results of the application of LiNGAM. The directions of the obtained causal networks were the same for every demographic group. The number of people who relocated to each place (M) was affected by both the predictor using the opportunity cost of travel time (O) and the predictor using the current population (P). The strength of causality from O to M was greater from P to M except for the demographic group of female individuals between 60 and 69 years of age. In addition, the strength of causality from P to O was greater from P to M except for the demographic group of female individuals between 60 and 69 years of age.

We measured the reproducibility of the results. First, we examined the reproducibility of the directions of causal networks. We repeated the experiment by making 1000 causal networks for each demographic group by randomly taking 400 departure places out of 599 departure places and making causal networks using the data of 400 selected departure places. The results are shown in Table 7. The first type of network has the same causal directions as the network that we obtained using all the departure places. The number of individuals in the first type in the network was 1000 for the demographic groups of male individuals less than 70 years of age and female individuals less than 60 years of age. On the other hand, the number of individuals in the first type of network for the groups of male individuals in their 70s was 772. Therefore, there might be missing causal factors for the demographic group; thus, it is necessary to seek other causal factors to incorporate.

Next, we examined the reproducibility of the order of the strength between the causalities to the number of residential moves from the opportunity cost of travel time and current population. We conducted the same random sampling until we obtained 1000 networks whose directions of causality were the same as the network that we obtained using all the departure places. Figure 5 shows the ranges of the strengths of causality. Comparing the medians of the strengths of causality to the number of residential moves, the orders were consistent with the results obtained using all the departure places, as shown in Figure 4. The ranges of the causalities (O→M and P→M) overlapped only in regards to the demographic group of female individuals 60 years or older. Therefore, we concluded it was certain that the causal strength of O→M was greater than P→M, and the causal strength of P→O was greater than that of P→M, except for the demographic group of female individuals 60 years or older. We cannot draw the conclusion for the demographic group of female individuals 60 years or older.
**Table 5.** The result of the Shapiro–Wilk test.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>O ((\phi))</td>
<td>(1.18 \times 10^{-25})</td>
<td>(9.34 \times 10^{-28})</td>
<td>(5.78 \times 10^{-23})</td>
<td>(9.99 \times 10^{-32})</td>
<td>(1.59 \times 10^{-24})</td>
<td>(9.59 \times 10^{-32})</td>
<td>(1.04 \times 10^{-25})</td>
<td>(1.45 \times 10^{-27})</td>
<td>(9.53 \times 10^{-24})</td>
<td>(5.21 \times 10^{-24})</td>
<td>(9.02 \times 10^{-25})</td>
<td>(2.44 \times 10^{-20})</td>
</tr>
<tr>
<td>P ((\phi))</td>
<td>(7.73 \times 10^{-27})</td>
<td>(5.09 \times 10^{-28})</td>
<td>(1.13 \times 10^{-26})</td>
<td>(9.00 \times 10^{-27})</td>
<td>(1.46 \times 10^{-31})</td>
<td>(5.26 \times 10^{-28})</td>
<td>(1.93 \times 10^{-28})</td>
<td>(9.89 \times 10^{-28})</td>
<td>(5.59 \times 10^{-28})</td>
<td>(3.06 \times 10^{-29})</td>
<td>(4.13 \times 10^{-32})</td>
<td></td>
</tr>
<tr>
<td>M ((m_{ij}))</td>
<td>(2.02 \times 10^{-35})</td>
<td>(2.11 \times 10^{-36})</td>
<td>(5.82 \times 10^{-34})</td>
<td>(1.75 \times 10^{-33})</td>
<td>(9.16 \times 10^{-34})</td>
<td>(3.88 \times 10^{-37})</td>
<td>(1.57 \times 10^{-36})</td>
<td>(4.94 \times 10^{-36})</td>
<td>(4.03 \times 10^{-34})</td>
<td>(1.18 \times 10^{-34})</td>
<td>(4.11 \times 10^{-37})</td>
<td>(2.78 \times 10^{-37})</td>
</tr>
</tbody>
</table>

**Table 6.** Correlation coefficient (\(R\)) between the predictor using opportunity cost (\(\phi\)) and the predictor using current population (\(\phi\)).

<table>
<thead>
<tr>
<th>Male</th>
<th>Female</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>20–29</td>
<td>0.827688</td>
<td>0.823154</td>
</tr>
<tr>
<td>30–39</td>
<td>0.794022</td>
<td>0.835350</td>
</tr>
<tr>
<td>40–49</td>
<td>0.783471</td>
<td>0.816704</td>
</tr>
<tr>
<td>50–59</td>
<td>0.789751</td>
<td>0.806756</td>
</tr>
<tr>
<td>60–69</td>
<td>0.805344</td>
<td>0.813640</td>
</tr>
<tr>
<td>70–79</td>
<td>0.849521</td>
<td>0.847267</td>
</tr>
</tbody>
</table>

**Table 7.** The reproducibility of causal networks obtained using LiNGAM: We repeat the experiment by making 1000 causal networks for each demographic group by randomly taking 400 departure places out of 599 departure places and making causal networks using the data of 400 departure places.

<table>
<thead>
<tr>
<th>Direction of Causality</th>
<th>Male</th>
<th>Female</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1: O to M, P to O, P to M</td>
<td>1000 1000 1000 1000 772 1000 1000 1000 1000 923 975</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2: O to M, O to P, P to M</td>
<td>0 0 0 0 0 0 228 0 0 0 77 19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3: O to P, M to O, M to P</td>
<td>0 0 0 0 0 0 0 0 0 0 0 6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 4. Causal networks between the predictor using the opportunity cost of travel time (O), the predictor using population (P) and the number of residential moves to each place (M).
8. Discussion

We have observed that the opportunity cost of travel time has strong causality to the number of people who relocate to each place. In addition, the index is influenced by the current population in each place. We assume that this is because a more heavily populated area will be more convenient because commercial developers and residential developers focus on such areas. This leads to the conclusion that most of the influence from the current population on residential mobility is mediated indirectly through the opportunity cost of travel time. The opportunity cost of travel time is calculated from non-work travel behavior in a short period of time (three months), and it directly reflects the effects of urban development such as the construction of parks and the development of commercial facilities. Therefore, the opportunity cost of travel time is an efficient and effective index for predicting future residential mobility.
We can list many other factors that are not investigated in our paper. Figure 6 includes some factors related to residential mobility that were not investigated in this paper. The factors in green are not investigated in our paper.

![Figure 6. Detailed hypothesis on the causalities.](image)

Human mobility on non-working days is influenced by urban form such as amenities of the neighborhood and land use diversity. Urban form is influenced by investment from both industries and governments. Industries tend to invest in areas with high population densities. Therefore, investment from industries is influenced by the current population. Governments can change the trend of residential movements by investing in urban development.

There is also causality from the current population to the number of people who relocate to each place that is not mediated through non-work human mobility. Residential movement is influenced by land prices and the social capital of the local community. These factors are influenced by the current population. We assume that these causalities could be why the causality from O to M is not always greater than that from P to M in regard to the demographic group of female individuals 60 years or older.

There are also factors influencing residential mobility not being mediated by human mobility on non-working days and the current population. For example, closeness to business areas and air quality could have strong causality to residential mobility.

We note that further investigation needs to test the settings of thresholds and their influence on the results. In this paper, we arbitrarily set thresholds for: (1) grouping stations and smart card holders; (2) extracting non-working trips; and (3) selecting predictors for a causal analysis. In regard to grouping stations and card holders, the results may change according to the thresholds. In regard to extracting non-working trips, many business areas also have many commercial facilities in the neighborhood. Therefore, it is difficult to distinguish non-working trips using smart card data of public transportation. The results of our study may be biased by such factors. In regard to selecting predictors for a causal analysis, we select predictors whose correlation coefficients with the number of people who relocate to each place is high. It is difficult to determine whether the relation between two variables is linear. In our analysis, the correlation coefficient between every combination of the three variables (P, O, and M) is very high, but it is manually determined. When our method is applied to other data, the selection of variables for causal analysis must be carefully done.
9. Conclusions

In this work, we have investigated a method for creating an index based on mobility data to estimate the effects of urban development on residential movements. The contributions of this work are summarized as follows:

- We have extended the conventional travel cost method to estimate the opportunity cost of travel time as a function of the departure place.
- We have confirmed that both the current population and the opportunity cost of travel time contribute to the prediction of the number of relocations.
- We have confirmed that most of the causal influence from the current population to residential mobility is mediated indirectly through the opportunity cost of travel time. Therefore, the opportunity cost of travel time is more effective at estimating changes in residential mobility caused by urban development.

Our method is aimed at predicting future residential mobility and detecting future changes in residential mobility. The method can also be used to evaluate urban development. In planning of a new urban form, discrete choice models for destination choices [16] and housing choices [49] are suitable means. In addition, Walk Score [37] can also contribute to planning a new urban form.

We note some limitations of our work. First, the opportunity cost of travel time is influenced by not only urban form, but also other factors such as people’s disposable time and activities using ICTs while traveling (e.g., mobile phones and potable gaming devices). Second, residential mobility is determined by other factors such as closeness to business areas and air quality. Third, the causal networks are not theoretically derived; therefore, it is necessary to analyze the causalities from a theoretical perspective.

Our future work will investigate which factors of urban form influence the opportunity cost of travel time. In addition, further research is needed to extend the method to include other types of transportation such as automobiles.

Recent smart city initiatives are aimed at using a mixture of various types of data to solve a mixture of various urban problems, such as transportation, energy use and the economy [50]. Especially, the European Commission proposes an integrated approach to connect policies and resources at EU, national, regional and local levels to promote smart city solutions [51]. Analyzing the relationships between human mobility and residential mobility marks an important step towards understanding urban dynamics and, thereby, helps planning and managing of public transport and economic development. Despite the above limitations, our proposed method is beneficial to urban planners for estimating the effects of urban development and detecting the shrinkage and growth of populations.
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