Use of a Multilayer Perceptron to Automate Terrain Assessment for the Needs of the Armed Forces
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Abstract: The classification of terrain in terms of passability plays a significant role in the process of military terrain assessment. It involves classifying selected terrain to specific classes (GO, SLOW-GO, NO-GO). In this article, the problem of terrain classification to the respective category of passability was solved by applying artificial neural networks (multilayer perceptron) to generate a continuous Index of Passability (IOP). The neural networks defined this factor for primary fields in two sizes (1000 × 1000 m and 100 × 100 m) based on the land cover elements obtained from Vector Smart Map (VMap) Level 2 and Shuttle Radar Topography Mission (SRTM). The work used a feedforward neural network consisting of three layers. The paper presents a comprehensive analysis of the reliability of the neural network parameters, taking into account the number of neurons, learning algorithm, activation functions and input data configuration. The studies and tests carried out have shown that a well-trained neural network can automate the process of terrain classification in terms of passability conditions.
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1. Introduction

Land formation and cover are key factors that influence the conduct of military operations [1–3]. The use of advantageous knowledge related to passability conditions often has a decisive influence on the success of a military campaign.

Today, in the armies of NATO member states, passability analysis is based on unified standardization documents [4,5]. According to the elements of land cover, terrain is divided into three classes of passability: GO, SLOW-GO and NO-GO TERRAIN [6]. In accordance with the applicable standards [4,7], the analysis of passability should be done manually as an overlay on a topographical map. This mostly involves an experienced officer marking impassable areas. This method not only requires huge experience and skill, but is also time consuming. For these reasons the present study investigates the use of Artificial Neural Networks (ANN) for automating the passability map construction process, to significantly improve and accelerate the entire process of terrain assessment. Accordingly, the purpose of this article was to present a terrain classification methodology for military purposes, based on artificial neural networks. The proposed methodology used the Index of Passability (IOP) designation, which is a coefficient reflecting the degree of limitation of vehicular speed by land cover elements. In this study, this index was determined on a continuous scale, from 0 (impassable terrain) to 1 (easily passable terrain).
The passability analysis process can be automated through the use of the Geographic Information System (GIS) and specialised topographical databases. Research in this area [8] has shown the influence of geographical factors on cross-country passage. The possibility of vehicle movement in a forested area, taking into consideration such factors as the height of trees and the distance between them, has been studied previously [9]. In another study [10] the authors tried to determine the passability coefficient using an original mathematical model that took into account the type of soil and weather conditions, in addition to land cover. In similar studies [11] the ArcGIS modeller was used to automatically generate Cross Country Movement (CCM) overlays. A very interesting and noteworthy study [12], from the point of view of the CCM approach previously presented, describes the possibility of traversing snow-covered Arctic areas using various vehicles. From the point of view of passability, studies exploring the ability to overcome land obstacles by knocking them down are also important. One example of this [13] shows an interesting attempt to design an algorithm to allow an unmanned vehicle to move through various terrain obstacles. Assumptions similar to those discussed in this article were presented [14], where the author described algorithms that determined passability for a square primary field. As a result, a passability map was designed showing those areas where maximum travel velocity could be achieved.

The problem of terrain classification may be solved by the application of artificial neural networks. There are many studies that classify images from satellite imagery. Studies have been carried out [15] where the authors chose satellite images from the Landsat satellite, and obtained a classification accuracy 24 to 36% better than achievable with conventional methods. Other authors [16] have used various computational intelligence methods (including a multilayer perceptron) to develop an algorithm that aggregated raster data to distinguish geographic objects (the case study considered a built-up area). The results of testing show that each of the methods yield different results, and is better suited to particular cases. Another study presented an example of the use of Kohonen artificial neural networks to integrate satellite images with LIDAR (Light Detection and Ranging) data in order to identify the elements of land cover [17]. The use of this kind of neural network has been used to develop CCM maps [18]. An interesting implementation of artificial neural networks in a popular spatial information system [19] was used to develop a toolkit for the ArcGIS software, which enables the teaching and deploying of ANN to perform Digital Terrain Model (DTM) generation tasks.

2. Methodology

2.1. Study Area

The area used for the tests comprised three provinces located in the north-eastern part of Poland—Mazovia, Warmia-Masuria and Podlasie. The selection of this area was dictated by a variety of terrain features that affect passability (Figure 1). Additionally, this region remains an area of operational interest for both the Polish Armed Forces and NATO [20]. The area occupies approximately 81,000 km² and encompasses the largest water reservoirs in Poland (the Great Masurian Lakes), two large watercourses (the Vistula and the Bug rivers), as well as vast areas of forests (27% of the analyzed area). In its northern part, there are both large terrain level variations (up to 10 degrees) and extensive plains (such as the Łowicz-Blonie Plain). It also includes the Warsaw Agglomeration and two provincial capitals (Białystok and Olsztyn). The density of the road network is variable and depends on the degree of land use. A digital model of the land slopes was generated using terrain formation data derived from the Shuttle Radar Topography Mission Level 1 (SRTM L1) [21].
2.2. Source Data

This study used a topographic object database, where the data described the shapes of objects, including attributes (e.g., width or name of road). Depending on the spatial characteristics of this data, it could be described by closed polygons, broken lines, and singular points.

The generated land passability maps were developed mainly for military purposes; therefore, the Vector Smart Map (VMap) Level 2 standardized, military vector spatial database was used [22]. In terms of detail, it is equivalent to a 1:50,000 scale topographic map. The horizontal accuracy of the objects location for this data base is approximately 50–100 m. The conceptual model included 253 feature classes (Figure 2); however, the area of interest only required 110 feature classes. This is a standard product used by NATO armed forces, whose data organization is very precisely defined in the Digital Geographic Information Exchange Standard (DIGEST) standardization agreement [23].

**Figure 1.** The study area.

**Figure 2.** Thematic categories and feature classes in VMap Level 2 (A: Area, L: Line, P: Point object) [23].
2.3. Input Data

The basic methodological assumption was to determine the coefficient of terrain passability in relation to a square-shaped primary field. In this study, the experiments involved two sizes of cell: 1000 × 1000 m and 100 × 100 m. For each primary field, data was obtained on the land cover elements found within each square. Depending on the geometric representation of the objects in the database, the following data was collected for each mesh of the grid (Figure 3):

- For area objects (e.g., forests, lakes, built-up areas), the surface of a given area found within a given square of the grid;
- For line objects (e.g., rivers, roads, railways), the length of a given line object within a given square of the grid;
- For point objects (e.g., buildings, farmsteads), the number of objects within a square.

Furthermore, the average height and slope value, determined on the basis of all the measurement points in the grid area, were derived from the DTM and the digital model of the slopes. The used data model is automatically created in software written in the .NET programming environment and consists of carrying out the following steps:

- Generating primary fields for the defined area;
- Obtaining data on the land cover elements located within the primary field, for each primary field.

The last step is the most complex and time-consuming. For the 1000 × 1000 m primary field, it took about 24 h to prepare the data model for whole study area. The accuracy of the data model is affected by the accuracy of the used source data (Vmap Level 2) and the size of the primary field. A small field of 100 by 100 m, makes it possible to illustrate the shape of roads, forests and other important elements of land cover. On the other hand, maps based on 1000 by 1000 m primary fields are more general, with a decreasing number of noticeable terrain details. A detailed description of the developed software and data model used is given in another paper [24].

![Figure 3](image-url)  
**Figure 3.** Example of gathering land cover element data for a 1000 × 1000 m grid.

As the result, 61 object classes were collected, selected from the 110 VMap Level 2 classes for each primary field. The elimination stage removed those classes that were not related to land cover elements (administrative borders, contours, etc.) and those with a negligible impact on passability (mainly point objects, such as railway crossings, roadside crosses, huts, etc.).
The method of data preparation was based on a specific vector conversion from a discrete data model to a continuous raster model, in which each square grid was described by a specific number of parameters. During the conversion of the data to this model, a large part of the spatial information (both geometric and descriptive, Figure 4) was lost. However, it was assumed that this method of organizing the data was sufficient for the statistical analyses and entering of the land cover parameters into the neural network, as presented elsewhere [18,25].

Due to the fact that the generated land cover parameters were presented using various units (e.g., surface area in square meters, length in meters, etc.) and numerical ranges, they were normalized to a continuous range from 0 to 1, according to the feature scaling method:

$$V' = \frac{V - V_{\text{min}}}{V_{\text{max}} - V_{\text{min}}} \cdot (\text{new}\_\text{max} - \text{new}\_\text{min}) + \text{new}\_\text{min}$$  \hspace{1cm} (1)

with \(V\) being an input value and the \(V'\) the normalized value of input. Consequently, \([V_{\text{min}}, V_{\text{max}}]\) is the interval of input data and \([\text{new}\_\text{max}, \text{new}\_\text{min}]\) is the new data range.

2.4. Processing of Data by Artificial Neural Networks

In the proposed methodology, ANN were used for the classification of terrain for the purposes of developing passability maps. The artificial neuron was defined as follows [26] (Figure 5):

- The processing of data by an artificial neuron begins when the input values \((x_1 \ldots x_n)\) are entered. These may be primary values (for input layer neurons) or signals from other neurons;
- The signals are multiplied by a weight factor \((w_1 \ldots w_n)\), called a synaptic weight. These products are added by the summation block. The resulting value is referred to as neuron stimulation;
- The result of the summation is processed by an activation block, which may be described by various functions \((f(\text{net}_i))\) that must be monotonic and continuous;
- The value of the activation function \((y_i)\) is the final output of the neuron.

![Figure 5. McCulloch and Pitts artificial neuron model [27]](image)

It was assumed that the passability would be determined using a perceptron consisting of three layers of neurons. The input layer were the neurons to which signals describing the pre-determined
land cover parameters were input. The normalized values of the land cover elements were entered to the input layer. Data processing took place in the second layer (the ‘hidden layer’). Layer 3 was the output layer, consisting of one neuron. This neuron output gave the final value of the IOP (Figure 6).

In this study, the neural networks were prepared using the supervised learning with a teacher method [26]. In general, this consists of modifying the weights of the neuronal entrances in such a way that the parameters of land cover entered into the input layer of the neuron network gave the expected result (i.e., IOP). The training data was a set of passability indices assigned a priori for a certain group of squares in the grid. These indices were defined in the range from 0 (impassable terrain) to 1 (easily passable terrain), by a reconnaissance officer who professionally developed maps of passability. He assigned them for 1000 randomly selected squares of the grid (separately for both sizes of primary field, Table 1).

**Table 1.** Sample values of Index of Passability (IOP) assigned manually by the operator for primary fields 1000 m and 100 m square.

<table>
<thead>
<tr>
<th>1000 × 1000 m Primary Field</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="1000x1000_map" /></td>
</tr>
<tr>
<td>IOP = 0.1</td>
</tr>
<tr>
<td><img src="image" alt="1000x1000_map" /></td>
</tr>
<tr>
<td>IOP = 0.4</td>
</tr>
<tr>
<td><img src="image" alt="1000x1000_map" /></td>
</tr>
<tr>
<td>IOP = 0.7</td>
</tr>
<tr>
<td>100 × 100 m Primary Field</td>
</tr>
<tr>
<td><img src="image" alt="100x100_map" /></td>
</tr>
<tr>
<td>IOP = 0.8</td>
</tr>
<tr>
<td><img src="image" alt="100x100_map" /></td>
</tr>
<tr>
<td>IOP = 0.5</td>
</tr>
<tr>
<td><img src="image" alt="100x100_map" /></td>
</tr>
<tr>
<td>IOP = 0.1</td>
</tr>
<tr>
<td><img src="image" alt="100x100_map" /></td>
</tr>
<tr>
<td>IOP = 0.3</td>
</tr>
<tr>
<td><img src="image" alt="100x100_map" /></td>
</tr>
<tr>
<td>IOP = 0.8</td>
</tr>
</tbody>
</table>

In this way, training data for 1000 randomly selected grid squares were obtained. Selected primary fields evenly covered the study area. Each of them consisted of two elements:
• Index of Passability (expected neural network output);
• Information on land cover elements found in that grid square in the form of 61 parameters (from VML2 and SRTM).

The process of preparing a training set was the only long-lasting operation that was to be performed manually (preparing IOPs for 1000 grid squares took approximately 6 h). The training data set in all tests performed was divided into two subgroups: A teaching set used for network learning (80% of samples), and a validation set (20%) not used in the learning process but used for final verification of the generated network.

After learning, the “quality” of each network was examined. This coefficient was determined for both the learning and the validation samples. The Pearson Correlation Coefficient (PCC) was applied to the IOPs from the training data and the predictions made by the neural network. The quality of the generated network was a key estimator of the usefulness of the network in determining the Index of Passability [28].

A key element for the effective operation of artificial neural networks was the appropriate selection of the network parameters. Therefore, the author generated over 66,000 neural networks in various parameter combinations. Operations related to data processing by neural networks were performed in the Statistica 12 software (networks have been generated using script written in Statistica Visual Basic). Tests were carried out using different numbers of neurons in the hidden layer (from 10 to 300) and various numbers of learning iterations (from 10 to 300). In order to determine the neuronal weights, supervised learning with a teacher method was used, according to three different algorithms [29]:

• Scaled Conjugate Gradient—it involves moving in the space of the searches towards points with decreasing error values to locate the minimum;
• Gradient descent—it is a fast learning algorithm for the multilayer perceptron that involves performing multiple linear searches in the weights space. Other directions of searches do not repeat. This is a good general algorithm with relatively fast convergence.
• Broyden–Fletcher–Goldfarb–Shanno (BFGS)—it is a strong second order algorithm with a fast convergence, but requires a large amount of computer memory.

Additionally, various combinations of the neuronal activation functions for the hidden and the output layers were used with the following functions: Linear, logistic, sine, hyperbolic tangent, and exponential (Figure 7).

![Figure 7](image-url)  
Figure 7. Configuration of parameters taken into account when generating artificial neural networks.
3. Results and Discussion

To test the efficiency of the neural network learning algorithms, the average quality was determined, on the basis of the validation sample, for the neural networks generated using various learning algorithms (Table 2).

Table 2. Average quality of the validation sample determined for the learning neural networks with the use of each of the three algorithms applied, in two sizes of primary field.

<table>
<thead>
<tr>
<th>Algorithm Name</th>
<th>1000 × 1000 m</th>
<th>100 × 100 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality (validation)</td>
<td>Quality (Learning)</td>
<td>Quality (Validation)</td>
</tr>
<tr>
<td>Scaled Conjugate Gradient</td>
<td>0.822</td>
<td>0.865</td>
</tr>
<tr>
<td>Gradient descent</td>
<td>0.796</td>
<td>0.831</td>
</tr>
<tr>
<td>BFGS</td>
<td>0.766</td>
<td>0.893</td>
</tr>
</tbody>
</table>

The highest mean validation quality was recorded using the Scaled Conjugate Gradient method. The BFGS method generated a slightly lower value, while teaching the network using the Gradient descent method gave significantly lower quality. Using the BFGS and Scaled Conjugate Gradient algorithms was consistent with the documentation of the software used for data processing in neural networks (Statistica), which recommends the use of this algorithm in teaching feedforward neural networks [28].

To verify the effectiveness of the activation functions used in the networks, the average quality for the validation sample was determined for all configurations of the activation functions used in the hidden and output layers. Calculations were made separately for both cell sizes (Table 3).

Table 3. Average quality of the validation sample of the network depending on the activation function used (H: Function for hidden, O: Output layer).

<table>
<thead>
<tr>
<th>1000 × 1000 m</th>
<th>Logistic (O)</th>
<th>Tanh (O)</th>
<th>Exponential (O)</th>
<th>Identity (O)</th>
<th>Sine (O)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic (H)</td>
<td>0.79</td>
<td>0.79</td>
<td>0.75</td>
<td>0.75</td>
<td>0.81</td>
</tr>
<tr>
<td>Tanh (H)</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
<td>0.83</td>
</tr>
<tr>
<td>Exponential (H)</td>
<td>0.79</td>
<td>0.74</td>
<td>0.69</td>
<td>0.70</td>
<td>0.78</td>
</tr>
<tr>
<td>Identity (H)</td>
<td>0.83</td>
<td>0.82</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
</tr>
<tr>
<td>Sine (H)</td>
<td>0.83</td>
<td>0.82</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>100 × 100 m</th>
<th>Logistic (H)</th>
<th>Tanh (H)</th>
<th>Exponential (H)</th>
<th>Identity (H)</th>
<th>Sine (H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic (H)</td>
<td>0.96</td>
<td>0.95</td>
<td>0.95</td>
<td>0.90</td>
<td>0.95</td>
</tr>
<tr>
<td>Tanh (H)</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>Exponential (H)</td>
<td>0.96</td>
<td>0.83</td>
<td>0.83</td>
<td>0.85</td>
<td>0.91</td>
</tr>
<tr>
<td>Identity (H)</td>
<td>0.96</td>
<td>0.95</td>
<td>0.96</td>
<td>0.96</td>
<td>0.95</td>
</tr>
<tr>
<td>Sine (H)</td>
<td>0.96</td>
<td>0.95</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table 3 shows that the mean quality values determined are very similar to each other. Clearer differences are evident when the Exponential function is used in the hidden layer, while the same function in the output layer gives the lowest quality. In all other cases, using the activation function has no significant effect on the received neural network quality, although in general the best results are obtained using the sine function.

Figures 8 and 9 present the effectiveness of the neural networks, expressed in terms of the model parameters. From Figure 8 it is clear that increasing the number of neurons in the hidden layer not only fails to give better network performance, but also decreases the quality of the validation sample. The highest quality generated was achieved for 20 to 40 neurons in the hidden layer.
Figure 8. Average quality of the validation sample based on the number of neurons in the hidden layer for two sizes of primary field.

Figure 9 presents the results of the experiments on the number of learning iterations. It shows the dependence commonly found in research on feedforward neural networks [26]: Increasing the number of iterations increases the quality of the learning sample but decreases the quality of the validation sample. For the researched data set the highest value of validation sample was achieved for 20 to 60 learning iterations.

Both Figures (Figures 8 and 9) clearly show that the value of quality for the 100 × 100 m primary field is significantly higher (up to approximately 0.95) than for the 1000 × 1000 m field (barely exceeding 0.8). This is because for the 100 × 100 m cell it is possible to determine the IOP more unambiguously than for larger primary fields, which contain more elements that negatively or positively influence passability. This increases noise, which hinders the learning of the neural networks.

Figures 10 and 11 present some of the passability maps of the considered area, with the application of the proposed methodology. The manually derived avenues of approach have also been marked on the passability maps. To generate these maps, the networks chosen were those with the highest quality of the validation sample.
The passability maps obtained using the two different sizes of primary field show the natural and artificial terrain obstacles that affect passability (e.g., forests, built-up areas and rivers). Large areas with a high Index of Passability (e.g., the western part of Warsaw in Figure 10) are also noticeable. The developed maps show the strict relationship between the size of the primary field and the detail of the generated maps. Those maps constructed with a primary field of 1000 × 1000 m, due to the high degree of generalization, allow the avenue of approach to be assigned with a minimum width of 2–3 km. This predisposes them to be used for planning at the operational level (brigade/division). The maps generated using cells of 100 × 100 m show smaller terrain obstacles and allow avenues to be drawn of 200 m and wider. This enables their use at lower command levels (platoon/company). This is also facilitated by the fact that these detailed maps contain roads, which are a key element taken into consideration during the analysis of passability at the tactical level.
4. Conclusions

This study presented the methodology of constructing maps of passability using ANN. The author investigated several neural network generation methods, indicating the optimal for this purpose. The average quality of the validation sample, after rejecting 5% of the networks with the highest error, was 0.80 for 1000 × 1000 m and 0.94 for 100 × 100 m primary fields. It should also be noted that the standard deviation of determined quality was 0.084 (1000 × 1000 m) and 0.058 (100 × 100 m), which represents approximately 10% and 5% of the average quality of the validation sample, respectively. The high similarity between the results is also demonstrated by the Pearson Correlation Coefficient, which was derived by comparing all the IOPs generated using networks of the highest and lowest validation sample quality (again, after rejecting 5% of the worst networks). The PCC was 0.914 for the 1000 × 1000 m and 0.972 for 100 × 100 m primary fields. This demonstrates a high similarity of the results generated by the networks with the highest and lowest errors.

One of the greatest advantages of the presented methodology is the automation of the tedious process of developing a military passability map. The tests showed that the manual preparation of this type of map (for an area of 81,000 km²) requires about 20 h of work by an analyst. Making a map with the discussed methodology takes 9 h; however, for work that must be done manually, it is only necessary to prepare a training sample, which for 1000 primary fields takes about 6 h (Figure 12, marked in orange). The remaining work is carried out automatically.

The methodology presented in the article can be applied to any area. However, training data that takes into account the land cover elements for that specific area should be obtained. The training data prepared in the framework of this article cannot be used for desert, polar or tundra areas, for example, as such elements of land cover do not exist in North-Eastern Poland and are not included in the prepared training data set.

The proposed methodology is versatile and may be applied not only to the generation of passability maps for military use. If a set of parameters describing the land attributes is available for a primary field of any shape or size, and there is access to a sample of the expected values (results), this methodology may be used to classify terrain in a context completely unrelated to passability. An example of this is the research in Reference [30], in which the presented data model (as well as the perceptron) was used for the classification of the area in terms of the location of wind farms. Moreover, the various spatial data sources (e.g., Open Source data such as OpenStreetMap) may be introduced.
into the algorithm. They may be also extended by different elements, such as atmospheric conditions or information on soil type, which also may affect passability.
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