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Abstract: Spatial distribution and population density are important parameters in studies on urban development, resource allocation, emergency management, and risk analysis. High-resolution height data can be used to estimate the total or spatial pattern of the urban population for small study areas, e.g., the downtown area of a city or a community. However, there has been no case of population estimation for large areas. This paper tries to estimate the urban population of prefectural cities in China using building height data. Building height in urban population settlement ($M_{diffs}$) was first extracted using the digital surface model (DSM), digital elevation model (DEM), and land use data. Then, the relationships between the census-based urban population density ($CPD$) and the $M_{diffs}$ density ($MDD$) for different regions were regressed. Using these results, the urban population for prefectural cities of China was finally estimated. The results showed that a good linear correlation was found between $M_{diffs}$ and the census data in each type of region, as all the adjusted $R^2$ values were above 0.9 and all the models passed the significance test (95% confidence level). The ratio of the estimated population to the census population ($PER$) was between 0.7 and 1.3 for 76% of the cities in China. This is the first attempt to estimate the urban population using building height data for prefectural cities in China. This method produced reasonable results and can be effectively used for spatial distribution estimates of the urban population in large scale areas.
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1. Introduction

The spatial pattern of regional populations is closely related to the geographical, societal, and economic environments, as well as to natural resources. Understanding the population size, density, and spatial distribution is beneficial for urban planning, resource allocation, and disaster risk management [1]. Census population data, geographic information system (GIS), and remote sensing data, and social media data are currently major sources for demographic studies.

Census data are relatively accurate; however, they are labor intensive and time consuming to obtain and update. They are based on the administrative unit and have low spatial resolution, and do not reflect dynamic changes in population in a timely manner [2,3]. These limitations make it...
necessary to develop alternative techniques and methods to improve the accuracy, time resolution, and spatial resolution.

Currently, mobile phone data and social media data, such as mobile call data [4–6], WiFi data [7,8], and social networking service software data [9–11], which have short acquisition periods and high timeliness, are popular methods to estimate population density, distribution, and mobility. Deville et al. used mobile phone data to estimate the urban population density of Portugal, and the accuracy of the estimation results was increased by comparing the results with census data at an administrative division level and remote sensing data at a 100 m × 100 m grid scale [4]. However, the users of mobile phones and social media service software do not cover the whole country [12], so that the estimated total population might be low if only big data sources are used. Due to privacy, the aforementioned data may be difficult to obtain and thus cannot be widely used, which represents another difficulty when estimating population mobility.

Remote sensing has become an important method of performing population estimates in the past four decades [13] and many methods have been reported in the GIS and remote sensing literature. Depending on the intended goal and the required information, these methods can be grouped into two categories: Areal interpolation and statistical modeling [14]. The former is primarily designed for zone transformation that involves transforming data from one set of spatial units to another [13,15]. How to define source zones and target zones, the degree of generalization in the interpolation process, and the characteristics of the partitioned surface influence the quality of the interpolation estimates [16]. Areal interpolation methods can be further separated into two categories depending on whether ancillary information is used. The statistical modeling approach is more interested in inferring the relationship between the population and other variables, such as urban areas, land use, dwelling units, image pixel characteristics, and other physical or socioeconomic characteristics, in order to estimate the total population of an area [17,18]. The quality of the statistical modeling approach depends on how to select the related variables and statistical model.

Landsat satellite data, land use/cover data, nighttime light data, digital elevation model (DEM) data, and some high-resolution remote sensing images are commonly utilized to estimate population. With the development of light detection and ranging (LiDAR) technology, the height data of a building can be obtained and applied to gradually estimate regional population. Some research on population estimation using height data and the statistical modeling approach has been published. In 2010, Lu et al. [19] examined the utility of QuickBird imagery and LiDAR data for estimating population at the census-block level using two approaches: Area-based and volume-based. Residential building footprints were first delineated from the remote-sensing data using classification algorithms. Regression analysis was used to model the relationship between the population and the area or volume of the delineated residential buildings. Both approaches were successful in terms of estimating the population with high accuracy, finding that the root mean square error (RMSR) was equal to 10–30 people. The number, area and volume of buildings for residential and commercial parcels were first calculated using the digital surface model (DSM) and LiDAR-data-based DEM data, and then were regressed using the census population. The result showed an underestimation of the population density due to the lack of high-resolution image data [20]. In 2013, Alahmadi et al. [21] classified their study area using Enhanced Thematic Mapper (ETM+) data using the iterative self-organizing data analysis technique (ISODATA) and support vector machine (SVM) algorithms in order to extract building area land cover type; then height data was used to refine the building area, which was regressed using the density of the dwelling units for the population estimation. The result showed that the SVM classification algorithm and building area refined by height data improved the accuracy. Later, in 2016, they improved their previous work using height data, and the results showed higher accuracy [22]. Xie et al. [23] extracted the height, area, and volume of buildings using a morphological building detection algorithm; these variables were then utilized to classify and collect residential buildings; finally, the height, area, and volume of residential buildings were regressed using the
population. The results showed that the RMSE and mean absolute relative error (MARE) of the population estimation were 13 and 33.52%, respectively.

It can be concluded that high-resolution height data can be well used to estimate the total or spatial pattern of the urban population for small study areas, e.g., the downtown area of a city or a community. However, there is a lack of evidence as to whether height data can be used to estimate the total urban population of large areas. In this paper, height data was used to estimate the urban population of prefectural cities in China. The building height in urban areas was first obtained according to the DSM and DEM datasets. Next, three algorithms were used to classify the whole search area, and then regression models between the census population density and total building height were built and analyzed for the prefectural cities. By comparing the regression results and through comprehensive analysis, an optimum classification algorithm was developed. Subsequently, the population of China was estimated using the regression models from the optimum classification algorithm, and the results were finally compared with the census population.

2. Data and Method

2.1. Data

The data used in this paper mainly include DSM, DEM, land use data, census data, and basic geographic information data. Details are shown in Table 1.

<table>
<thead>
<tr>
<th>Data</th>
<th>Time</th>
<th>Resolution</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSM</td>
<td>2008</td>
<td>30 m</td>
<td>Japan Aerospace Exploration Agency</td>
</tr>
<tr>
<td>DEM</td>
<td>-</td>
<td>1 arc-second/30 m</td>
<td>The National Aeronautics and Space Administration (NASA) of the United States</td>
</tr>
<tr>
<td>Land Use</td>
<td>2010</td>
<td>1 km/30 m</td>
<td>Institute of Geographic Sciences and Natural Resources, Chinese Academy of Sciences</td>
</tr>
<tr>
<td>Census</td>
<td>2010</td>
<td>City level</td>
<td>National Bureau of Statistics of the People’s Republic of China</td>
</tr>
<tr>
<td>Basic Geographic Information Data</td>
<td>2004</td>
<td>-</td>
<td>State Bureau of Surveying and Mapping, China</td>
</tr>
</tbody>
</table>

The DSM captures natural and built features on the earth’s surface. Only 30 m resolution data is available, thus it needed to be resampled to 1 km. DEM is a 3D, computer-generated, graphical representation of a terrain’s surface, and only represents the bare-earth height information without any further definition about the surface. Land use data shows the type of a certain district. The land use data used in this paper includes the natural landscape, human activity areas, and unutilized land. The human activity areas include urban land, suburban settlements, and construction land. Urban land refers to large, medium, and small cities, and some built-up areas which rank above counties and towns. The total number of land use types is 26, each of which is recorded by a code. Urban areas are coded as 51. The census population data used in this paper refer to the permanent resident population from the sixth national population census of China. All the data are projected with equal-area Albers.

2.2. Method

The technical flow of estimating the population using the proposed method in this study is shown in Figure 1. The method includes the following three steps:
Step 1: Calculation of Building Height and Calibration of Mdiffs

The DSM data values represent the elevation of the surface including built up features, and the DEM data values represent the bare-earth elevation of the terrain, thus the average height \( \text{diffs} \) data can be calculated according to Equation (1).

\[
diffs = DSM - DEM
\]  

(1)

The digital number (DN) value of the \( \text{diffs} \) data in urban areas was referred to as \( M\text{diffs} \) and was approximately equal to the average height of the buildings. Urban areas were defined by the urban land type in land use data where there was an urban population.

Outliers with very large and negative values were observed in the \( M\text{diffs} \) data. Outliers less than 0 were changed to 0 in theory. As for outliers with very large values, an accurate range could not be obtained. In order to ensure a relatively reasonable range, the 30 m resolution DSM and DEM data for some large urbanized cities may be helpful: The \( M\text{diffs} \) with 30m resolution was able to be obtained directly according to Equation (1) and the land use data. Then, the negative values were changed to...
Next, the $M_{\text{diffs}}$ of these cities were resampled to 1 km resolution, and their maximum value was $D_{\text{max}}$, which was the maximum value of the $M_{\text{diffs}}$ data with 1km resolution for all of China.

**Step 2: Classifying the Study Area**

In view of the large area and geographic regional diversity in China, the whole study area should be classified into different categories. In urban areas, a linear relationship between building height and population size was assumed if differences in land use were not considered. Population and $M_{\text{diffs}}$ were the feature variables of each prefectural region or prefectural city in China. Their ratio (Equation (2)) could reflect the average population density in the 3D space or the average vacancy rate of a city. It is advantageous to study result if cities with similar features can be divided into a class.

$$K = \frac{\text{CPD}}{\text{MDD}}$$

where CPD and MDD represent the urban population density from the census data (unit: People/km$^2$) and the density of $M_{\text{diffs}}$ at the prefectural city level (unit: Meter/km$^2$), respectively. The $K$ value is reasonable as long as both the CPD and MDD are larger than zero.

The prefectural cities of China were then classified according to the $K$ index and the classification code was recorded as $k$. Firstly, a box plot was graphed to describe the outliers and interquartile range. Then the k-medoids algorithm was applied to confirm the optimum clustering number ($C_{\text{num}}$) and the clustering result. After that, the hierarchical clustering algorithm was also tried in R language to divide the $C_{\text{num}}$ categories. Finally, the results of the three methods were compared to obtain the optimum method for the population estimate.

**Step 3: Urban Population Estimation**

Based on the classification results of the different algorithms, the density of the census population (CPD), which was chosen as the dependent variable, was fitted with density of $M_{\text{diffs}}$ (MDD) using the linear regression model through the origin in each $k$ class. This model was adopted because the population of a region should be zero if its MDD value is zero. Then the statistical information of the regression models based on the different classification results was compared and integrated to find the optimum classification algorithm whose regression coefficients were recorded as $a_{ki}$. The $a_{ki}$ for all pixels in region $k$ is assumed to be equivalent; thus, the gridded urban population in region $k$ can be calculated according to Equation (3). Thus, the total urban population in China can be obtained by the summation of the estimated total urban population of the different regions.

$$GEP_{ki} = a_{ki} \times DN_{ki}$$

where $GEP_{ki}$ is the estimated population for each grid $i$ in region $k$; $a_{ki}$ is the coefficient; and $DN_{ki}$ is the DN value of the $M_{\text{diffs}}$ data of grid $i$ in region $k$.

**3. Results and Discussion**

**3.1. Results**

Beijing, Shanghai, Guangzhou are the most urbanized and developed cities in China. Therefore, they were selected to calibrate the outliers. The value of $D_{\text{max}}$ was set to 100 in this paper.

The $K$ values of 344 cities were available (there are two cities where there was no $M_{\text{diffs}}$). The box plot of the $K$ index showed that the maximum, median and minimum values were 6178.840, 2214.419, and 267.656, respectively, and the upper and lower quartile values were 3338.423 and 1392.929, respectively. The value $>6178.840$ was an outlier. The result of k-medoid clustering was $C_{\text{num}} = 6$; outliers and normal values were divided into two and four categories, respectively. The hierarchical clustering algorithm divides the outliers into three parts and the normal values into three parts.
The classification results of the three algorithms were applied to fit the relationship of the urban census population density (CPD) and Mdiffs density (MDD).

Table 2 shows the classification and regression results. As for the normal values, the adjusted $R^2$ of the box plot was higher than the k-medoids and hierarchical clustering; the standard deviation of the standard residual (SD of the std. residual) of the box plot was lower than that of the hierarchical clustering, but roughly similar to that of the k-medoids. As for outliers, the k-medoid was similar to the box plot no matter whether the fifth and sixth categories were merged. Hierarchical clustering is more sensitive to outliers, but the regression model was not significant for the fifth category, which might be caused by a lower sample number. Thus, the paper integrated the sixth category into the fifth category for hierarchical clustering, which highly improved the result for the outliers. Therefore, the box plot algorithm was outstanding for the normal value clustering while hierarchical clustering was excellent for the outliers clustering. Considering that the number of normal samples was larger than that of the outlier samples, the results of the outliers for hierarchical clustering were applied to replace the results of the outliers for the box plot. Based on two previous adjustments, an adjusted box plot algorithm (shown in Table 2) was built, which was an optimum algorithm: The clustering number was 6, which is optimum; adjusted $R^2$ and SD of the std. residual for each category were better than the other results.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Values Type</th>
<th>$k$</th>
<th>Sample Number</th>
<th>Adjusted $R^2$</th>
<th>Coefficient</th>
<th>SD of std. Residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-medoids</td>
<td>Normal values</td>
<td>1</td>
<td>137</td>
<td>0.963 *</td>
<td>1141.177 *</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>88</td>
<td>0.984 *</td>
<td>2394.861 *</td>
<td>0.996</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>68</td>
<td>0.991 *</td>
<td>3132.328 *</td>
<td>0.939</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>35</td>
<td>0.999 *</td>
<td>4931.935 *</td>
<td>0.969</td>
</tr>
<tr>
<td></td>
<td>Outliers</td>
<td>5</td>
<td>15</td>
<td>0.982 *</td>
<td>7012.809 *</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Box plot</td>
<td>Normal values</td>
<td>1</td>
<td>86</td>
<td>0.970 *</td>
<td>1118.123 *</td>
<td>0.991</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>86</td>
<td>0.988 *</td>
<td>1777.533 *</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>86</td>
<td>0.993 *</td>
<td>2684.094 *</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>70</td>
<td>0.981 *</td>
<td>4586.383 *</td>
<td>0.954</td>
</tr>
<tr>
<td></td>
<td>Outliers</td>
<td>5</td>
<td>16</td>
<td>0.982 *</td>
<td>7012.809 *</td>
<td>0.997</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>Normal values</td>
<td>1</td>
<td>103</td>
<td>0.970 *</td>
<td>1119.915 *</td>
<td>0.996</td>
</tr>
<tr>
<td>clustering</td>
<td></td>
<td>2</td>
<td>153</td>
<td>0.958 *</td>
<td>2273.390 *</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>72</td>
<td>0.980 *</td>
<td>4568.570 *</td>
<td>0.950</td>
</tr>
<tr>
<td></td>
<td>Outliers</td>
<td>4</td>
<td>12</td>
<td>0.989 *</td>
<td>6882.477 *</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>3</td>
<td>0.950</td>
<td>8430.147</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Adjusted</td>
<td>Normal values</td>
<td>1</td>
<td>86</td>
<td>0.970 *</td>
<td>1118.123 *</td>
<td>0.991</td>
</tr>
<tr>
<td>box plot</td>
<td></td>
<td>2</td>
<td>86</td>
<td>0.988 *</td>
<td>1777.533 *</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>86</td>
<td>0.992 *</td>
<td>2684.094 *</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>70</td>
<td>0.981 *</td>
<td>4586.383 *</td>
<td>0.954</td>
</tr>
<tr>
<td></td>
<td>Outliers</td>
<td>5</td>
<td>12</td>
<td>0.997 *</td>
<td>6641.906 *</td>
<td>0.990</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>4</td>
<td>0.994 *</td>
<td>8910.301 *</td>
<td>0.983</td>
</tr>
</tbody>
</table>

* Significant at the level of 0.05 (both sides).

The paper selected the classification results of the adjusted box plot (Figure 2). The regression equations were available. Therefore, in Equation (3), $a_{1i} = 1118.123$, $a_{2i} = 1777.533$, $a_{3i} = 2684.094$, $a_{4i} = 4586.383$, $a_{5i} = 6641.906$, and $a_{6i} = 8910.301$. 
Figure 3 shows the distribution of the estimated urban population (EP) and census urban population (CP) at the prefectural city level. The spatial pattern of the estimated population was the same as for the census population. Table 3 shows the statistical results of the number and percentage of the prefectural cities with different population sizes and density grades. As for the population size, the blue area with an urban population of less than 100,000 covered five cities; the cyan area with an urban population of 100,000–500,000 covered 36 cities; the green area with an urban population of 500,000–1 million covered 73 cities; the yellow area with an urban population of 1–2 million covered 112 cities; the orange area with an urban population of 2–5 million covered 94 cities; and the red area with an urban population larger than 5 million covered 24 cities. There is the largest difference between EP and CP in grade (2000, 5000] (orange color), while smallest difference in grade (1000, 2000] (yellow color). As for population density, the 13 cities with a population density larger than 1000 persons/km² (red) were mainly distributed in the areas of Beijing–Tianjin, Shanghai, and Guangzhou–Shenzhen. The 84 cities with a population density smaller than 50 persons/km² (blue) were mainly distributed in western China. The cities with a high population density were mostly distributed in the eastern coastal region of China. The difference between the EP and CP was smaller in the green and orange areas while larger in the blue areas.
Figure 3. Distribution of the urban estimation and census population at the prefectural city level. (a) Estimated urban population size. (b) Census urban population size. (c) Estimated urban population density. (d) Census urban population density.

Table 3. The number (N) and percentage (P) of prefectures with different population size (PZ) and population density (PD) grades.

<table>
<thead>
<tr>
<th>PZ grades (thousand)</th>
<th>EP N</th>
<th>P (%)</th>
<th>CP N</th>
<th>P (%)</th>
<th>PD Grades (person/km²)</th>
<th>EP N</th>
<th>P (%)</th>
<th>CP N</th>
<th>P (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2</td>
<td>0.58</td>
<td>0</td>
<td>0.00</td>
<td>(0, 50]</td>
<td>2</td>
<td>0.58</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>(0, 100]</td>
<td>5</td>
<td>1.45</td>
<td>9</td>
<td>2.60</td>
<td>(50, 100]</td>
<td>84</td>
<td>24.28</td>
<td>89</td>
<td>25.72</td>
</tr>
<tr>
<td>(100, 500]</td>
<td>36</td>
<td>10.40</td>
<td>41</td>
<td>11.85</td>
<td>(100, 200]</td>
<td>64</td>
<td>18.50</td>
<td>68</td>
<td>19.65</td>
</tr>
<tr>
<td>(500, 1000]</td>
<td>73</td>
<td>21.10</td>
<td>76</td>
<td>21.97</td>
<td>(200, 500]</td>
<td>64</td>
<td>18.50</td>
<td>68</td>
<td>19.65</td>
</tr>
<tr>
<td>(1000, 2000]</td>
<td>112</td>
<td>32.37</td>
<td>113</td>
<td>32.66</td>
<td>(500, 1000]</td>
<td>64</td>
<td>18.50</td>
<td>68</td>
<td>19.65</td>
</tr>
<tr>
<td>(2000, 5000]</td>
<td>94</td>
<td>27.17</td>
<td>86</td>
<td>24.86</td>
<td>&gt;1000</td>
<td>88</td>
<td>25.43</td>
<td>84</td>
<td>24.28</td>
</tr>
<tr>
<td>&gt;5000</td>
<td>24</td>
<td>6.94</td>
<td>21</td>
<td>6.07</td>
<td></td>
<td>22</td>
<td>6.36</td>
<td>23</td>
<td>6.65</td>
</tr>
</tbody>
</table>

3.2. Discussion

The total estimated urban population was 7.03 million, while census urban population was 6.70 million. The overall relative error was 4.9%. In order to evaluate the results, the estimated population was compared with the census population for each city. \( \text{PER} \), the ratio of estimated urban population (EP) to census urban population (CP) (dividing the EP by the CP), was considered to be an index to evaluate the results for each city. Figure 4 shows the spatial distribution of \( \text{PER} \). Table 4 shows
the statistical information for \( \text{PER} \). A total of 301 prefectures, distributed across almost all of China and accounting for 87.50% of the total prefectures, had \( \text{PER} \) values between 0.7~1.3. Only one city had \( \text{PER} \) values smaller than 0.7. The number of cites with \( \text{PER} \) values between 1.3 and 2.0 and larger 2.0 were 30 and 12, respectively, which was terribly overestimated, and mainly distributed in the north-east, north-west and south-west of China. Figure 5 shows the histogram of \( K \). The mean = 1.10, SD = 0.38, and the distribution of \( \text{PER} \) was concentrated in the range 0.7–1.5. There were 151 prefectures with a \( \text{PER} \) less than 1.0, while 192 prefectures had a \( \text{PER} \) larger than 1.0.

![Figure 4. Distribution of \( \text{PER} \) (EP/CP).](image)

**Table 4.** The number and percentage of prefectures in each \( \text{PER} \) grade.

<table>
<thead>
<tr>
<th>( \text{PER} ) Grades</th>
<th>Adjusted Box Plot</th>
<th>Number of Cities</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0.7)</td>
<td></td>
<td>1</td>
<td>0.29</td>
</tr>
<tr>
<td>[0.7, 1.3]</td>
<td></td>
<td>301</td>
<td>87.50</td>
</tr>
<tr>
<td>(1.3, 2.0]</td>
<td></td>
<td>30</td>
<td>8.72</td>
</tr>
<tr>
<td>&gt;2.0</td>
<td></td>
<td>12</td>
<td>3.49</td>
</tr>
</tbody>
</table>

![Figure 5. The histogram of \( \text{PER} \) (EP/CP).](image)
Table 5 shows the number and percentage of cities in each PER range for region \( k \). Generally, the number of cities with a PER between 0.7 and 1.3 reached 100\% when \( k = 2, 3, 5 \). There were few cities overestimated in categories 1 and 4.

Table 5. The number (\( N \)) and percentage (\( P \)) of cities in each PER range for each \( k \) category.

\[
\begin{array}{ccccccc}
\hline
k & \text{(0, 0.7)} & \text{[0.7, 1.3]} & \text{(1.3, 2.0]} & >2.0 \\
\hline
1 & 0 & 0.00 & 58 & 67.44 & 16 & 18.60 & 12 & 13.95 \\
2 & 0 & 0.00 & 86 & 100.00 & 0 & 0.00 & 0 & 0.00 \\
3 & 0 & 0.00 & 86 & 100.00 & 0 & 0.00 & 0 & 0.00 \\
4 & 0 & 0.00 & 56 & 80.00 & 14 & 20.00 & 0 & 0.00 \\
5 & 0 & 0.00 & 12 & 100.00 & 0 & 0.00 & 0 & 0.00 \\
6 & 1 & 25.00 & 3 & 75.00 & 0 & 0.00 & 0 & 0.00 \\
\hline
\end{array}
\]

The number and percentage of cities in each PER range was also determined for different population levels (Table 6). It was found that the result was the poorest in level V, because there were only 66.67\% of cities with a PER between 0.7 and 1.3, while the result was the best for level III. More than 80\% of cities had a PER between 0.7 and 1.3 at levels I, II, and III. Thus, the method was applicable to levels I, II, III, and IV of cities, but inapplicable to level V of cities.

Table 6. The number (\( N \)) and percentage (\( P \)) of cities in each PER range for each city level.

\[
\begin{array}{cccccccc}
\hline
\text{City Level} & \text{Population (ten thousand)} & \text{(0, 0.7)} & \text{[0.7, 1.3]} & \text{(1.3, 2.0]} & >2.0 \\
\hline
\text{I} & \text{>1000} & 0 & 0.00 & 4 & 80.00 & 1 & 20.00 & 0 & 0.00 \\
\text{II} & \text{500−1000} & 0 & 0.00 & 13 & 81.25 & 3 & 18.75 & 0 & 0.00 \\
\text{III} & \text{100−500} & 0 & 0.00 & 186 & 93.47 & 11 & 5.32 & 2 & 1.01 \\
\text{IV} & \text{50−100} & 0 & 0.00 & 66 & 86.84 & 9 & 11.84 & 1 & 1.32 \\
\text{V} & \text{<50} & 1 & 2.08 & 32 & 66.67 & 6 & 12.50 & 9 & 18.75 \\
\hline
\end{array}
\]

Differences between the estimated population and census population were mainly caused by the following. (1) \( \text{Mdifs} \) data were extracted according to the land use data, and smaller areas of human settlement in the land use data led to a larger estimated population. (2) The quality of the DSM and DEM data directly affect the estimation result. Theoretically, the difference between the DSM and DEM data in non-human settlement areas should be 0 or small. However, the effects of terrain, vegetation, and water lead to abnormal differences in these areas, whereas the differences are normal in urban settlement areas. Many mountains are observed in north-western China and hills are observed in south-western China, and these regions host small scattered villages that are not accurately represented via land use data. This inaccuracy leads to lower \( MDD \) data values and larger estimated populations. (3) The census data based on the household registration principle cannot truly reflect the impact of population flows. (4) There is residual error in regression models. (5) Housing vacancies are caused by rapid urbanization; thus, new districts may present high vacancies or cities may be abandoned because of depleted resources. These cities are dark at night and mostly have high \( MDD \) values, which has led to higher estimated population values compared with the census population data.

The difference between the estimated population and census data is mainly caused by the accuracy of the datasets (land use data, DSM data, DEM data and census data), statistical methods and different building vacancy rates. Underestimation in most prefectoral cities is mainly caused by regression models. With the development of LiDAR technology, more accurate DSM and DEM data will become available; thus, the population estimation results will be further improved. If the future DSM and DEM data for a region can be predicted based on the urban development conditions, the future population of the region can also be estimated. In addition, the spatial resolution of the estimation results can be
improved according to the resolution of the land use data, which is an advantage compared to using
night-time light data. Populations with a higher spatial resolution, such as 500 m, 300 m, or even 30 m,
can be estimated if higher resolution land use data are used.

4. Conclusions

In this paper, the elevation difference between the DSM and DEM data was first calculated, and
then the Mdiffs was extracted through land use data. Based on the MDD and CPD of the prefectural
regions, China was divided into six region types using the adjusted box plot algorithm based on the
K index; the regression functions through the origin between the MDD and CPD of the cities were
then fitted. The urban population of China was estimated using these functions, and the results were
compared with the census urban population. The results showed that a good linear correlation was
found between the Mdiffs and the census data in each type of region, with all the adjusted R^2 values
above 0.9. The total estimated urban population of China in 2010 was close to the census population,
but slightly overestimated. The results identified 301 prefectures, which accounts for 87.52% of the
total number of prefectures in China, and the PER value was between 0.7 and 1.3.

The paper selected the K index to classify the study area through many tests. The character
variables—CPD, MDD, and K—and their logarithms attempted to create different combinations. With
regard to the classification algorithms, partitioning around medoids (k-medoids), affinity propagation
(AP), average silhouette, and density-based spatial clustering of applications with noise (DBSCAN)
were tested to confirm the optimum clustering number. However, only the results of the k-medoids
method with the K index was appropriate. With regard to the hierarchical clustering, other linkage
criteria methods were tried such as the maximum distance, median and Ward’s method. However,
the Mcquitty method (using the Euclidean distance as a metric) was found to be the best (the best
method was confirmed using the regression results and spatial distribution method).

This work used DSM and DEM data to estimate the urban population of China. Compared with
population estimations using mobile phone data, the proposed method is simple and not limited by
users and data privacy issues. Compared with previous work, this paper extracted height data with a 1
km resolution and regressed it with the census population directly at the prefectural city level instead
of estimating the population with high resolution data for small areas (e.g., the downtown area of a
city or a community). The estimated total urban population was very close to the census population.
The study proved that height data can be used to estimate the regional population of large areas.

The difference between the estimated population and the census data was mainly caused by the
accuracy of the datasets (land use data, DSM data, DEM data and census data), statistical methods,
and different building vacancy rates. Underestimation in most of the prefectural cities was mainly
carried by the regression models.
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