A Novel Dynamic Dispatching Method for Bicycle-Sharing System
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Abstract: With the rapid development of sharing bicycles, unreasonable dispatching methods are likely to cause a series of issues, such as resource waste and traffic congestion in the city. In this paper, a new dynamic scheduling method is proposed, named Tri-G, so as to solve the above problems. First of all, the whole visualization information of bike stations was built based on a Spatio-Temporal Graph (STG), then Gaussian Mixture Mode (GMM) was used to group individual stations into clusters according to their geographical locations and transition patterns, and the Gradient Boosting Regression Tree (GBRT) algorithm was adopted to predict the number of bikes inflow/outflow at each station in real time. This paper used New York’s bicycle commute data to build global STG visualization information to evaluate Tri-G. Finally, it is concluded that Tri-G is superior to the methods in control groups, which can be applied to various geographical scenarios. In addition, this paper also discovered some human mobility patterns as well as some rules, which are helpful for governments to improve urban planning.
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1. Introduction

Bike-sharing refers to the provision of short-term bicycle rental services in unattended urban locations. It is of flexible mobility to help reduce congestion and fuel use, which has made tremendous progress in China. To rent a bicycle in China, one simply uses a mobile app to scan the QR code on the bike, and any of the millions of bikes scattered on the sidewalks can be used by the users. China’s billion-dollar bike-sharing revolution has already transformed the look and feel of cities around the country, with more than 100 million apps downloaded and billions of rides taken on many millions of bikes. Now it is going global. Some companies, such as Mobike and OFO, have expanded their business from China to the United States, from Britain to Japan, from Singapore to Bangkok. Bike-sharing has also been greatly welcomed by many metropolises, such as Beijing and New York. In Beijing, there are 700,000 shared bikes and 11 million registered users, which is nearly half the capital’s population. Compared with New York, New York’s Citi Bike has 10,000 bikes and 236,000 subscribers, which is the largest operation in the United States [1].

The explosive growth of users further illustrates the popularity of shared bicycles. On the other hand, it has also caused many problems. (as shown in Figure 1) For example, in China, unreasonable dispatching in the city may result in users being unable to find bicycles when they have to use them. In addition, unreasonable delivery can also lead to bicycles blocking sidewalks [2], accumulating in shopping malls, subway stations, road intersections, and even office buildings [3]. Unwanted or broken bicycles are piled up on highways, under construction, or under bridges [4].
These problems tend to bring great difficulties to companies which provide bike-sharing services and the management of the city. Many bike-sharing companies made use of the dispatching methods to improve their operational ability and service. Meanwhile, the central government welcomed the bike-sharing as part of the “Green Urban Transport System” and urged local governments to “ensure the rational allocation of bicycles and avoid oversupply in certain areas”. However, there are still some challenges:

1. The spatial distribution of bike-sharing changes with time. In order to understand the situation of bike-sharing, Zhou et al. [5] analyzed the correlation of origin-destination (OD) flows by visualizing the large-scale movement data of the bicycle’s origin-destination. Wang et al. [6] applied time series analysis to activity patterns, a hierarchical clustering algorithm using Dynamic Time Warping distances as features, and visualization on station-based data, and then employed a random forest algorithm to analyze the factors affecting bike-sharing. They use two-dimensional visualization to show the status of bike-sharing at a certain moment. However, a disadvantage of these methods is the lack of a 3D model to analyze the trend of bike-sharing with time.

2. Currently, the dynamic scheduling method of bike-sharing is affected by many factors, especially depending on the relationship between the stations. Therefore, the division of the inflow/outflow stations is very important. For instance, Feng et al. [7] proposed a hierarchical traffic prediction model for predicted bike check-out/in number of each station cluster. Ouyang et al. [8] develop CompetitiveBike, a system to predict the particular contest among bike-sharing apps leveraging multi-source data. It utilizes Random Forest model to forecast the future competitiveness. However, the clustering methods used in these prediction models are hard clustering; that is, directly classifying a station into a cluster and ignoring the possibility that it may belong to other clusters.

In order to solve the problems mentioned above, this paper proposes a novel bike-sharing dynamic dispatching method from the perspective of strong spatial-temporal correlation of the data between the bicycle stations and the urban population movement. This method is named Tri-G. We first divided a city into many regions and clustered the regions based on the idea of dynamic programming, which used a Spatio-Temporal Graph (STG) to display the whole information of the bicycle storage stations in this city. Then, the stations were clustered inside the region according to the Gaussian Mixture Model (GMM). Finally, the Gradient Enhanced Regression Tree (GBRT) algorithm was adopted to predict the real-time mobility of bicycles between stations.

Therefore, the contributions of this article are three-fold:

1. Tri-G is proposed to realize the visualization of global information to facilitate management. This method uses a three-dimensional model to show the dynamic movement of the bike-sharing, which takes the stations’ transition patterns and geographical locations into consideration in an iterative approach.
2. The prediction algorithm has been improved. This article introduces a method of soft clustering (GMM), which is to analyze the possibility that a certain station belongs to any clusters. It is more regular and easier to predict than that at an individual station. This method integrates multiple similarities to be predicted based on historical periods. In addition, Tri-G has real-time performance because it runs online.

3. This method is verified through experiments with real data from New York City, so as to provide ideas for urban governance. The results indicate that Tri-G shows better performance than other methods.

2. Related Work

In recent decades, the development of information technology has made urban management more efficient. The core of a smart city is to help decision makers make intelligent and effective city-related decisions with the help of a variety of smart devices that can provide them with enough information at the right time in the right place [9]. For example, Intelligent Transportation Systems (ITS) can effectively improve the mobility and safety of traffic and reduce the impact on the environment [10]. Shared bikes have become one of the most convenient and popular tools in ITS with the growth of the sharing economy. The analysis and collection of data on shared bicycles can be used for urban planning [11,12]. For instance, if there are a large number of shared bicycles between two locations, there will be a lot of traffic pressure, and the government has to build more transportation facilities to ease the burden.

Bike-sharing has undergone four generations of development [13]. The first generation was first introduced in 1965, which provided free bicycles to borrow and return from anywhere [14]. In 1995, the second generation of bike-sharing was born in Copenhagen, with many improvements compared with the previous generation. Bicycles can be borrowed and returned from any self-service bike station throughout the city, which was also accessible using coins or smart cards. It is called City Bikes or Bycyklen [15]. In the third generation, Global Positioning System (GPS) was employed to provide a reasonable location, which was helpful to better track the bike [16]. It also incorporated a Geographic Information System (GIS) [17] that was able to analyze the distribution of bicycles and makes bicycle scheduling easier. With the advent of the Narrow Band Internet of Things (NB-IoT) [18], the fourth-generation bike-sharing is expected to greatly reduce the energy consumption of the bicycle sharing system. Moreover, analyzing the big data generated by bicycles while riding is also of instructive significance for decision makers. For example, Sun et al. [19] used crowdsourced data from bicycle sharing systems to infer the relationship between different riding goals and air pollution exposure. The results show that cyclists for the purpose of recreation and fitness are more susceptible to air pollution than those who ride bikes for commuting. This is sure to help decision makers make rules to improve cycling infrastructure and secure roads.

In order to better manage bike-sharing, visualization technology was introduced. Visualization technology can help people understand data by placing bicycle data in a visual context and can intuitively show trends of bicycle movement. Yan et al. [20] constructed a tensor based on the spatial, temporal, and user information of the bike-sharing data, and employed tensor factorization to extract latent user activity patterns. Yang et al. [21] used visualization technology to model mobility and used this new mobility modeling and prediction approach to improve the bike-sharing system operation algorithm design and pave the way for rapid deployment and adoption of bike-sharing systems. Zhang et al. [22] analyzed the characteristics of each station—the stations are modeled from the perspective of individuals and clustered by means of different models. The visualization method provides an effective technical means for prediction. However, these methods are all visualizing local areas and cannot get an overall trend.

Besides, in order to maximize the use of the bike-sharing system, the operator of the system needs to dynamically schedule bicycles, so a dynamic dispatching method is required. Many researchers have proposed lots of algorithms for dynamic scheduling of bicycle sharing systems. Huang et al. [23]
proposed an algorithm called Bimodal Gaussian Inhomogeneous Poisson (BGIP) to predict the number of bikes. It can help to optimize the repository of bikes. Olfert et al. [24] analyzed a system that cited parts of an attractive city environment, including bikes and pedestrians, in which the existing buildings are used to plan the urban area. Jiang et al. [25] proposed a method to study the effectiveness of the design method as well as the workflow of the cyclic infrastructure from the perspective of architecture and design. Harder et al. [26] proposed a combination of data sources, which included questionnaires, interviews with major participants, visual analysis of websites, counting, etc. All these works have emphasized many important factors, such as the relevance of quick connections, the aesthetic value of streetscapes, and the safety of cyclists. However, both methods ignore the contributions to the transportation network because these two methods mainly focus on the bike movement on one road. Compared with the impact of the transport network, it is unilateral only to calculate the influence in one road. Zheng et al. [27] revealed a low percentage of bicycle travel, which was caused by inadequate bicycle lanes and parking facilities. Ahillen et al. [28] combined a variety of factors and public bicycle sharing programs to obtain a city plan based on mathematical analysis. He et al. [29] made use of the simple line clustering method to analyze origin-destination data and its application for bike-sharing. In addition, Shen et al. [30] proposed the Internet of Shared Bicycles (IoSB), so as to find a feasible solution to those technical problems of the shared bicycle. However, these works are all performed off-line, and they used historical data sets to predict the trajectory, so the predicted results are not in real-time. This paper has been improved on the basis of these works. We use the visualization method to realize the real-time dynamic dispatching of bicycles based on the global information.

3. Definitions and Framework

Tri-G is a data-driven method which aims to understand the behavior patterns of bike-sharing, and it can tackle urban challenges. To better illustrate Tri-G, the definitions and framework are as follows.

3.1. The Definition of Concept

The following definitions are summarized based on [31].

**Definition 1. (STG)** The Spatio-Temporal Graph (STG) \( G = (V, E) \) is a directed graph, where \( V \) and \( E \) represent the set of complete vertices and edges in \( G \) \((\forall E \geq 1)\), respectively. Each vertex \( a \in G; V \) has a geospatial position and each edge \( v \in G.E \) has a spatial length. Each vertex/edge is associated with attributes varying in time, e.g., the inflow and outflow.

**Definition 2. (Inflow/Outflow)** As for each edge \( v \in G.E \), the inflow of \( v \) in time interval \( t \) is \( p_{in}(v,t) = \sum_{v_1 \in (G.E-v)} p(v_1,v,t) \), where \( p(v_1,v,t) \) is the flow from \( v_1 \) to \( v \) in \( t \). Likewise, the outflow of \( v \) in \( t \) is \( p_{out}(v,t) = \sum_{v_1 \in (G.E-v)} p(v,v_1,t) \). Suppose \( S \) is a subgraph of an STG \( G \), and \( S.E. \subseteq G.E \) is the collection of edges in \( S \). The inflow of \( S \) is \( p_{in}(S,t) = \sum_{E \in S} \sum_{v_1 \in (G.E-S.E.)} p(v_1,v,t) \), and the outflow is \( p_{out}(S,t) = \sum_{E \in S} \sum_{v_1 \in (G.E-S.E.)} p(v,v_1,t) \).

**Definition 3. (Actual Flow)** In an STG, the actual flow \( f_a \) of an edge \( e \) is \( e; f_a = p_{in}(v,t) - p_{out}(v,t) \) and that of a subgraph \( S \) is \( S.f_a = p_{in}(S,t) - p_{out}(S,t) \).

**Definition 4. (Inflow/Outflow Prediction)** Given a set of historical trips \( H_T = \{H_1, H_2, \ldots , H_T\} \), this thesis intends to predict the inflow/outflow of each station \( S_j, j = 1, 2, \ldots , n \) (cluster \( C_j, j = 1, 2, \ldots , m \)) during a future period, which is set as 1 h in this work.
3.2. Framework

Figure 2 is the framework of our model, consisting of two parts: Part A is the visualization of STG, and Part B is the prediction of the inflow/outflow of stations.

Part A expresses the spatio-temporal relationship of users’ historical data and forms the STG, and then the STG index is constructed to manage data quickly and efficiently. First, the bicycle trajectory received in the most recent time interval is mapped to the road network according to the data set, and then the inflow/outflow of each road segment in the interval is calculated. Then, a city is divided into different grid cells, each of which covers several road segments, and STG indexes are built to facilitate data management. Based on the STG index, the threshold is selected as the criterion to measure the actual flow state of the bicycle in the grid, and then color the grid by analyzing the actual flow directions. Following this step, a hierarchical map structure is used to visualize the STG information.

Part B uses GMM for station clustering and the station clusters according to the geographic locations and transformation modes. Clustering stations in groups can deal with the irregular fluctuations in each station. Then, we use GBRT to predict traffic flow between stations in real time.

4. Details Implementation

4.1. The Implementation of STG Visualization

We need to get the bike number and store the road segment information in the most recent time interval. We first build a global STG index. The index is used to quickly search information about the STG, including the dynamic flows on each edge, as well as the spatial relationships between different edges [32]. The region is divided into grids, shown in Figure 3a, and a STG index maintains the road segments, arrival time, and departure time in each grid (as shown in Figure 3b); t1 refers to the time when one bike departs from the station grid, while t2 refers to the arrival time. In the meantime,
we build an adjacency list to manage the structure and dynamic flow of an STG. For each road segment $e$ in the adjacency list, three lists are maintained. The first is a list of road segments that are directly connected to $e$ in the road network. The second is a list of vehicle IDs sorted by their arrival time $t_a$ at $e$, and the third is a list of vehicle IDs sorted by their departure time $t_d$ from $e$. As shown in Figure 3b, the list of road segments that are directly connected to $e_1$ is $\langle e_2, e_3, \ldots, e_i, e_1 \rangle$; $\langle \text{Vid}_1, \text{Vid}_3, \ldots, \text{Vid}_f \rangle$ is the list of vehicle IDs at $e_1$ when time is $t_a$, and the list is $\langle \text{Vid}_2, \text{Vid}_4, \ldots, \text{Vid}_m \rangle$ when time is $t_d$. The first list is static, while the latter two sorted lists will be updated after each round of map-matching. In the real application, we only need to store the vehicle IDs of the most recent time intervals, e.g., 1–2 h.

To calculate the actual flow of each grid cell, the candidate cell selection algorithm is useful to check the positive actual flow of a region in a time interval, and all we need to do is to count the number of vehicles whose arrival time is within the time interval while the departure time is beyond the interval. The road segment ID is connected to its corresponding records in the adjacency list via a hash function. Since a road segment may cross two or more grid cells, the STG index can help to avoid redundant storage and index updates compared with directly storing everything in one grid cell.

The candidate cell selection algorithm to find the maximum flow are in the four adjacent grids. We define a flow upper bound $UB(g)$ of a grid cell in Equation (1).

$$UB(g) = \max(A(g), B(g), C(g), D(g)),$$  

(1)
Here A, B, C, and D, respectively, refer to the positive actual flow in four directions. If positive actual flows of the four grid cells are still less than the given flow threshold, and if UB is bigger than the threshold, g will be marked as a candidate cell. All the grids flow can be calculated in Equation (2).

\[ f_a = f_{in} - f_{out}, \]

\( f_a \) refers to the difference in inflow and outflow. As shown in Figure 3c, the region C in Figure 3a can be divided into four sub-areas, C₁, C₂, C₃, and C₄. The inflow of C is 7 and the outflow is 3, \( f_a \) is 4. The positive result means the area has more inflow bikes, while a negative result means it has more outflow bikes. Figure 3d shows a grid flow, which is made up of three stations. Overall, there are 25 inflow-bikes and 33 outflow-bikes in this period. Thus, \( f_a \) has negative eight at that time. Meanwhile, we formulate that the threshold is \( \pm 5 \) based on the initial experience, which is an outflow grid shown in Figure 3d.

A 3D map is used to display the process, as shown in Figure 4. In this paper, we calculate the flow situation according to the time line from 7:00 to 10:00. A region is divided into \( 4 \times 4 \) grids, each of which represents a specific area. If the grid is blue, it indicates the outflow is relatively large (the net outflow > 0). If the grid is red, it indicates more inflow (the net inflow > 0). If the grid is white, it means the net inflow is 0 and the area is in equilibrium. Figure 4a–d is a comparison of all periods. Based on all this information, a three-dimensional STG is formed, as shown in Figure 4e.

![Figure 4](image)

**Figure 4.** Contrary prediction model from 7:00 to 10:00.

Furthermore, a threshold is set to estimate the movement pattern of the bikes in the grid. The grid color is marked based on real-time actual flows. For each station, the actual flow is calculated compared with the threshold if grids with the same pattern need to be merged together. Algorithm 1 shows the process of the above [33]. We name Algorithm 1 as Dpmergegrids(G).

In Figure 4e, the green arrow indicates the overall movement of the bicycles in this area at that moment. According to Figure 4a–e, the grid of the first row intersecting the first column and the grid of the fourth row intersecting the fourth column are regions with the largest outflow. The areas where the fourth row intersects the first column and the second row intersects the fourth column are regions with a large inflow. It is possible to increase the number of public transport tools (such as buses) from the area with a large outflow to the area with a large inflow, so as to improve the traffic capacity of the area (as shown in Figure 4f).
We consider both the geographic location and actual flow of the station in terms of the forecasting. Since it is necessary to predict the net flow between clusters, in order to improve its accuracy, it is necessary to predict the net flow between clusters.

For the convenience of users, stations in a cluster should be geographically close to each other. The bike station, and the predominant factor is the distribution can influence the bike station, and the predominant factor is π close to each other, but also have a transition pattern similar to all clusters. Differences in movement patterns. Therefore, stations in a cluster should not only be geographically close to each other, but also have a transition pattern similar to all clusters.

4.2. Prediction Methods

In fact, it is not necessary to predict the inflow/outflow of each individual station. Knowing about the inflow/outflow of each cluster is enough for a bike’s real location, because users usually use bikes at a random station closest to their origins or destinations. Besides, if there are many events that may affect the use of the bicycles, they usually tend to affect a whole area, not just a single station. We consider both the geographic location and actual flow of the station in terms of the forecasting method for two reasons:

1. For the convenience of users, stations in a cluster should be geographically close to each other. Therefore, for users near their starting point or destination but with no bicycle available, it is acceptable to walk to another station in the same cluster to use the bicycle.
2. Since it is necessary to predict the net flow between clusters, in order to improve its accuracy, it is hoped that stations in a cluster should have an actual flow similar to all clusters.

4.2.1. Cluster Method

There are many stations in the grid, each of which has a different real-time inflow and outflow status, because a lot of bikes reach or depart from a station and there is no activity for some bikes at the station. However, the descriptions obtained from station occupancy data cannot account for such differences. In addition, the density of the station is also an important indicator for evaluating the bicycle sharing system [34]. In order to handle the irregular fluctuation of each station, a Gaussian mixture model is introduced in this thesis to cluster the stations into groups. A Gaussian mixture model is a probabilistic model that assumes all the data points are generated from a mixture of a finite number of Gaussian distributions with unknown parameters. The model can also deal with differences in movement patterns. Therefore, stations in a cluster should not only be geographically close to each other, but also have a transition pattern similar to all clusters.

In this method, the number of grids is provided as K Gaussian distribution. Every Gaussian distribution can influence the bike station, and the predominant factor is π; x refers to the number of the bike station, and θ refers to parameters of the Gauss model [35,36]

θ = {π1, . . . , πk, θ1, . . . , θk}, ∑ k=1 πk = 1, πk ∈ [0, 1] (3)
\[ p(x|\theta) = \sum_{k=1}^{K} \pi_k p_k(x|\theta_k) \]  
(4)

\[ p_k(x|\theta_k) = N(x|\mu_k, \Sigma_k) \]  
(5)

Here, we estimate the model parameters \( \pi_k \) for each class of impact factors, which can be calculated in Equation (6); \( \mu_k \) is calculated in Equation (7); \( \Sigma_k \) refers to the covariance matrix shown in Equation (8).

\[ \pi_k = \frac{\sum_{i=1}^{M} Q_i(z_k^{(i)})}{M} \]  
(6)

\[ \mu_k = \frac{\sum_{i=1}^{M} x_i^{(i)} Q_i(z_k^{(i)})}{\sum_{i=1}^{M} Q_i(z_k^{(i)})} \]  
(7)

\[ \sum_k = \frac{\sum_{i=1}^{M} (x_i^{(i)} - \mu_k)(x_i^{(i)} - \mu_k)^T Q_i(z_k^{(i)})}{\sum_{i=1}^{M} Q_i(z_k^{(i)})} \]  
(8)

After that, the expectation maximization [37] (EM) algorithm is used to calculate the cluster’s results, which is shown in Equation (9).

\[ l(\theta) = \sum_{i=1}^{M} \sum_{Z(i)} Q_i(z(i)) \log \frac{p(x^{(i)}, z^{(i)}; \theta)}{Q_i(z^{(i)})} = \sum_{i=1}^{M} \sum_{k=1}^{K} Q_i(z_k^{(i)}) \log \pi_k N(x^{(i)}|\mu_k, \Sigma_k). \]  
(9)

There are two steps involved when using EM algorithm in GMM, the first of which is E-step, and the second is M-step. E-step uses observed data and the existing model to predict the missing stations and prepare for the M-step [38].

\[ Q_i(z_k^{(i)}) = p(z_k^{(i)}|x^{(i)}; \theta) = \frac{\pi_k N(x^{(i)}; \mu_k, \Sigma_k)}{\sum_{k=1}^{K} \pi_k N(x^{(i)}; \mu_k, \Sigma_k)} \]  
(10)

Here, M-step will take the derivative of the log-likelihood to obtain estimates directly.

By means of this method, the iterations are obtained until convergence, and then the \( Q_i(z_k^{(i)}) \) can be used for clustering. Later, individual stations are grouped into clusters according to their geographical locations and transition patterns.

4.2.2. GBRT

Gradient Boosting Regression Tree (GBRT) [39] is one of the most effective machine learning models for prediction, which is a non-parametric statistical learning technique for regression. It is flexible enough to fit complex nonlinear relationships. First, a sequence of simple regression trees is computed:\{\( t_1(x), t_2(x), \ldots, t_r(x) \}\}. The process is shown in Figure 5.

![Figure 5. GBRT model.](image)

Here, each tree is built to predict the residual of the preceding trees and is calculated in Equations (11) and (12).

\[ t_i = \arg \min_{\hat{g}} \sum_{i=1}^{N} L(y_i - T_{i-1}, t(x_i)). \]  
(11)
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Machine configuration: The operating environment for the experiment is Windows 10, equipped
with dual-core CPU with 2.20 GHz dominant frequency and 8 GB memory.

Datasets: This research uses bike trip data of Citibike [40] sharing system in Manhattan, New York
City. The data contain 1,037,712 trips generated by 6376 bikes and 330 stations in March 2014. Each
bike trip involves start/stop time and start/end stations. Bike stations with geographical positions
(i.e., vertices) and connections between them (i.e., edges) form an STG. The inflow and outflow of a
bike station can be obtained by counting people returning and renting bikes at the station, respectively.
Since New Yorkers make about 113,000 bike trips daily, bike trip data are reflected in part of the traffic
flows in New York City. The distribution of stations is shown in Figure 6. Figure 6a shows a general
distribution and Figure 6b shows the real-time distribution at a certain time.

\[
T_{t-1} = \sum_{i=1}^{i-1} t_i(x).
\]  

(12)

Here, \( L \) refers to a loss function in Equation (11), and \( \{ x_i, y_i \}_{i=1}^{N} \) refers the training dataset.

GBRT model should accumulate all the results of the regression tree as the final one. Each tree
learns the residual error from the last tree.

Predictions are made of the combining decisions of \( \{ t_1(x), t_2(x), \ldots, t_r(x) \} \) shown in Equation (13).

\[
T(x) = t_1(x) + t_2(x) + \ldots + t_r(x).
\]  

(13)

Here, \( x \) refers to the corresponding features, which has a significant influence on the entire traffic,
\( y_t \) is the actual value in period \( t \). \( T(x) \) refers to the prediction results.

5. Experiments and Suggestions

5.1. Building a Spatiotemporal Map Based on the New York Dataset

Figure 6. Station distribution: (a) the general distribution and (b) the real-time distribution.

Statistical analysis of all stations is carried out in the dataset, and some stations selected are shown
in Table 1. The data was selected ranging from 8 a.m. to 9 a.m. on 12 March 2014. If the actual flow rate
is positive, it means that the inflow amount exceeds the outflow amount, and if it is negative, it means
that the outflow amount exceeds the inflow amount.

Table 2 shows some of the parameters of Tri-G. An area with a radius of \((0.5 \times \sqrt{2})\) kilometers is
selected, in which Tri-G is adopted. As shown in the table, the time for building STG index is 0.27 s,
the time for meshing is 4.18 s, and the time for merging grids is 0.33 s.
Table 1. Details of data.

<table>
<thead>
<tr>
<th>Station</th>
<th>Inflow</th>
<th>Outflow</th>
<th>Actual Flow</th>
<th>Mark Stations</th>
</tr>
</thead>
<tbody>
<tr>
<td>231</td>
<td>35</td>
<td>21</td>
<td>+14</td>
<td>–</td>
</tr>
<tr>
<td>343</td>
<td>57</td>
<td>73</td>
<td>–16</td>
<td>–</td>
</tr>
<tr>
<td>25</td>
<td>102</td>
<td>37</td>
<td>+65</td>
<td>blue</td>
</tr>
<tr>
<td>78</td>
<td>12</td>
<td>78</td>
<td>–66</td>
<td>red</td>
</tr>
<tr>
<td>512</td>
<td>33</td>
<td>172</td>
<td>–139</td>
<td>red</td>
</tr>
</tbody>
</table>

Table 2. Running Time of Tri-G.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Build STG Index</th>
<th>Mesh Grid</th>
<th>Merge Grids</th>
</tr>
</thead>
<tbody>
<tr>
<td>d = 0.5 × √2</td>
<td>0.27 s</td>
<td>4.18 s</td>
<td>0.33 s</td>
</tr>
</tbody>
</table>

Figure 7. The results of grids.
Figure 7 is obtained by analyzing real-time data about the trajectory of the bicycles. Figure 7a,b are real-time images of bicycle trajectory data at 8:00 a.m. and 9:00 a.m., respectively, in New York City. As can be seen from Figure 7a to Figure 7b, the colors of some grids vary significantly. The number of the blue grids in Figure 7b is significantly larger than that of the red grids. Then, the adjacent areas of the same color are merged. If the adjacent regions have the same color, the two grids are merged into one of the grids in Figure 7c,d. Finally, we predict the 10:00 a.m. image through Figure 7c,d, and then use a 3D map to show the trend of bicycle movement at different time intervals. The results are shown in Figure 7e.

To better analyze Figure 7e, Figure 8 shows the details of Region A in Figure 7e. As can be seen from the results, most stations are blue from 8:00 to 9:00, which means that this period is the peak of bicycle outflow. In addition, there are still two red grids during this period, and the red grid continues to expand between 9:00 and 10:00, which means more people are cycling into the region. Based on these findings, the general trend of bikes can be inferred, as shown in the third picture in Figure 8.

Figure 8. Details of A.

5.2. Prediction Results

5.2.1. Preparations

Tri-G is a dispatching model that combines GMM and GBRT. To measure its efficiency, the clustering method (GMM) is compared with the other two clustering methods and the prediction method (GBRT) is compared with the other two prediction methods. During the experiment, this research also cross-combined the clustering method and the prediction method.

Clustering model:
- Contrast method: Grid clustering cluster algorithm (GC). It is a method which divides the city into uniform grids clustering. This research divides the city into uniform grids. The stations falling into the same grid belong to the same cluster.
- K-means cluster algorithm: It is a cluster algorithm, given group classification number k (k ≤ n). The method should cluster the data into k groups and consider the distance only. Bipartite clustering [41] (BC) method uses K-means to cluster.

Predictive model:
- HA: It is a method to choose the average value of the historical results.
- ARMA: It is a method to understand and predict the future value in a time series.
- HP-KNN: It is a method to predict the entire traffic and allocate each cluster based on the proportion across clusters.
- GBRT: It is a method to make direct predictions, which is similar to entire traffic prediction.

Metric: The values of Root Mean Logarithmic Squared Error (RMLSE) and Error Rate (ER) are adopted to measure the results, as shown in Equations (14) and (15).

$$RMLSE = \frac{1}{T} \sum_{t=1}^{T} \sqrt{\frac{1}{m} \sum_{i=1}^{m} \left( \frac{1}{\log(X_{C_{ij}} + 1)} - \frac{1}{\log(X_{C_{ij}} + 1)} \right)^2}$$  (14)
Here, $X_{C_l,t}$ refers to the ground truth of the inflow/outflow of cluster $C_l$ during $t$, while $\hat{X}_{C_l,t}$ refers to the corresponding prediction value.

5.2.2. Experimental Results

It is easy to understand that the larger the cluster number is, the smaller the average scope of clusters is. Thus, for each cluster, it needs to be within a reasonable bound for practical purpose. In our research, the number of clusters is chosen by experiments, and finally we cluster all the stations into clusters. This research uses New York City data to compare the detection results of different methods. The GBRT will be compared with two common methods, HA and ARMA. The inflow prediction errors are compared by clustering, which can show the prediction accuracy of our model (as shown in Table 3).

<table>
<thead>
<tr>
<th>Table 3. Inflow prediction error.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Methods</strong></td>
</tr>
<tr>
<td>RMLSE</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>ER</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Based on GC and BC, with the RMLSE measurement method, it is found that the errors of prediction accuracy decreased by 1.48% on average compared with GC and decreased by 0.1% compared with BC. Using the ER method, it is found that the error in prediction accuracy reduced by an average of 0.3% compared with GC and by 0.13% compared with BC. In addition, the average error rate using GBRT reduced by 4.13% compared with HA and by 3.3% compared with ARMA. The Inflow prediction of deviation using RMLSE and ER is shown in Table 3.

Table 4 shows the deviation of the prediction accuracy of the outflow. Using the RMLSE measurement method, it is discovered that the error in prediction accuracy was on average 1.94% lower than GC and 0.26% lower than BC. Besides, the error rate using GBRT reduced by 0.23% compared with HA and by 4.13% compared with ARMA. Using the ER method, our method also reduced by about 0.14% and 0.26% compared with the GC phase, BC. Moreover, the average error rate using GBRT reduced by 4.1% compared with HA and by 3.37% compared with ARMA.

<table>
<thead>
<tr>
<th>Table 4. Outflow prediction error.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Methods</strong></td>
</tr>
<tr>
<td>RMLSE</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>ER</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
5.3. Suggestions

According to the above experimental analysis, the map is divided into three grids, A, B, and C, which are shown in Figure 9. After analysis, it can be seen that between 8 o’clock and 9 o’clock, there are many bicycles starting from A and passing B to C. According to the survey, it is found that there are many residential areas in Grid A, several schools in Grid B, and some companies in Grid C. Therefore, it can be concluded that the flow formation may be due to the fact that many people ride bicycles to send their children to school and then go to work, consequently leading to traffic congestion around schools. Therefore, we propose increasing the number of bicycle stations in B, especially around schools in B, so as to alleviate parking pressure and solve traffic congestion.

![Figure 9](image_url)

**Figure 9.** Suggestions on bicycle stations. Grid A in red, grid B in blue, grid C in green.

According to Figure 8, we can figure out that more people rent a bike from the blue dots and return it at 9 o’clock in the red dots. The whole map is shown in Figure 10. During this period, most people move following the direction of the red arrow from blue dots. Based on this, some recommendations can be made for New York City Planning. It is recommended that 4 and 5 bus stops should be added around the blue point in the Manhattan and Brooklyn areas to improve transportation.

![Figure 10](image_url)

**Figure 10.** Suggested schematic.
6. Conclusions

This paper proposes a dynamic scheduling method of bike-sharing named Tri-G. As part of this work, New York’s bike-sharing dataset was used to conduct a case study in order to test the feasibility of the system. Tri-G used the STG to construct a 3D model on bicycle flow changes, which can intuitively show the general trend. GMM and GBRT are used to make predictions and analyze these prediction results, so as to find out effective suggestions to solve problems. The experimental results provide a useful reference for New York City traffic management departments and bike-sharing operators to take appropriate measures to alleviate traffic pressure. For example, increasing the number of public transportation tools, such as buses in specific areas of Manhattan and Queens, and encouraging them to introduce more specific policies. Additionally, RMLSE and ER were used to evaluate different clustering methods and prediction methods for the purpose of analyzing the performance of Tri-G. The results show that Tri-G is of higher prediction accuracy. However, there are still some limitations. For example, the use of bike-sharing may be affected by other factors, such as the use of commute tools like private cars and weather conditions like rainy days, which have potential to cause bias in research results. In the future, we should consider more influencing factors to get more accurate experimental results.
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