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Abstract: In public transport operations, vehicles tend to bunch together due to the instability of passenger demand and traffic conditions. Fluctuation of the expected waiting times of passengers at bus stops due to bus bunching is perceived as service unreliability and degrades the overall quality of service. For assessing the performance of high-frequency bus services, transportation authorities monitor the daily operations via Transit Management Systems (TMS) that collect vehicle positioning information in near real-time. This work explores the potential of using Automated Vehicle Location (AVL) data from the running vehicles for generating bus schedules that improve the service reliability and conform to various regulatory constraints. The computer-aided generation of optimal bus schedules is a tedious task due to the nonlinear and multi-variable nature of the bus scheduling problem. For this reason, this work develops a two-level approach where (i) the regulatory constraints are satisfied and (ii) the waiting times of passengers are optimized with the introduction of an evolutionary algorithm. This work also discusses the experimental results from the implementation of such an approach in a bi-directional bus line operated by a major bus operator in northern Europe.

Keywords: bus bunching; evolutionary optimization; constrained optimization; service reliability

1. Introduction

During the scheduling phase of bus services, a set of conflicting objectives are optimized such as the operational costs and the waiting times of passengers at stops. However, due to many exogenous factors, such as road traffic and spatio-temporal passenger demand variations, the optimal schedule does not perform as anticipated, resulting in bus bunching phenomena. This unreliability leads to passenger dissatisfaction and to additional operational costs for the service provider. Therefore, several research works related to bus bunching have tried to address the service reliability problem (Gkiotsalitis and Cats [1], Chapman and Michel [2], Pilachowski [3], Gkiotsalitis and Maslekar [4]).

In several cities where the timetables of bus services are not strictly followed, a number of informal methods have been utilized for maintaining the service reliability. In Chile for instance, drivers are assisted by an informal group of independent information intermediaries, known as “Sapos”, who record the arrival time of buses and inform the subsequent drivers in order to help them maintain uniform headways (Johnson et al. [5]). These labor-intensive practices of maintaining reliability in bus operations become inefficient when the frequency of trips is very high. This study focuses specifically on such high frequency services with dispatching headways between consecutive bus trips of less than 15 min since several studies (Randall et al. [6], Welding [7]) have shown that the arrivals of passengers at stops are not random and are tailored to the scheduled arrival times of bus trips in the case of low frequency services.
The advent of new monitoring technologies such as in-vehicle telematics and automated fare collection systems has revolutionized the monitoring capabilities of the transit service operations. Nowadays, the monitoring capabilities of the passenger waiting times at stops have been increased and, given this new information, bus operators strive to improve the reliability of their daily operations.

In past years, several methodologies were developed for enhancing the reliability of transit services. Eberlein [8] explained three ways of controlling the headways: (a) Station-control strategies which consist of (i) holding a bus at a stop and (ii) stop-skipping; (b) Interstation-control strategies consisting of speed control and traffic signal priorities and (c) On-demand vehicle addition strategies that add vehicles at some specific points of the bus routes. From the above-mentioned strategies, the first strategy that includes holding and stop skipping is considered to be the most important methodology.

To further explain the bus holding control strategy, a bus trip can be held at specific critical stops (known as control points or time points) in an effort to maintain even headways. In several works, such as the work of Hickman [9], bus holding is proposed as a real-time strategy to avoid bus bunching. The typical objective of a bus holding strategy is to ensure that the waiting times of passengers at stops do not vary significantly from the planned ones. However, recent works, such as the work of Bartholdi and Eisenstein [10], focused on maintaining even headways between bus trips at the locations of the control point stops without adhering to the planned headway values. Although bus holding can be proved beneficial to bus operations, several works have proposed to introduce limitations on holding strategies because extensive holding of bus trips can cause inconvenience to passengers, overcrowding at stops and “schedule sliding” if the bus trips are postponed due to holding (Delgado et al. [11]).

Public transport authorities use the passenger waiting times at stops to evaluate the performance of the operations in the case of high frequency services. In contrast to the low frequency services where the main objective is the service punctuality because passengers try to synchronize their arrival times at stops with the scheduled arrival times of bus trips, in high frequency services the passenger arrival times at stops are random (Welding [7]) and the waiting times of passengers at stops can be directly linked to the headways between consecutive trips (they are considered equal to half the value of the headways). O’Flaherty and Mancan [12] studied the relationship between bus headways and average passenger waiting times in peak and off-peak traffic conditions. The holding problem has been examined as a multi-objective problem in other works such as Barnett [13], where a holding strategy of individual buses at control stops tries to minimize at the same time the passenger waiting times and the delay of on-board passengers. Turnquist [14] studied in more detail the effects of schedule reliability and bus frequency on the waiting times experienced by the passengers. In addition, the stochastic nature of passenger waiting times was considered in the work of Gkiotsalitis and Maslekar [15], where a stochastic search and branch hopping/merging algorithm was used for reducing the excess waiting times of passengers.

Apart from bus holding, a variety of other solution strategies have been proposed for improving the bus operations. Adherence to the planned timetables was proposed by Bates et al. [16] and Daganzo [17] where the latter worked on an adaptive control scheme that focused on achieving target headways by adjusting the bus cruising speed. In such a scheme, when a bus arrives at a control point its headway is compared to a pre-specified target headway value for performing the appropriate adjustment. Other works, such as Friedman [18], have focused only on the dispatching times of bus trips by developing mathematical models to optimize the departure times of buses.

The above-mentioned works focus on specific problems such as the (i) timetable design and the (ii) real-time control. This paper focuses on the first problem of timetable design for high frequency services with a specific target of reducing the passenger waiting time fluctuations and satisfying the resource limitations in terms of fleet size and regulatory constraints. Regulatory constraints such as bus driver meal breaks, layover times and dispatching headway bounds are interconnected and any change in the bus timetables can lead to violations of different constraints. Satisfying the regulatory
constraints and minimizing the Excess Waiting Times (EWT) of passengers at control point stops turns the timetabling problem into a discrete, constrained optimization problem which does not exhibit a polynomial computational complexity. For this reason, this paper presents an evolutionary algorithm for exploring the vast solution space under a set of constraint limitations. The performance of the proposed algorithm, the improvement in the timetable design and the improvement of passengers waiting times at stops in real operations under different assumptions of travel time variations are tested in a bi-directional bus line from a major bus operator in northern Europe.

2. Related Work

Yan and Chen [19] developed a model for timetable design by formulating the movement of bus trips and the passenger flows in order to manage the interrelationship between passenger demand and bus trip supply. They formulated the problem as a mixed integer multiple commodity network flow problem and a Lagrangian heuristic algorithm was developed for solving it.

Niu and Tian [20] developed a methodology to determine the dispatching times of bus trips subject to capacity constraints with the use of heuristic algorithms. This methodology was based on the concept that a constant headway cannot satisfy effectively the time-dependent passenger demand. In contrary, an irregular schedule that allows uneven headways might be able to accommodate the dynamic demand patterns. The operational time was divided into various equal time periods to formulate the transit scheduling problem. Considering the dwell times and the trip travel times, the dispatching time of each bus trip was calculated subject to inequality constraints that belong to the specific operational time period. The objectives were the reduction of passenger waiting times and the reduction of the number of vehicles leading to a bi-objective function which is also adopted by other works such as Gkiotsalitis and Cats [21] and Ceder et al. [22]. In particular, Ceder et al. [22] followed this bi-objective optimization approach for minimizing headway deviations and passenger loads at the same time using a graphical heuristic approach.

Sun et al. [23] explored the idea of using a flexible timetable optimization based on hybrid vehicle sizes in order to address the travel demand fluctuations. This study compared operational strategies like total travel times and total costs of using large size or smaller size buses at different time periods such as peak and off-peak periods. Following this approach, the total in-vehicle time cost and the waiting time cost at stops were considered. In addition, an optimization model considering hybrid, large and smaller-size vehicles was solved with the use of an adaptive heuristic algorithm. From the results, it was observed that a hybrid bus schedule providing the benefits of both large and smaller size vehicles can be implemented for reducing the operational costs and managing the passenger demand more efficiently. Nevertheless, limitations in resources such as the availability of different bus types might restrict the applicability of such a method in practical problems.

Chen [24] defined a timetable setting problem to determine the dispatching time of bus trips based on the flow intensity of passengers. This method minimized the total waiting time of passengers at stops by determining the number of bus trips for each time period and the dispatching times of these trips using dynamic optimization. Using dynamic programming, the arrangements of bus trips were designed as a multi-stage optimization problem which was optimized by finding the global optimal solution. The dispatching times of bus trips were computed by considering the passenger flow intensity, the available resources and the operational costs for each optimization time period.

More recently, Gkiotsalitis and Stathopoulos [25] developed a method for modifying the dispatching times of trips in order to reduce the waiting time deviation of passengers at stops and synchronize the arrival times of buses at specific stops with the starting times of activities (i.e., major events that can be derived from social media data (Gkiotsalitis and Stathopoulos [26])). This multi-objective optimization was treated as a single-objective optimization problem with the use of weight factors for each one of the main objectives.

Other works related to timetable design for railway services, such as Shi et al. [27], utilized also the minimization of passenger waiting times as the main problem objective. The focus of such works
was on loop-shaped lines that connect several radial lines together; thereby, enhancing the accessibility of the rail network. For enhancing the accessibility of the rail network, Shi et al. [27] formulated a bi-objective function considering the waiting times at the stops of the line together with the waiting times related to passenger transfers subject to constraints such as total trip times, departure times, headways to be maintained, arrival times and dwell times. This formulation resulted in a nonlinear programming problem which was also non-convex. Hence a genetic algorithm was applied and was effective in reducing the passenger waiting times. However, the optimization during off-peak periods was more effective than the peak periods due to the shorter headways that are exhibited during the peak periods.

It is also worth noting that several other works from the field of logistics (i.e., Cattaruzza et al. [28], Du et al. [29]) focus on developing daily schedules for deliveries with the objective of reducing the operational costs while satisfying all delivery requests. Nevertheless, a distinct difference between the delivery scheduling problems and the transit timetabling problems is the inclusion of multiple vehicle routing sub-problems in the scheduling phase of the former.

The majority of the previous timetable optimization approaches have developed methodologies to optimize passenger waiting times without an in-depth consideration of the resource limitations of the transit service providers. For instance, many times it is impractical to introduce new trips in a route in order to meet the passenger demand fluctuations given the inherent resource limitations. This paper explores this area by including resource constraints such as driver meal and resting times in the problem definition and developing a Genetic Algorithm (GA) to optimize the resulting objective function as it is presented in the next sections.

3. Modelling the Multi-Constrained Scheduling Problem

Buses are assigned to a service route during the frequency setting phase of transit planning. The problem of timetable optimization is formulated by considering the expected trip travel times and the resource limitations of bus lines. A timetable can be represented by a two-dimensional matrix denoted as $D$. This matrix has $|N| \times |S|$ dimensions where $|N|$ represents the number of planned trips for the day and $|S|$ denotes the number of stops in the line. Every element $D_{i,j}$ in the matrix $D$ represents the scheduled time of arrival of bus trip $i$ at stop $j$ in minutes. In order to simplify the notation, the arrival time and the departure time differ by $k = 12 \text{ s}$ following the work of Dueker et al. [30] which observed that a typical dwell time is in the range of $12.29 \pm 13.47 \text{ s}$. For improving the efficiency of bus services, the dispatching times of buses are modified to create an optimized schedule. Table 1 presents the common notation used in this work for modelling the multi-constrained bus scheduling problem.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>Scheduled arrival time of each trip at each stop</td>
</tr>
<tr>
<td>$N$</td>
<td>Set of trips in the selected line for a day</td>
</tr>
<tr>
<td>$S$</td>
<td>Set of stops in the selected line</td>
</tr>
<tr>
<td>$h_{\text{max}}$</td>
<td>Upper limit of dispatching headways between consecutive trips</td>
</tr>
<tr>
<td>$h_{\text{min}}$</td>
<td>Lower limit of dispatching headways between consecutive trips</td>
</tr>
<tr>
<td>$l$</td>
<td>Allowed layover/Break time for each trip</td>
</tr>
<tr>
<td>$m$</td>
<td>Allowed mealtime break for every bus driver</td>
</tr>
<tr>
<td>$b_{\text{first}}$</td>
<td>start time of the first trip of the day</td>
</tr>
<tr>
<td>$b_{\text{last}}$</td>
<td>start time of the last trip of the day</td>
</tr>
<tr>
<td>$k$</td>
<td>typical dwell time at stops</td>
</tr>
<tr>
<td>$t_{i,j}$</td>
<td>estimated travel time of trip $i$ between stops $j$ and $j + 1$</td>
</tr>
</tbody>
</table>
3.1. Passenger Excess Waiting Times

The Excess Waiting Times (EWT) of passengers at control point stops is the key performance index in bus schedule optimization problems of high frequency services. EWT is the time spent waiting for the bus due to the bus headway deviations from their target values. The EWT of the entire service is a linear weighted function of the EWTs of passengers at different stops during different periods of day.

The bus service performance is measured in terms of daily EWT values in several cities with high frequency services such as London (TfL [31]) and Singapore (LTA [32]). The EWT targets the improvement of the service reliability from the passengers side, rather than the service provider’s side as explained in van Oort [33]. For calculating the waiting time variance of passengers over the entire day, transport authorities in metropolises such as London and Singapore use the following formula:

\[
\frac{1}{|S|} \sum_{j=1}^{N} \frac{1}{|N| - 1} \sum_{i=1}^{N-1} \left( \frac{(D_{i+1,j} - D_{ij})^2}{2(D_{i+1,j} - D_{ij})} - \frac{(D_{i+1,j} - D_{ij})}{2(|N| - 1)} \right)
\]

(1)

where \(D_{ij}\) is time of arrival of the \(i\)th trip at \(j\)th stop in minutes. The EWT depends on the scheduled arrival time of buses at each stop. The EWT function of Equation (1) is nonlinear and this increases the complexity of the optimization problem. In order to improve the reliability of the service without introducing new trips, the only available control measure at the timetable design phase is the modification of the dispatching times of bus trips.

Apart from the EWTs of passengers, transportation authorities impose regulatory constraints for the bus services. These constraints should be satisfied during the timetable design phase and a set of such regulatory constraints is described in the remainder of this section.

3.2. Dispatching Headway Range Constraint

A first requirement from transport authorities is that buses from the same line should not be dispatched simultaneously. In addition, the dispatching times of consecutive bus trips should not exceed the predefined target of bus dispatching time intervals. These two requirements establish a lower and upper limit for the dispatching times of consecutive bus trips. These lower and upper limits for the dispatching headways of successive trips can vary during different time periods of the day since the service frequency is typically higher during peak times and lower during off-peak periods. The upper limit of dispatching headways is denoted as \(h_{\text{max}}\) and the lower limit as \(h_{\text{min}}\). Therefore, the dispatching times of two consecutive bus trips \(i, i+1\) should satisfy the following inequality:

\[
h_{\text{min}} \leq (D_{i+1,1} - D_{i,1}) \leq h_{\text{max}} \quad \forall i \in N
\]

(2)

where \(D_{i,1}\) and \(D_{i+1,1}\) are the dispatching times of trips \(i\) and \(i+1\). It is worth mentioning that Equation (2) assumes that the lower and upper dispatching limits are stable throughout the day; however, their values can vary for different time periods of the day based on the frequency setting requirements without loss of generality.

3.3. Layover Time Constraint

Every daily trip operated by a bus driver should enjoy a specific time period of recovery before the next trip operated by the same driver starts. This resting time requirement for the driver is a layover time which can vary from zero to several minutes. A layover time \(l\) can be integrated into the mathematical model in the form of an inequality constraint:

\[
L = D_{i,1} - D_{ip,|S|} \\
L \geq l
\]

(3)
where \( D_{i,1} \) denotes the scheduled departure time of the \( i \)th trip and \( D_{ip,|S|} \) denotes the scheduled arrival time of the previous trip operated by the same bus driver at the last stop. This inequality constraint ensures that the bus driver will rest for a time period which is at least equal to the layover time \( l \) before starting his/her next trip.

### 3.4. Mealtime Constraint

Another typical regulatory constraint is the meal time constraint which ensures that a bus driver has an adequate break during a specific time of the day. The meal time duration, \( M \), is fixed by the transport authorities and can form the following set of inequality constraints:

\[
M = D_{i,1} - D_{mt,|S|}
\]

\[
M \geq m \tag{4}
\]

where \( D_{i,1} \) denotes the scheduled departure time of the \( i \)th trip and \( D_{mt,|S|} \) denotes the scheduled arrival time of the previous trip operated by the same bus driver who had to take a meal time break at the last stop.

### 3.5. Departure Time Constraint

This constraint ensures that the dispatching times of the first and the final trip of the day cannot be modified for avoiding “schedule sliding”. Following this approach, the total duration of the daily trips is strictly regulated and the daily operations are not prolonged; this is something that could have implicated the rostering of bus drivers. The constraints have the following form:

\[
D_{1,1} = b_{first}
\]

\[
D_{|N|,1} = b_{last} \tag{5}
\]

where \( D_{1,1} \) is the dispatching time of the first trip of the day and \( D_{|N|,1} \) the dispatching time of the last trip of the day.

### 3.6. Mathematical Program of the Timetabling Problem

The service-wide excess waiting times of passengers presented in Equation (1) is the objective function of our problem which can be written in the standard form by introducing the full set of regulatory constraints as:

\[
\min_{D} f(D) = \frac{1}{|S|} \sum_{j=1}^{|S|} \frac{1}{|N| - 1} \sum_{i=1}^{|N| - 1} \left( \frac{(D_{i+1,j} - D_{ij})^2}{2(D_{i+1,j} - D_{ij})} - \frac{(D_{i+1,j} - D_{ij})}{2(|N| - 1)} \right)
\]

s.t.

\[
h_{max} - (D_{i+1,0} - D_{i,0}) \geq 0
\]

\[
(D_{i+1,1} - D_{i,1}) - h_{min} \geq 0
\]

\[
(D_{i,1} - D_{ip,|S|}) - l \geq 0
\]

\[
(D_{i,1} - D_{mt,|S|}) - m \geq 0
\]

\[
D_{1,1} - b_{first} = 0
\]

\[
D_{|N|,1} - b_{last} = 0
\]

As it is evident from the problem definition of Equation (6), the decision variables of the problem are the arrival times of bus trips at stops, \( D \). However, the arrival time of a trip at one stop is defined based on the travel times between bus stops that can be derived from the analysis of historical
Automated Vehicle Location (AVL) data. Therefore, the arrival time of a trip at a stop cannot be decided directly from the bus operator. To the contrary, the bus operator can define the dispatching times of trips during the timetabling phase and these dispatching times can modify the respective arrival times at stops. As a result, the following equality constraint is added to the problem of Equation (6):

\[
D_{i,s} = D_{i,1} + \sum_{j=1}^{s-1} t_{ij} + \sum_{j=1}^{s-1} k
\]  

(7)

where Equation (7) denotes that the arrival time of a bus trip \(i\) at stop \(s \in S\) is equal to the dispatching time of that trip, \(D_{i,1}\), plus the estimated link travel times and dwell times from the departure stop until stop \(s\).

The objective function of Equation (6) is a non-convex function and computing the global optimum of such a function is a computational intractable problem. The decision variables of the timetabling problem, which are the dispatching times of trips, can take discrete values because a timetable is expressed in minutes and applying exhaustive enumeration for finding the optimal dispatching times can be practical only for small-scale problems due to the exponential computational cost of simple enumeration.

3.7. Exterior Point Penalties for Multi-Constrained Scheduling

The computed timetable that minimizes the EWTs of passengers should satisfy all regulatory constraints. Due to the presence of numerous equality and inequality constraints, an exterior point penalty method is adopted. Penalty methods (known also as barrier methods) use penalties and weights for transforming constrained optimization problems to unconstrained ones by adding the constraints to the objective function which ideally converges to the solution of the original constrained problem. The new objective function that uses exterior point penalties is called penalty function and such penalty functions are widely used in software packages for constrained optimization problems. In our problem, the objective function \(f(D)\) of Equation (6) together with the associated constraints can be reformulated as:

\[
\min_D p(D) = f(D) + \sum_{i=1}^{E_1} w_i (\min\{0, c_i(D)\})^2 + \sum_{j=1}^{E_2} w_j (c_j(D))^2
\]  

(8)

where \(E_1\) is the total number of inequality constraints and \(E_2\) the total number of equality constraints presented in Equations (6) and (7). In addition \(c_i(D)\) represents the value of the \(i^{th}\) constraint for a specific set of arrival times at stops, \(D\). For instance, if the \(j^{th}\) constraint refers to the equality constraint \(D_{1,1} - b_{\text{first}} = 0\), then \(c_j(D) = D_{1,1} - b_{\text{first}}\). If \(c_j(D) \neq 0\) then this constraint is violated and penalizes the penalty function by a value of \(w_j (c_j(D))^2\) where \(w_j\) is a weight factor for ensuring that the constraints have more impact to the penalty function than the objective function score \(f(D)\) and are prioritized during the optimization process.

Similarly, \(c_i(D)\) represents the value of the \(i^{th}\) inequality constraint for a specific set of arrival times at stops, \(D\). To provide a tangible example, if the inequality constraint is \(h_{\text{max}} - (D_{i+1,0} - D_{i,0}) \geq 0\), then \(c_i(D) = h_{\text{max}} - (D_{i+1,0} - D_{i,0})\). If \(c_i(D) < 0\), then this inequality constraint is violated. At the same time, \(\min\{0, c_i(D)\} = c_i(D)\) and the penalty function value increases by \(w_i (\min\{0, c_i(D)\})^2\). In contrary, if \(c_i(D) \geq 0\), then the \(i^{th}\) inequality constraint is satisfied and the penalty function remains unaffected since \(\min\{0, c_i(D)\} = 0\).

As it is evident from the analysis, the penalty function is formed in such a way that its score is increased progressively when a constraint is violated and remains unaffected when a constraint is satisfied. The constraints of Equation (8) are also interrelated and satisfying one constraint might lead to the violation of another or to the increase of passengers’ EWTs.
4. Solution Method-Evolutionary Optimization

The timetabling problem is formulated as a discrete unconstrained optimization problem with a non-convex penalty function that needs to be minimized. The non-convexity of the penalty function reduces the probability of finding the global optimum solution with exact optimization methods; whereas, its discrete nature makes the optimization process very slow and prohibits its solution in polynomial time. Therefore, this section proposes a Genetic Algorithm (GA) tailored to the specific needs of the timetabling problem for finding an approximation to the global optimum solution.

GAs explore the solution space by focusing on the structure of the problem instead of the form of the function that needs to be minimized. Therefore, they have better performance for problems where the minimized function is non-convex and the problem at hand is a complex, multi-variate one (De-rong et al. [34]).

The proposed GA algorithm utilizes problem-specific mutations that help to reduce the computational cost. The GA starts the optimization from an initial random guess. The initial random guess is a solution to the problem which is not optimal and is selected randomly. For instance, a random guess can be a set of randomly selected dispatching times $D_i$ for all trips $i \in N$.

Starting from an initial random guess, the GA evaluates the value of the penalty function for such a solution and tries to reduce this value by modifying the dispatching times of the initial random guess. The dispatching times can be modified by introducing small changes to the dispatching times of the random guess solution and the GA optimizes the multi-constrained timetabling problem by selecting the elite offspring of each generation. The evolution to new generations follows a greedy rule that does not permit the generation of inferior offsprings; thus, ensuring that the penalty function score cannot increase from generation to generation.

In order to reduce the penalty function value, the dispatching times of the random guess can be modified by a value of up to $\alpha$ minutes. Given also the requirement of discrete dispatching times that should be expressed in minutes, each dispatching time modification can receive values from the set $[-\alpha, -\alpha - 1, ..., 0, ..., +\alpha - 1, +\alpha]$ where $\alpha$ is expressed in minutes.

The dispatching time modifications affect the arrival times of the bus trips at the following stops as expressed in Equation (7). This results in a new timetable, $D$, and the penalty function value for such timetable, $p(D)$, can be computed for understanding if such change is in the right direction.

The developed GA is specific to the timetabling problem. The GA starts by evaluating the penalty function value for the initial random guess. The initial random guess is considered as the first parent of the GA and can be denoted as $A$. Its penalty function score then is $p(D_A)$ where $D_A$ is the matrix of bus arrival times at stops when using the dispatching times of the initial random guess. Then, another random solution can be generated forming the second parent of the GA which can be denoted as $B$ and its penalty function value is $p(D_B)$.

The GA then starts a crossover in which small subsets of trips (“genes”) from parents $A$ and $B$ are exchanged between them in a random manner. The number of exchanged trips is dynamically updated based on the influence of the exchange to the minimization of the penalty function score. The fitness value of the generated offspring is evaluated after the exchange and if there is no improvement, the recombination of the parents continuous with a different number of exchanged genes until an improvement is observed. This approach differs from the typical crossover phase of a GA where the genes of the two parents are exchanged at a random crossover point as it is presented in Figure 1 (Shrestha and Mahmood [35]).

After the crossover phase which results in an offspring that has a better fitness than its parents, a mutation is performed on the dataset. Two types of mutation are developed for the optimization problem. The first type is an educated mutation which tries to satisfy the entirety of layover constraints by modifying the dispatching times of trips that violate the layover constraints. The second mutation type focuses on changing the dispatching times of a set of trips which is selected based on the common genes detection method proposed by Tsai et al. [36]. This method helps to reduce the search space of the algorithm and speed up the optimization process.
With each new generation, the penalty function score is either reduced or is equal to its previous levels. This process continues by updating the parents and the evolution terminates when the penalty function cannot be reduced further. It should be noted here that the reduction of the penalty function score from generation to generation does not guarantee that the EWT of passengers is also reduced. For instance, modifying the dispatching times of trips can reduce the value of the penalty function if several constraints are satisfied even if the EWTs of passengers are increased for such modifications. Nevertheless, when all constraints are satisfied, the penalty function value and the value of the EWTs of passengers are equal because the penalties of the constraints are equal to zero. Therefore, after finding a solution which satisfies all constraints, it is guaranteed that every reduction to the penalty function results in an equivalent reduction to the EWT of passengers.

5. Case Study

Schedule Optimization of a Bi-Directional Bus Service

In this case study, the timetable of a bi-directional bus line from a major bus operator in northern Europe is optimized. This bi-directional service has nine (9) control point stops where the EWT of passengers is monitored. In addition, a total number of 224 trips are allocated to this service and the objective is to define their optimal dispatching times for minimizing the EWTs of passengers at the 9 control point stops while satisfying the full set of regulatory constraints. From the 224 trips, 112 trips are allocated to direction 1 and 112 trips to direction 2.

For computing the optimal dispatching times, the travel times of bus trips between the control points are estimated with the use of Automated Vehicle Location (AVL) data gathered over a 4-month period. Travel times in transport networks can vary significantly over different time periods of the day due to road traffic and passenger demand fluctuations (Dorbritz et al. [37]). This is evident in our analysis of historical AVL data, the results of which are presented in Figure 2. Figure 2 presents the estimated travel times between control stops for all daily trips. In direction 1, the travel times between control point stops 6 and 7 have the highest values of 19–22 min which peak between trips 3 to 25 and trips 76 to 85. A similar pattern can be observed between control point stops 3 and 4 from the 118th trip to the 126th and from the 180th to the 200th. The lowest travel time is observed between control point stops 1 and 2 and control point stops 5 and 6 as well as control point stops 8 and 9 on both directions.
Given the limitations of the available 4-month AVL data, this study used the average values of the observed travel times between control point stops for each bus trip in order to produce timetables in a deterministic manner. At this point, it should be noted that the resulting timetable from this deterministic optimization approach will perform best if the actual travel times of the daily trips are close to their mean values. Nevertheless, this is not always the case and incorporating the stochasticity of travel times to the optimization process might improve the reliability of the resulting timetable. For performing such stochastic optimization, one should analyze historical AVL data from an extensive time period in order to unveil the characteristics of the stochastic nature of travel times for different trip dispatching times (something that can be the scope of a future research work with a specific focus on this aspect).

The resulting timetable of the deterministic optimization process that considers the average travel time values of bus trips between control point stops includes information regarding the arrival times of bus trips at the nine different control point stops of both directions along with details of the trip and bus IDs. The first trip of the day is instructed to start at 5:25 a.m. and the last trip of the day 42 min after midnight (00:42 a.m.). For ease of computation, all day times are converted into minutes. Hence 5:25 a.m. is the 325th min of the day and 00:42 a.m. the 1482th min.

Analyzing the regulatory constraints, the timetable should satisfy the layover constraints which dictate a minimum 9-min break between successive trips operated by the same driver. In addition, at specific times of the day, the bus drivers should have a mandatory mealtime break of at least 23 min. Finally, the ranges of the dispatching headways are divided into four time periods. During each time period the dispatching headways of successive bus trips which are reported at the timetable should be within the range of the lower and upper dispatching headway limits as they are presented in Table 2. From Table 2 it is evident that the examined bus service is a high frequency service and the passengers cannot coordinate their arrivals at stops with the scheduled bus arrivals since the maximum allowed value of dispatching headways is always lower than 16 min; thus, it is reasonable to consider random passenger arrivals.

Figure 2. Estimation of Travel Times between control point stops in minutes for all daily trips.
Table 2. Lower and Upper Limits of Dispatching Headways between consecutive Trips for different Time Periods of the Day.

<table>
<thead>
<tr>
<th>Time Period (min.)</th>
<th>Direction 1</th>
<th>Direction 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>390–510</td>
<td>6–10 min</td>
<td>7–11 min</td>
</tr>
<tr>
<td>510–1020</td>
<td>5–13 min</td>
<td>7–13 min</td>
</tr>
<tr>
<td>1020–1140</td>
<td>8–15 min</td>
<td>7–9 min</td>
</tr>
<tr>
<td>1140–1380</td>
<td>10–16 min</td>
<td>9–15 min</td>
</tr>
</tbody>
</table>

Although the daily trips start from the 325th min of the day, the mandatory dispatching headway ranges are applied from the 390th min of the day (or from 06:30 a.m.) until the 1380th min of the day (or 11:00 p.m.). The reason behind this is that during the four time periods of the day presented in Table 2, the consecutive dispatching headways should be such that the frequency of the service is in accordance with the peak and off-peak passenger demand patterns for avoiding the under-utilization of buses.

The above-mentioned regulatory constraints introduce a series of equality and inequality constraints into the problem. In an effort to compute an optimal timetable, these constraints are introduced to a penalty function which considers the excess waiting times of passengers at the control point stops according to Equation (8).

The GA described in the previous section is then utilized for optimizing the penalty function. Due to the heuristic nature of the GA, the optimization results can fluctuate significantly throughout the optimization process as it is presented in Figure 3. Figure 3 presents the fluctuation of the penalty function score and the EWT value at each new generation of the GA. Before starting the evolution to new generations, an initial solution guess is randomly selected with an EWT value of 0.297 min. This initial solution guess violates a number of regulatory constraints and exhibits a high penalty function score. Therefore, the GA tries find new offsprings at each generation that have an improved fitness value and reduce the penalty function score.

![Figure 3. Penalty function reduction at every iteration of the GA.](image)

From Figure 3, it is evident that all constraints are satisfied after 14 generations and at that point the penalty function value is equal to the EWT of passengers at the control point stops (as it is noted by the point P that has a value of 0.44 min). From the beginning of the optimization process until the 14th generation, the EWT of passengers was increased because the GA prioritized the satisfaction of
After the 14th generation, all regulatory constraints are satisfied and every new generation improves the penalty function score and the EWT of passengers simultaneously because the two functions have become identical. The evolution continuous until the 113th generation because after that generation there are no further improvements at the penalty function score. At that generation, the service-wide excess waiting time of passengers is 0.298 min and the computed timetable satisfies all regulatory constraints. It should be noted here that if the travel times between control point stops were stable throughout the day, the EWT of passengers could have been even closer to zero.

The GA optimization has been programmed in Python 2.7 and has been implemented in a computing machine with a 2.40 GHz processor and 16 GB RAM. After the implementation of the GA, the dispatching headways of consecutive bus trips of the initial random guess solution and the optimized timetable are summarized in Figure 4.

In the initial process of satisfying all the constraints that lasted up to the 14th generation, the interrelation of the regulatory constraints led to constraint asatisfaction trade-offs at each evolution step. Figure 5 presents these constraint satisfaction trade-offs at each generation of the GA. Initially, the vast majority of violated regulatory constraints was related to layover times (31 violations). At the 2nd generation, the dispatching time modifications of the daily trips reduced significantly the layover constraint violations from 31 to 6 but increased slightly the mealtime and dispatching headway range constraints. This trade-off among violated constraints continuous from generation to generation until all constraints are satisfied.

![Figure 4.](image-url) Dispatching headways between consecutive trips of the initial random guess and the optimized timetable.
6. Studying the Travel Time Variation Effect in Real Operations Using Simulations

In the previous subsection, the historical AVL data from the bi-directional bus line was used for estimating the travel times between control point stops when computing the optimal timetable. However, the estimated travel times that are used for transport planning purposes can vary significantly from the actual travel times during the daily operations because randomness and heterogeneity are in the nature of traffic phenomena (Hollander and Liu [38]).

The fluctuation of travel times is an important part of transit operations and can impact the reliability of the service. In addition, if travel times vary significantly from their expected values, the scheduled plans might be modified and several regulatory constraints might be violated.

For this reason, the influence of travel time variations during the daily operations to the EWTs of passengers and the regulatory constraints is investigated. During the timetabling phase, the optimal timetable satisfies all regulatory constraints and keeps the EWTs of passengers to a minimum ensuring the service reliability. Nevertheless, during the daily operations the actual travel times can vary significantly from the expected ones and the performance of the service might be compromised.

As a realistic service is prone to variation in travel times, it is necessary to study and observe the efficiency of the optimized timetable for different travel time variation scenarios. In order to study this effect, a set of simulation experiments are implemented. In each simulation, the travel times between control point stops are allowed to vary from their expected values by 10%, 20%, 30%, ..., 80% and their values are sampled from a normal distribution with mean value equal to the expected travel time value and standard deviation equal to the variation percentage multiplied by the value of the expected travel time. For each one of the scenarios, 1000 simulations are implemented where the link travel times are sampled from the normal distribution and the results are presented in Figure 6 using the Tukey boxplot.
One can observe from Figure 6 that as the percentage of variation in control point travel times increases, the violation of regulatory constraints remains stable up to a point and then increases in a disproportionate fashion. For up to a 50% variation from the expected travel times, the optimal timetable performs well and the regulatory constraints are satisfied during the daily operations. This is an important finding that demonstrates the resilience of the optimal timetable to travel time fluctuations due to exogenous factors. However, if the variance reaches the critical level of 70%, suddenly many regulatory constraints are violated and the optimized timetable does not improve the service at the extent that it should. The same applies also for the case of 80% variation from the expected travel times where the regulatory constraint violations increase disproportionally demonstrating that the optimal timetable cannot keep up with the significant spatio-temporal variations during the actual operations.

7. Results and Concluding Remarks

This study focused on the timetabling problem with the objective of reducing the excess waiting times of passengers at control point stops while satisfying the regulatory constraints. This study utilized information from telematic systems that monitor the daily operations for estimating the travel times between control point stops at different times of the day and computing timetables that can improve the service reliability.

In order to compute the timetables with the use of historical AVL data, the timetabling problem was formulated as a discrete, non-convex and multi-constrained optimization problem. For this reason, a problem-specific GA was developed that updated dynamically the exchange of genes between population members during the crossover phase in order to generate more fit offsprings. This solution method was applied in a bi-directional bus line in north Europe producing a timetable that satisfied all regulatory constraints for an excess waiting time of passengers at the level of 0.298 min as it was presented in Figures 3 and 5. From the analysis, it was observed that:

- All violated constraints were satisfied after a number of population evolutions;
- During the satisfaction of violated constraints, the EWTs of passengers were negatively impacted and were increased by 30%;
- After the satisfaction of constraints, the EWTs of passengers were improved leading to a 0.298-min service-wide EWT.

The EWT value of the optimized timetable will occur in practice if the actual travel times of buses are equal to the estimated ones. However, this is not the case in real-world operations. For instance,
well-controlled services with planned timetables that have EWT values close to zero exhibit daily EWTs of 0.8 to 2 min (TfL [39]) in real-world operations. Due to that, this work investigated the impact of the fluctuations of the actual travel times to the EWTs of passengers. In principal, even the smallest travel time fluctuation has the ability to increase the ideal service-wide EWT of 0.298 min of our optimal timetable. For this reason, a simulation-based validation was performed where travel times were allowed to vary from their expected values for 10%, 20%, ..., 80%. In this analysis, the service-wide EWT showed resilience for travel time variations of up to 50% but after that point the EWTs and constraint violations were increased in a disproportionate manner. This is a key finding that underlines the importance of addressing exogenous factors such as road traffic and/or road works for maintaining the reliability of the running services.

In future work, the timetabling optimization, which focused on satisfying the regulatory constraints, using AVL-data insights for estimating the travel times, can be expanded even further for improving the excess waiting times of passengers at transfer stops in order to increase the reliability of multi-modal trips. In addition, the stochastic nature of the travel times can be incorporated in the objective function of the timetabling optimization resulting in a stochastic optimization problem with the use of supervised learning methods or by fitting the observed travel times from the archived AVL data to probability distributions. In this way, the reliability improvement potential of stochastically optimized timetables can be further examined. Finally, it is worth examining the potential improvement of the proposed GA convergence rate during the timetabling optimization after incorporating in it advanced hybridization techniques that are described in recent works related to forecasting problems (such as the work of Lopez-Garcia et al. [40] on predicting the short-term travel times in highways).
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Abbreviations
The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVL</td>
<td>Automated Vehicle Location</td>
</tr>
<tr>
<td>EA</td>
<td>Evolutionary Algorithm</td>
</tr>
<tr>
<td>EWT</td>
<td>Excess Waiting Time</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic Algorithm</td>
</tr>
<tr>
<td>TMS</td>
<td>Transit Management Systems</td>
</tr>
<tr>
<td>TT</td>
<td>Travel Time</td>
</tr>
</tbody>
</table>
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