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Abstract: A dynamic network is the abstraction of distributed systems with frequent network topology changes. With such dynamic network models, fundamental distributed computing problems can be formally studied with rigorous correctness. Although quite a number of models have been proposed and studied for dynamic networks, the existing models are usually defined from the point of view of connectivity properties. In this paper, instead, we examine the dynamicity of network topology according to the procedure of changes, i.e., how the topology or links change. Following such an approach, we propose the notion of the “instant path” and define two dynamic network models based on the instant path. Based on these two models, we design distributed algorithms for the problem of information dissemination respectively, one of the fundamental distributing computing problems. The correctness of our algorithms is formally proved and their performance in time cost and communication cost is analyzed. Compared with existing connectivity based dynamic network models and algorithms, our procedure based ones are definitely easier to be instantiated in the practical design and deployment of dynamic networks.
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1. Introduction

Due to the rapid development of wireless technologies, the dynamic network is attracting more and more attention from researchers on study of distributed computing theory. A dynamic network is the general abstraction of networks with frequent topology changes [1–4]. The instances of dynamic networks cover various types of wireless networks, such as mobile ad hoc networks (MANET), wireless sensor networks (WSN), and vehicular ad hoc networks (VANET).

To cope with frequent topology changes of dynamic networks, quite a lot of work has been studied, including new system models and distributed algorithms. Distributed algorithms are designed to directly solve fundamental distributed computing problems such as naming, counting, and information dissemination [5–9] in dynamic networks. System models define and constrain the behaviors of underlying nodes or processes in a distributed system via abstractive assumptions and properties. Such assumptions and constraints are the basis and fundament of distributed algorithms, because arbitrary dynamic changes without any constraints will cause the impossibility of provable correctness in any computing task [10].

Most dynamic network models are defined by examining the effect of topology changes on network connectivity [3,10]. More precisely, they are concerned about whether the network is connected under topology changes rather than how these changes occur. Such connectivity based models are reasonable and useful because distributed computing applications certainly rely on the connectivity...
properties of networks. Based on these connectivity models, quite a number of fundamental distributed computing problems have been solved, including information dissemination.

However, connectivity based models have their shortcomings. As aforementioned, these models define network dynamicity in the point of view of connectivity properties of the network against dynamic topology changes. That is, they concern about the “result” of topology changes rather than the “procedure” of changes. Such an approach makes connectivity based models cannot be easily mapped to practical networks because there is no clue about how the nodes or links may change. Then, how to deploy a network with connectivity models is difficult.

Although there are some graphs based dynamic network models considering the time property of links (i.e., edges in the graph) \[11,12\], these models just provide methods to represent the change of network topologies and do not define the assumptions/constraints on these changes. Consequently, dynamic graph models cannot provide the properties/assumptions necessary to solve distributed computing problems. Shang \[13,14\] introduces a class of evolving range-dependent random graphs that gives a tractable framework for modeling. Since a probability is associated with the link between two agents, the information dissemination algorithm cannot get accurate results based on these models.

In this paper, we consider filling in the gap of “procedure” based dynamic network models. We first propose the notion of the “instant path”, which is the abstraction of the communication path between network nodes. With such a notion, we define two dynamicity models, named \((T, l)-\text{path}\) and \((T, l)^*\)-\text{path}. These new models describe the topology dynamicity in terms of the procedure of communication paths, including node join and leave. Such models are more easily to be examined and observed in a real deployment of dynamic networks. With the new dynamic network models, we design several distributed algorithms for information dissemination.

Information dissemination is one of the fundamental problems in distributed computing, which is concerned with how to disseminate information to all the nodes in the network, with as little time cost and communication cost as possible \[8,9\]. The information dissemination problem is usually formalized as the \(k\)-token dissemination problem \[10\], where there are \(k\) tokens initially held by one or more network nodes and these tokens are finally disseminated to all nodes in the network.

Due to frequent topology changes, information dissemination or token dissemination in dynamic networks is much more challenging than in traditional network environments. Since information dissemination is a key fundamental problem in distributed computing, lots of work has been done for information dissemination in dynamic networks, and quite a number of algorithms have been designed for this problem \[15–17\]. However, all existing information dissemination algorithms assume connectivity based models, and consequently face the same problem of these models, i.e., they are difficult to be instantiated and observed in practical deployment.

Our proposed information dissemination algorithms are based on our new dynamic network models. We consider both 1-token dissemination and \(k\)-token dissemination, under the two models, respectively. Therefore, there are, in total, four algorithms proposed. The correctness of all the algorithms is formally proved and their performances in time cost and communication cost are analyzed.

The rest of the paper is organized as follows. Section 2 briefly reviews existing work on dynamic networks, including dynamic network models and information dissemination algorithms. The \(k\)-token problem and underlying system model are described in Section 3. In Section 4, we propose the concept of the instant path, and new dynamic network models, \((T, l)-\text{path}\) and \((T, l)^*\)-\text{path}, and discusses relationships among different models. The algorithms based on the two models are presented in Sections 5 and 6, respectively. Correctness proof together with cost analysis is presented following the description of each algorithm. Finally, Section 7 concludes the paper with future directions.

2. Related Work

Existing work on dynamic networks covers two major issues: dynamic network models and distributed algorithms. In this section, we first introduced the existing dynamic network models, and then reviewed existing algorithms for information dissemination in dynamic networks.
2.1. Dynamic Network Models

As aforementioned, existing dynamic network models describe network dynamicity according to either connectivity or the graph of the topology.

Graph-based dynamic network models are usually defined by extending the classical $G(V, E)$ model [10], where $V$ is the set of nodes in the network and $E$ is the set of edges among the network nodes. By adding parameters to show topology dynamicity, Kempe et al. [11] proposed the temporal network model $(G, \lambda)$, where $\lambda$ is a set of labels to specify the time at which each edge $e$ is available. Some researchers [2] view the dynamic network as the evolution of a topology graph consisting of a sequence of static graphs. Grindrod et al. [1] also adopted the view of graph evolution and defined a class of evolving range-dependent random graphs. Further, Clementi et al. [18] proposed Edge-Markovian dynamic graph, which considers the stochastic time-dependency in evolving graphs. Shang [19,20] studied the Estrada index of evolving graphs, and used linear algebra techniques to established general upper and lower bounds for these graph-spectrum based invariants through a couple of intuitive graph-theoretic measures, including the number of vertices or edges. Casteigts et al. [12] described the Time-Varying Graph (TVG) to integrate previous dynamic graph models, which present dynamic network as $G = (V, E, T, \rho, \zeta)$, where $T$ is the lifetime of the network, $\rho$ indicates whether a given edge is available, and $\zeta$ represents the time taken to cross an edge. By introducing two new elements $C$ (the status of the node) and $I$ (the cluster that the node belongs to), we extended the TVG to the cluster-based dynamic network in our previous work [13].

Obviously, these graph models mostly focus on how to represent the dynamic changing edges/links in a network rather than defining/constraining the behaviors of the network. Consequently, such models cannot be directly used to design fundamental distributed algorithms like information dissemination. Although the Edge-Markovian Graph [18] models the procedure of edge changes, the stochastic approach makes it not feasible for the design of distributed algorithms pursuing provable correctness. Wehmuth et al. [21] proposed the MultiAspect Graph (MAG) as a graph generalization, which considers the set of vertices, layers, time instants, or any other independent features as an aspect of the MAG.

Connectivity bases dynamic network models examine topology dynamicity according to the effect of topology changes on network connectivity. Kuhn et al. [6] proposed the notion of dynamic diameter, which can be used to describe the connectivity changes in the view of network diameter. The $T$-interval connected model is defined by Kuhn et al. [10]. It requires that, for every $T$ consecutive rounds, there exists a stable connected spanning subgraph in the network. Ahmadi et al. [22] proposed the $T$-interval $k$-connected model, that is, for every interval of $T$ consecutive rounds, there exists a $k$-vertex-connected stable subgraph.

Differing from Reference [10], in our previous work [13], we extended the existing dynamic network models with clusters, which was named $(T, L)$-HiNet model. $(T, L)$-HiNet includes several properties defining the stability of cluster hierarchy in a dynamic network, including the cluster head set, cluster member set and the connections among them. In our previous work [23], we proposed the $(Q, S)$-distance model, which is used to describe dynamic changes of information propagation time between any two nodes.

This connectivity based models put constraints on the connectivity of the network and can be easily adopted in distributed algorithm design. However, such models cannot be easily instantiated and overserved in real deployments because they are not concerned about the procedure of topology changes. Although Avin et al. [16] considered the topology change procedure, they assume that the topology changes only occur once within every certain number of rounds, which is too strong and not general enough. Such observations motivate us to pursue a dynamic network model defined according to the procedure of the topology changes.

2.2. Information Dissemination Algorithms

Information dissemination is one of the fundamental problems in distributed computing. Most information dissemination algorithms are designed for traditional static network environments.
To handle topology changes in dynamic networks, information dissemination is usually conducted by flooding or similar approaches [24]. By flooding, information dissemination in dynamic networks can be completed in $O(n)$ if the network is always connected [10]. Baumann et al. [14] proposed the $k$-active flooding protocol, where each node forwards tokens for $k$ times to propagate information fast. Kuhn et al. [10] designed a $k$-token dissemination algorithm based on the $T$-interval connectivity model. The algorithm consists of $\lceil n/(T - k) \rceil$ phases, each consisting of $T$ rounds. In every round, each node generates a message to be delivered to all its current neighbors and its neighbors can receive the message at the current round. In each round of a phase, each node broadcasts the smallest token it has not yet broadcasted in the current phase. Haeupler et al. [9] improved Kuhn’s work by making use of network coding to speed up the procedure of disseminating. As the communication cost is high in flooding, some researchers [25–27] used a random walk to reduce the communication cost. However, a random walk is not an accurate algorithm.

All the algorithms above assume dynamic network models defined in terms of connectivity. Therefore, they suffer from the same drawbacks of such connectivity based models, i.e., the difficulty of instantiation in real deployments.

3. System Model and Problem Definition

In this section, we first describe the basic assumptions on the underlying network, including nodes, connections among nodes, time, synchrony, etc. Then, we present the definition of the $k$-token dissemination problem.

3.1. System Model

We assume a synchronized network with a static set of nodes, i.e., no node will join in or leave the network. Each node has a unique identifier. The nodes communicate with each other via multi-hop wireless communication paths. The common wireless technologies use radio waves and the radio wave distances determine the neighborhood among network nodes. As there are many similar works, the physical environment for wireless communication is not considered. Thus, we do not consider the fading and path-loss on wireless networks. The nodes may move from time to time, and consequently, the topology of the network may change.

The time can be denoted by \{t_0, t_1, \ldots, t_i, \ldots \}, where $t_i$ denotes a round. A round $t_i$, in fact, represents a time interval $[s, s + 1)$. In one round, there is exactly one send-receive operation. That is, a node may send out at most one message to its current neighbors in one round by wireless broadcasting, and its neighbors can receive the message in the same round.

Accordingly, we can define the send-receive primitive: every node will broadcast a message to its neighbors at the beginning of a round and receive messages from its neighbors at the end of the current round.

The network is then represented by a dynamic graph $G = (V, E)$, where $V$ is the set of nodes, and $E$ is the function, which represents the links among network nodes. That is, the presence function $E(a, b) \rightarrow \{0, 1\}$ indicates whether a given edge is available between node $a$ and node $b$. $G$ varies from round to round. The graph in the $i$th round keeps unchanged, which is denoted by $G_i$.

3.2. Problem Definition

Following the previous work in Reference [10], we define the information dissemination problem as a $k$-token dissemination problem below:

**Definition 1. K-Token Dissemination:** initially some nodes receive input tokens from some domain, and the total number of tokens in the input of the whole network is $k$, and by executing an algorithm, each node eventually terminates and gets all $k$ tokens at the end of the algorithm.
According to the definition, a correct k-token dissemination algorithm should have the following two properties:

- **Termination**: each node in the network should eventually terminate the execution of the algorithm.
- **Accuracy**: each node gets all the k tokens at the end of the algorithm execution.

4. The Proposed Dynamic Network Models

In this section, we firstly propose the concept of the instant path. Then, based on the instant path, we define two new models to describe the dynamicity of dynamic networks, named \((T, l)-path\) and \((T, l)^*\)-path respectively. These two models describe topology changes in the view of instant path changes. In the end, we discuss the relationship between our two models, and compare them with the \(T\)-interval connectivity model.

4.1. Instant Path

**Definition 2. Instant Path**: In a round \(t\) of a dynamic network, i.e., \(G_t\), a sequence of nodes \(\langle n_1, n_2, \ldots, n_k \rangle\) is called an instant path if and only if \(E(n_i, n_{i+1}) = 1\) for all \(i < k\). Such a path connects the two end nodes \(n_1\) and \(n_k\), and is denoted by \(\rho_t(n_1, n_k)\).

Based on the definition of an instant path, we derive the following notations. Let us denote \(\rho^*_t\) as the set of all possible instant paths in \(G_t\), and by \(\rho^*_t(u, v)\) those instant paths starting at node \(u\) and ending at node \(v\) in \(G_t\). The topological length of \(\rho_t(u, v)\) is denoted by \(|\rho_t(u, v)|\) (i.e., the number of hops) and the nodes set of \(\rho_t(u, v)\) is denoted by \(\rho_t(u, v)\). We denote by \(O^t(u, v)\) the order (i.e., position) of node \(a\) in \(\rho_t(u, v)\) (if node \(a\) is not in \(\rho_t(u, v)\), \(O^t(u, v) = \infty\)), and by \(N^t(u, v)\) the set of nodes which the distance at most \(d\) from \(w\) in \(\rho_t(u, v)\). For example, if \(\rho_t(n_1, n_k) = \langle n_1, n_2, \ldots, n_k \rangle\), then \(|\rho_t(u, v)| = k - 1\), \(\rho_t(n_1, n_k) = \langle n_1, n_2, \ldots, n_k \rangle\), \(O^t(u, n_k) = i\) and \(N^{t+1}(n_1, n_k) = (n_1, n_2, \ldots, n_i), i = 1 \ldots k\).

To model the dynamicity of instant path, we propose two definitions.

- **\(\Psi_{t,l'}(u, v)\)**: the minimum accumulation of node number variance of \(\rho_t(u, v)\) from \(t\) to \(l'\) (\(l' > t\)), i.e.,

\[\Psi_{t,l'}(u, v) = \min \left\{ \sum_{i=t}^{l'-1} \left( |(\rho_{i+1}(u, v))| - |\rho_i(u, v)| \right) \cup (\rho_i(u, v)) - |\rho_{i+1}(u, v)| \right\} \]

- **\(\zeta_{t,l'}(u, v)\)**: the maximum variance of node order of \(\rho_t(u, v)\) from \(t\) to \(l'\) (\(l' > t\)), i.e.,

\[\zeta_{t,l'}(u, v) = \max\{|O^t_{l'}(u, v) - O^t_0(u, v)|, \forall w \in \rho_{l'}(u, v)\}\]

\(\Psi_{t,l'}(u, v)\) describes the variance of the node set, i.e., the number of nodes that join in or leave \(\rho_t(u, v)\), while \(\zeta_{t,l'}(u, v)\) considers the topology variance of nodes in \(\rho_t(u, v)\) due to change of orders. To illustrate the meaning of \(\Psi_{t,l'}(u, v)\) and \(\zeta_{t,l'}(u, v)\), we give example scenarios in Figure 1. In round 2, no nodes leave or join in the path \(\Psi_{1,2}(1,5) = 0\), and the orders of node 2 and node 4 are varied \(\zeta_{1,2}(1,5) = \max\{|O^2_2(u, v) - O^2_0(u, v)|, |O^2_4(u, v) - O^2_4(u, v)|\} = 2\). In round 3, the node 2 leaves the path \(\Psi_{2,3}(1,5) = 1\), and the order of node 5 is varied \(\zeta_{2,3}(1,5) = |O^3_5(u, v) - O^3_5(u, v)| = 1\). In round 4, the node 6 joins in the path \(\Psi_{3,4}(1,5) = 1\), and the orders of node 6 and node 5 varied \(\zeta_{3,4}(1,5) = \max\{|O^4_5(u, v) - O^4_0(u, v)|, |O^4_5(u, v) - O^4_5(u, v)|\} = \infty\).
4.2. The \((T, l)\)-Path Model

Now, we model the dynamicity of a network in terms of the variance of the number of nodes and the order of nodes in an instant path. We define a new model named the \((T, l)\)-path.

**Definition 3. \((T, l)\)-path:** We say that a dynamic network follows the \((T, l)\)-path model if

\[
\forall u, v, \exists \rho_1(u, v), \forall a, b \in \rho_1(u, v), \rho_2(u, v), \\
O^h_1(u, v) \geq O^h_2(u, v) \Leftrightarrow O^b_1(u, v) \geq O^b_2(u, v)(t_1 \geq t, t_2 \geq t) \\
\forall t, i \in N, t' \leq t + i \ast T \Rightarrow \Psi_{t,t'}(u, v) \leq i \ast l(T > l)
\]

The \((T, l)\)-path model indicates that, for any two nodes \(u\) and \(v\), there exists an instant path, and the accumulation variance of the path can be at most \(l\) in every \(T\) consecutive rounds. That is, there are at most \(l\) events of node join and leave in every \(T\) consecutive rounds. Please notice that no relative order changes are allowed in the \((T, l)\)-path model. An example illustration of the \((T, l)\)-path model is shown in Figure 2, with \(T = 5, l = 4\). For any node 1 and node 5, there exists an instant path in which there are at most four events of node join in or leaves, in the path in each of the five consecutive rounds. In the same time, the relative order of nodes in such a path cannot change.

**Lemma 1.** If a dynamic network follows the \((T, l)\)-path model, for any node \(u\) and node \(v\), there exists an instant path \(\rho_t(u, v)\) that follows \((T, l)\)-path and, at most, \(l\) nodes can leave or join in such a path every \(T\) consecutive rounds.

**Proof.** \(\Psi_{t,t'}(u, v)\) indicates the accumulation of nodes which join in or leave the path. By Definition 3, \(\Psi_{t,t'}(u, v) \leq l\) in every \(T\) consecutive rounds. Thus, there are at most \(l\) nodes that can leave or join in such a path in every \(T\) consecutive rounds. The lemma holds. ■

4.2. The \((T, l)\)-Path Model

![Figure 1](image1.png)  
**Figure 1.** An examples of the instant path dynamicity.

![Figure 2](image2.png)  
**Figure 2.** An example illustration of a \((5, 4)\)-path model.
4.3. The $(T, l)^*$-Path Model

The $(T, l)$-path model allows node leaves or node joins in the path, but pure node order changes are not allowed. Now, we include the node order changes in the dynamicity model, and define the new model as $(T, l)^*$-path as follows.

**Definition 4.** $(T, l)^*$-path: We say that a dynamic network follows the $(T, l)^*$-path that:

\[ \forall u, \forall v, \exists \rho_t(u, v), \]
\[ \forall t, i \in N, t' \leq t + i \times T \Rightarrow \zeta_{t, t'}(u, v) \leq i \times l, \]
\[ \forall a, b \in \rho_t(u, v), \zeta_{t, t+1}(a, b) \leq l, (l < T), j = t, \ldots, t' - 1 \]

The $(T, l)^*$-path model indicates that, for any two nodes $u$ and $v$, there exists an instant path that the maximum variance of the node order can be at most $l$ in every $T$ consecutive rounds. An example of the $(T, l)^*$-path model with $T = 5, l = 2$, is shown in Figure 3. For any node 1 and node 5, there exists an instant path that the maximum variance of the node is at most 2 in every five consecutive rounds.

**Lemma 2.** If a dynamic network follows the $(T, l)^*$-path model, for any node $u$ and $v$, there exists an instant path $\rho_t(u, v)$ that follows the $(T, l)^*$-path, and at most $l$ nodes can leave such a path every $T$ consecutive rounds.

**Proof.** By Definition 4, $\zeta_{t, t'}(u, v) \leq l$ in every $T$ consecutive rounds. This means that the maximum variance of the node order can be at most $l$ in every $T$ consecutive rounds. If there are more than $l$ nodes leaving the path in every $T$ consecutive round, there is at least one node whose order variance is more than $l$ in $T$ consecutive rounds. This contradicts the definition of the $(T, l)^*$-path model. The lemma holds. □

---

**Figure 3.** An example of a $(5, 2)^*$-path model.

4.4. The Relationship between the $(T, l)$-Path and $(T, l)^*$-Path

Both of the two dynamicity models defined above consider the dynamic change of instant path in every $T$ consecutive rounds. The $(T, l)$-path model focuses on the number of nodes which join in or leave the instant path in every $T$ consecutive rounds, while the $(T, l)^*$-path model concerns the number of nodes leave and the maximum variance of node order.

On the one hand, the $(T, l)$-path is more general than the $(T, l)^*$-path in terms of node changes in the instant path, i.e., the node joins or leaves the instant path. On the other hand, the $(T, l)^*$-path is
more general than the \((T, l)-path\) because it considers node order changes. Therefore, the two models are not equivalent and not comparable.

An interesting question is a model with all possible changes, i.e., node join, leave, and pure order changes. Such a model will be the combination of the \((T, l)-path\) and the \((T, l)^*\)-path, and consequently a more general model. We have indeed considered such a model, but it is hard to design an information dissemination algorithm with such a model. The difficulty comes from the complex change scenarios.

4.5. The Relationship between \((T, l)-Path\) and \(T\)-Interval Connectivity

The \(T\)-interval connectivity model is one of the major connectivity models for dynamic networks. It is interesting to compare our models with the \(T\)-interval connectivity model.

Definition 5. \(T\)-Interval Connectivity \([10]\): We say that a dynamic graph \(G = (V, E)\) is \(T\)-interval connected for \(T \geq 1\) if, for all \(r \in \mathbb{N}\), the static graph \(G_{r,T} := (V, \bigcap_{i=r}^{r+T-1} E(r))\) is connected.

The underlying meaning of \(T\)-interval connectivity is that, for every \(T\) consecutive rounds, all the nodes are connected by a spanning subgraph and the subgraph remains unchanged, although topology changes outside the subgraph may occur from round to round.

Two special cases of \(T\)-interval connectivity model is 1-interval connectivity and \(\infty\)-interval connectivity. With 1-interval connectivity, there is a connected spanning subgraph in each round but the subgraph may change between every two consecutive rounds. A \(\infty\)-interval connectivity model requires that there is a connected and static subgraph which does not change all the time.

The \(T\)-interval connectivity model is defined in terms of the result of topology changes, while our \((T, l)-path\) and \((T, l)^*\)-path models are defined in terms of the procedure of topology changes. Therefore, they cannot be compared directly. That is, we cannot determine which model is more powerful or stronger, or whether one covers the other.

However, connectivity is determined by the procedure of topology changes, i.e., the behaviors of network nodes. From this point of view, our models and the \(T\)-interval connectivity model is related to each other. Such a relationship can be reflected by two special cases. In the \((T, l)-path\) model, we can get that, for any node \(u\), node \(v\) and \(t\), \(\rho_t^r(u, v) \neq \emptyset\), so it belongs to 1-interval connected network.

Similarly, we can get that, the \((T, 0)-path\) and the \(\infty\)-interval connectivity are equivalent.

5. The Algorithm for Token Dissemination in \((T, l)-Path\)

Based on the \((T, l)-path\) model, we design two token dissemination algorithms. The first one is for 1-token dissemination and the second one is for \(k\)-token dissemination. The correctness of both algorithms is proved.

5.1. Algorithm 1: 1-Token Dissemination in \((T, l)-Path\)

The operations of Algorithm 1 are described below. When the initiator node \(u\) wants to disseminate a token \(c\) to all the nodes in the network, it will broadcast \(msg(c, s)\) in consecutive \(l + 1\) rounds, where \(s\) is set to be \(l + 1\) in the first round and decreases one per round. The parameter \(s\) indicates the residual number of rounds that node \(u\) will broadcast token \(c\). In round \(i * T + r\) \((i \geq 0\) and \(r < T\)), a node \(v\) that receives \(msg(c, s)\) for the first time will store \(c\), set its \(s\) to be \(m\) and broadcast \(msg(c, s)\) in the following \(m\) consecutive rounds, where \(m\) is \(|i * 1/(T - l)| * T + l + 1\).

Upon receiving \(msg(c, s)\) from neighbor nodes in one round, node \(v\) chooses the maximum \(s\) in \(msg(c, s)\), denoted by \(s'\), and the following disseminating operations of \(v\) may be changed in two cases. If node \(v\) has completed disseminating \(msg(c, s)\) and \(s'\) is not smaller than two, \(v\) resets its \(s\) to be \(s' - 1\), and broadcasts \(msg(c, s)\) in the following \(s' - 1\) consecutive rounds. On the other hand, if node \(v\) is broadcasting \(msg(c, s)\) in the current round and \(s'\) is greater than \(s + 2\), node \(v\) changes its \(s\) to be \(s' - 1\), and broadcasts \(msg(c, s)\) in the following \(s' - 1\) consecutive rounds.
Normally, a node stops broadcasting after it conducts the operation for \( s \) rounds and terminates the execution of the algorithm. However, as described above, if the node joins a new path it may need to re-start the broadcasting for \( s \) rounds. If the node keeps joining new paths, it may not be able to terminate. In such a case, we set \( n-1 \) as the upper bound of the number of rounds a node broadcasts the token. That is, a node will terminate broadcasting if it has completed broadcasting in totally \( n-1 \) rounds. Such a termination condition is the same as in Reference [10].

Algorithm 1: 1-token dissemination in the \((T, l)\)-path.

Initialization of per node:
\[
\text{broNumber} \leftarrow -1
\]

For node \( u \):
\[
\text{broNumber} \leftarrow l + 1
\]
for \( i = 0, \ldots, l + 1 \) do
    broadcasts \( \text{msg}(c, \text{broNumber}) \)
    \[
    \text{broNumber} \leftarrow \text{broNumber} - 1
    \]
endfor

For any node \( v \) in round \( i*T + r \):
if \( \text{broNumber} \neq 0 \)
    broadcasts \( \text{msg}(c, \text{broNumber}) \)
    \[
    \text{broNumber} \leftarrow \text{broNumber} - 1
    \]
endif
receive \( \text{msg}(c, \text{broNumber}) \) from neighbors
set \( TR \leftarrow \bigcup \text{msg}(c, \text{broNumber}) \)
if \( TR \) is not an empty set
    set \( m \leftarrow \max(\text{broNumber}) \) in \( TR \)
    if \( \text{broNumber} = -1 \)
        set \( \text{broNumber} \leftarrow \lfloor i*1/(T-l) \rfloor * T + l + 1 \)
    endif
    if \( \text{broNumber} = 0 \) and \( m \geq 2 \) or \( \text{broNumber} \leq m-2 \)
        set \( \text{broNumber} \leftarrow m-1 \)
    endif
endif

The correctness of Algorithm 1 is proved as below.

Lemma 3 (Termination). Algorithm 1 can terminate in \( n-1 \) rounds, where \( n \) is the number of nodes in the network, and the total message size broadcasted in the network is \( \Theta(n^2) \).

Proof. By Algorithm 1, all the nodes stop broadcasting the message after at most \( n-1 \) rounds. Thus, Algorithm 1 can terminate in \( n-1 \) rounds. In the worst case, each node will broadcast \( \text{msg}(c, s) \) in all \( n-1 \) rounds and the number of nodes is \( n \). Therefore, the total message size broadcasted in the network is \( \Theta(n^2) \). The lemma holds. \( \square \)

Theorem 1 (Accuracy). At the end of Algorithm 1, each node has the token \( c \).

Proof. For each pair of nodes \( u \) and \( v \), there exists at least one instant path that follows Definition 3. We denote this path as \( \rho(u, v) \). Then, we only need to prove that node \( v \) must receive the token within at most \( n-1 \) rounds.

In Algorithm 1, when a node \( w \) in \( \rho(u, v) \) firstly receives \( \text{msg}(c, s) \) in round \( i*T + r \) (\( I \geq 0 \) and \( r < T \)), it will set its \( s \) to be \( m \) and broadcast \( \text{msg}(c, s) \) in the following \( m \) consecutive rounds, where \( m \) is \( \lfloor i*1/(T-l) \rfloor * T + l + 1 \). In such \( m \) consecutive rounds, \( \text{msg}(c, s) \) disseminated along \( \rho(u, v) \) and
sent by node $w$ may be blocked by the nodes which join in and leave the instant path $\rho(u, v)$. Now, we discuss the impact of the events of node joins and node leaves.

We first consider the scenario that a node $z$ joins in instant path $\rho(u, v)$ and receives $msg(c, s)$ from node $w$ propagated by other nodes in $\rho(u, v)$. According to the operations of Algorithm 1, $z$ must have an $s$ value not smaller than $s-1$ in $msg(c, s)$ from node $w$. Therefore, $s$ in $msg(c, s)$ received at $z$ will be decreased by one when the token is further disseminated by node $z$.

Then, we consider the scenario of node leave. Assuming that a node $x$ which leaves the instant path $\rho(u, v)$ after receiving $msg(c, s)$ from node $w$ propagated by other nodes in $\rho(u, v)$. We can easily get that, $s$ also decreases by one when it is disseminated through node $x$.

Combining the case of join and leave, we can get that node join and leave may cause $s$ in $msg(c, s)$ to decrease by one at most. Then, we prove that node $w$ must propagate the token to a node that is nearer to $v$ and propagate the token towards $v$.

By Lemma 1, the number of nodes which leave the instant path $\rho(u, v)$ is at most $l$, in every $T$ consecutive rounds. Then, we can get that the number of nodes which leave $\rho(u, v)$ is at most $i \times l \times T / (T - l) + l$ in the round $m + i^*T + r$. Since $m$ is greater than $i \times l \times T / (T - l) + l$, there exists at least one node $y$ in $\rho(u, v)$ with an order $O^*_y(u, v) > O^*_y(u, v)$, and $y$ stays in $\rho(u, v)$ until it receives $msg(c, s)$ propagated from node $w$ (but broadcasted by some other node in $\rho(u, v)$). If it is the first time that $y$ receives the token, it will act the same as node $w$: propagating the token in $m$ rounds. Otherwise, if $y$ has ever received the token before it receives the token propagated from $w$, it must have broadcasted the token for $m$ rounds because it never leaves the path $\rho(u, v)$. In this case, there must exist another node in $\rho(u, v)$ that had received token propagated by $y$ and such a node can further propagate token as $w$ does.

Since purely order change is not allowed (by Definition 3), by simple induction, we can conclude that the token will be propagated towards $v$ one-hop in $\rho(u, v)$ per round, and node $v$ must receive the token finally. Considering $|\cup \rho(u, v)|$ is at most $n-1$, after $n-1$ rounds, node $v$ must receive $msg(c, s)$. The theorem holds. \Box

**Remark 1.** It is interesting to consider two special scenarios of $(T, l)$-path: $(\infty, l)$-path and $(T, 0)$-path. Both these two special models define a quite stable network, where topology changes are not frequent, and Algorithm 1 can be modified under such models, to terminate earlier. In the scenario of $(\infty, l)$-path, when a node $v$ firstly receives token $c$, it will broadcast $c$ in the following $l + 1$ consecutive rounds. Each node will terminate once it completes the broadcasting in $l + 1$ rounds. In the scenario of $(T, 0)$-path, each node only needs broadcasting $c$ in the next round when it first receives token $c$. The correctness of such modifications is straightforward and does not need to be presented.

5.2. Algorithm 2: K-Token Dissemination in $(T, l)$-Path

The Algorithm 2 is for $k$-token dissemination. Each node needs to maintain three sets. TC is the set of total tokens ever collected. TS is the set of tokens broadcasted by the node. TR is the set of $msg(c, s)$ messages received in each round. Each token is stamped with a unique ID, and this ID is comparable with others.

In each round, a node $u$ broadcasts $msg(c, s)$, where $c$ is not in TS, and it is the minimum in TC, in terms of ID. Each token will be sent in $l + 1$ consecutive rounds. Node $u$ receives $msg(c, s)$ from its neighbors in the same round and updates its TR and TC. Please notice that TR is emptied at the beginning of each round.
Algorithm 2: k-token dissemination in the \((T, l)\)-path.

Initialization of per node:

\[
\begin{align*}
\text{TC} & \leftarrow \emptyset \\
\text{TS} & \leftarrow \emptyset \\
\text{TR} & \leftarrow \emptyset \\
\text{broNumber} & \leftarrow l + 1 \\
c & \leftarrow \text{the token} \ c \ \text{that the node has in the beginning}
\end{align*}
\]

For any node \(v\) in round \(i T + r\):

if \(t\) is not an empty set

broadcasts \(\text{msg}(c, \text{broNumber})\)

\(\text{broNumber} \leftarrow \text{broNumber} - 1\)

endif

receive \(\text{msg}(c', \text{broNumber})\) from neighbors

\[
\begin{align*}
\text{TR} & \leftarrow \cup \{\text{msg}(c', \text{broNumber})\} \\
\text{TA} & \leftarrow \cup \{c'\} \ \text{in TR}
\end{align*}
\]

if \(\text{TR}\) is not an empty set

\[
\begin{align*}
\text{minID} & \leftarrow \text{minimal ID of token} \ c' \ \text{in TR} \\
\text{if} \ \text{minID} < \text{ID of token} \ c \ \text{and} \ i < (n-1)p \ (\text{the ranks of} \ c') \\
\text{broNumber} & \leftarrow \max([i + 1/(T - l)] * T + l + 1, (n-1)p-\ast T-r) \\
c & \leftarrow c \\
\text{TS} & \leftarrow \text{TA} - \{c_1, c_2, \ldots c_i\}, \ \text{which ID of} \ c_i \ \text{is not smaller than} \ \text{minID} \ \text{in} \ \text{TA}
\end{align*}
\]

endif

if \(\text{minID} = \text{ID of token} \ c\)

set \(m \leftarrow \max(\text{broNumber}) \ \text{in TR} \)

if \(\text{broNumber} \leq m - 2\)

set \(\text{broNumber} \leftarrow m - 1\)

endif

endif

if \(\text{broNumber} = 0\)

set \(\text{TS} = \text{TS} \cup c\)

\(c \leftarrow \min(\text{TA} - \text{TS})\)

\(\text{broNumber} \leftarrow l + 1\)

endif

If the minimum token \(c'\) in \(\text{TR}\) is smaller than token \(c\) and the number of the current round \(i T + r\) \((i \geq 0 \text{ and } r < T)\) is smaller than \((n-1)p\), where \(n\) is the number of the nodes in the network and \(p\) is the ranks of token \(c'\) in the descending order in \(\text{TC}\), node \(u\) will broadcast token \(c'\) instead of token \(c\) in the following \(m\) consecutive rounds, where \(m\) is \(max([i + 1/(T - l)] * T + l + 1, (n-1)p-\ast T-r)\). At the same time, node \(u\) will delete \(c'\) and tokens not smaller than \(c'\) from \(\text{TS}\).

When the minimum token \(c'\) in \(\text{TR}\) is equal to \(c\), and the maximum value of \(s\) in \(\text{msg}(c', s)\), denoted by \(s'\), is greater than \(u's\) own \(s\), node \(u\) resets its \(s\) to be \(s' - 1\), and broadcasts \(\text{msg}(c, s)\) in the following consecutive \(s' - 1\) rounds.

After successfully broadcasting token \(c\), node \(u\) will add \(c\) into \(\text{TS}\) and start to broadcast the next token.

The correctness of Algorithm 2 is proved as below.

Lemma 4 (Termination). Algorithm 2 can terminate in \((n-1)*k\) rounds, where \(n\) is the number of nodes in the network, and the total message size broadcasted by the algorithm is \(\Theta(n^2 k)\).

Proof. By Algorithm 2, each node will broadcast token 1 once it is received. So each node will obtain token 1 after at most \(n-1\) rounds. Similarly, each node will obtain token 2 after at most \(2*(n-1)\) rounds. Thus, we can easily get that the algorithm can terminate in \((n-1)*k\) rounds.
In the worst case, each node will broadcast tokens throughout all the rounds. Therefore, the total message size broadcasted in the network is $\Theta(n^2k)$. The lemma holds. □

**Theorem 2 (Accuracy).** At the end of Algorithm 2, each node has $k$ tokens.

**Proof.** The theorem can be proved by a simple induction. For easy discussion, we denote the $k$ tokens to be disseminated as $1, 2, \ldots, k$, respectively. Since token 1 is the minimum token, each node will broadcast it once it is received, as in Algorithm 2. By Lemma 4 and Theorem 1, each node will obtain token 1 after at most $n-1$ rounds.

When a node $u$ broadcasts token 2, it can only be blocked by the node which is broadcasting token 1. Since token 1 will be finally disseminated successfully, token 2 can be successfully disseminated among all nodes after a finite number of rounds. This can be proved as follows. Without loss of generality, we assume that node $u$ is the last node which broadcasts token 1. After successfully broadcasting token 1, node $v$ will broadcast token 2. Since all the nodes have broadcasted token 1, token 2 becomes the minimum token to be sent and there must not be any node blocked at broadcasting token 2. By Lemma 4 and Theorem 1, each node will have token 2 after at most $2(n-1)$ rounds.

By simply inducting from token $i$ to token $i + 1$, we can conclude that, at the end of Algorithm 2, each node will finally have all the $k$ tokens. The theorem holds. □

6. The Algorithm for $K$-Token Dissemination in $(T, L)^*$-Path

Based on the $(T, l)^*$-path, we design token dissemination algorithms for 1-token and $k$-token respectively.

6.1. Algorithm 3: 1-Token Dissemination in $(T, l)^*$-Path

Algorithm 3 is for 1-token dissemination. Since there is no node join, the operations of Algorithm 3 are quite straightforward.

When the initiator node $u$ wants to disseminate token $c$ to all the nodes in the network, it will broadcast $c$ in consecutive $l + 1$ rounds. A node $v$ which receives $c$ for the first time will broadcast $c$ in the following consecutive $l + 1$ rounds. Each node can terminate once it completes the broadcasting in $l + 1$ rounds.

Algorithm 3: 1-token dissemination in the $(T, l)^*$-path.

For node $u$:

for $i = 0, \ldots, l$ do

broadcasts $msg(c)$

endfor

For any node $v$:

if node $v$ receives token $c$ for the first time in round $r$

for $i = r+1, \ldots, r+l+1$ do

broadcasts $msg(c)$

endfor

endif

The correctness of Algorithm 3 is proved as below.

**Lemma 5 (Termination).** Algorithm 3 can terminate in at most $O(n)$ rounds, where $n$ is the number of nodes in the network, and the total message size broadcasted in the network is $\Theta(n(l + 1))$.

**Proof.** By the operations of Algorithm 3, each node broadcasts the token in consecutive $l + 1$ rounds. Since the number of nodes in the network is $n$, the algorithm can terminate in $O(n)$ rounds. Correspondingly, the total message size broadcasted in the network is $\Theta(n(l + 1))$. The lemma holds. □
Theorem 3 (Accuracy). At the end of Algorithm 3, each node has the token $c$.

Proof. For any pair of nodes $u$ and $v$, there exists at least one instant path that follows Definition 4, and we denote such an instant path as $\rho(u, v)$.

If a node $x$ has broadcasted token $c$ for $l + 1$ consecutive rounds, but its neighbors in $\rho(u, v)$ have not received token $c$, we mark such a node $x$ as a blocked node. If there is not any blocked node in $\rho(u, v)$, we can easily conclude that node $v$ will receive token $c$ along the path $\rho(u, v)$. The theorem holds in the scenario without blocked nodes.

Now, let us consider the scenario with blocked nodes. We prove the theorem in such a scenario by contradiction. Assume that there is a blocked node in $\rho(u, v)$, which is denoted by $w$, and $w$ is blocked forever. When node $w$ receives token $c$ for the first time in some round, say $r$, it will broadcast it in following $l + 1$ consecutive rounds. Then, any node $z \in N_{r+l+1}^{u,v}(u, v)$ will receive token $c$ no later than the round $r + l + 1$, unless node $z$ leaves $\rho(u, v)$. By Definition 4, the maximum variance of node order can be at most $l$ in every $T$ consecutive rounds. Therefore, the neighbors of node $w$ in $\rho(u, v)$ must have received $c$. Then node $w$ becomes not blocked, which contradicts the assumption that $w$ is blocked forever. The theorem holds in the scenarios with blocked nodes.

Combining the scenario with and without blocked nodes, the theorem holds. □

6.2. Algorithm 4: K-Token Dissemination in $(T, l)^*$-Path

Algorithm 4 is for $k$-token dissemination. Each node needs to maintain two sets. TC is the set of total tokens ever collected, and TS is the set of tokens broadcasted by the node. Each token is stamped with a unique ID, and the ID is comparable with others.

<table>
<thead>
<tr>
<th>Algorithm 4: $k$-token dissemination in the $(T, l)^*$-path.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initialization of per node:</strong></td>
</tr>
<tr>
<td>TC ← $\emptyset$</td>
</tr>
<tr>
<td>TS ← $\emptyset$</td>
</tr>
<tr>
<td>broNumber ← $-1$</td>
</tr>
<tr>
<td>broID ← MAX</td>
</tr>
<tr>
<td><strong>For any other node $v$ in round $i$:</strong></td>
</tr>
<tr>
<td>ID$_i$ ← min(TC-TS)</td>
</tr>
<tr>
<td>if broNumber = $-1$ or (broNumber $\neq -1$ and broID &gt; ID$_i$)</td>
</tr>
<tr>
<td>broID ← ID$_i$</td>
</tr>
<tr>
<td>broadcast $c$ to neighbors</td>
</tr>
<tr>
<td>broNumber ← $k$</td>
</tr>
<tr>
<td>TS=TS-[ID$_j$](which ID$_j$ &gt; ID$_i$)</td>
</tr>
<tr>
<td>endif</td>
</tr>
<tr>
<td>if broNumber $\neq -1$ and broID $\leq$ ID$_i$</td>
</tr>
<tr>
<td>broadcast $c'$ to neighbors (ID of token $c'$ is broID)</td>
</tr>
<tr>
<td>broNumber ← broNumber-1</td>
</tr>
<tr>
<td>endif</td>
</tr>
<tr>
<td>if broNumber = 0</td>
</tr>
<tr>
<td>set TS=TS-broID</td>
</tr>
<tr>
<td>broNumber ← $-1$</td>
</tr>
<tr>
<td>broID ← MAX</td>
</tr>
<tr>
<td>endif</td>
</tr>
<tr>
<td>receive $c_1, ..., c_s$ from neighbors</td>
</tr>
<tr>
<td>TC←TC∪[c$_1$, ..., c$_s$]</td>
</tr>
</tbody>
</table>

In each round, each node $u$ broadcasts token $c$, where $c$ is not in TS, and it is the minimum in TC in terms of ID. Each token will be sent by a node in $l + 1$ consecutive rounds. Each node receives
tokens from its neighbor nodes at the end of a round and updates its TC. When a token is successfully broadcasted in \( l + 1 \) rounds, it will be added into the TS set.

If the minimum token \( c' \) in TC is smaller than \( c \), the token being sent in the current round, \( c \) will be replaced by \( c' \) and \( c' \) will be broadcasted in the next consecutive \( l + 1 \) rounds. At the same time, all the tokens with an ID greater than \( c' \) will be deleted from TS.

The correctness of Algorithm 4 is proved as below.

**Lemma 6 (Termination).** Algorithm 4 can terminate in at most \( O(k*n) \) rounds, where \( n \) is the number of nodes in the network, and the total message size broadcasted in the network is \( \Theta(k*n^2) \).

**Proof.** By Theorem 3, we need at most \( n \) rounds for each token to be disseminated throughout the whole network. Since the number of tokens is \( k \), the time cost is \( O(k*n) \) in terms of execution rounds.

In the worst case, each node may broadcast a token in every round. Then, the communication cost is at most \( \Theta(k*n^2) \). The lemma holds. \( \square \)

**Theorem 4 (Accuracy).** At the end of Algorithm 4, each node has all the \( k \) tokens.

**Proof.** Similarly, the proof is done by induction. we denote the \( k \) tokens as the list: \( 1, 2, \ldots, k \). Token 1 is the minimum in a token set, each node receiving token 1 for the first time will broadcast it in the following \( l + 1 \) consecutive rounds, and this broadcasting will not be interrupted by other tokens. By Theorem 3, each node will get token 1 at the end of Algorithm 4.

By the \((T, l)^*-path\) model, for each pair of nodes \( u \) and \( v \), there should be at least one instant path \( \rho(u, v) \) with at most \( l \) changes in every \( T \) consecutive rounds. According to Algorithm 4, node \( u \) may broadcast the same token in several series of consecutive rounds. When node \( u \) broadcasts token 2 in \( l+1 \) consecutive rounds for the last time, it must have successfully broadcasted token 1. By Lemma 5, the neighbors of node \( u \) in \( \rho(u, v) \) must have broadcasted token 1 when node \( u \) broadcasts token 2 for the last time. Then token 2 becomes the minimum in the set of tokens to be sent. When node \( u \) broadcasts token 2, its neighbors will also broadcast token 2 in the following \( l + 1 \) rounds and this procedure will not be interrupted. Therefore, each node will have token 2 at the end of the algorithm.

By a simple induction, we can conclude that the token will be successfully broadcasted throughout the network, and each node will finally have all the \( k \) tokens at the end of Algorithm 4. The theorem holds. \( \square \)

7. Conclusions and Future Work

In this paper, we study the dynamic network model and the information dissemination algorithm in dynamic networks. Our work includes new model definition, algorithm design, correctness proof, and performance analysis. We first propose the notion of the “instant path” and define two new dynamic network models based on the instant path, i.e., the \((T, l)^*-path\) and the \((T, l)^*-path\). Differ to the existing dynamic models, the \((T, l)^*-path\) model focuses on the number of nodes which join in or leave the instant path in every \( T \) consecutive rounds, while the \((T, l)^*-path\) model concerns the number of nodes that leave and the maximum variance of the node order. We discuss the relationship between our two models and compare them with the \( T\)-interval connectivity model. With these two models, we design distributed algorithms for information dissemination respectively, one of the fundamental distributing computing problems. The correctness of all the algorithms is formally proved and their performances in time cost and communication cost are analyzed. To the best of our knowledge, existing algorithms are not suitable for the \((T, l)^*-path\) model. Thus, the performances cannot be used to compare them against existing algorithms.

Information dissemination in dynamic networks is interesting and challenging. Many efforts should be further made, on both the network model and algorithms. For example, how to improve communication cost by reducing the maximum number of rounds is an interesting topic. Another significant topic is how to choose a desirable path for information dissemination. All existing works
guarantee the delivery of tokens by assuming the existence of a path defined by a network model. However, which path is in fact used by tokens is unknown. If we can determine the path used, we can control the dissemination procedure more accurately. Other possible directions include $k$-token dissemination or counting in the asynchronous network, extending the flat dynamic network models with clusters, etc.
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