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Abstract: This paper investigates the problem of the task-space synchronization control for networked Euler-Lagrange systems. In the considered systems, there are time-varying delays existing in the networking links and every subsystem contains uncertainties in both kinematics and dynamics. By adding new time-varying coupling gains, the negative effects caused by time-varying delays are eliminated. Moreover, to address the difficulties of parametric calibration, an adaptively synchronous protocol and adaptive laws are designed to online estimate kinematics and dynamic uncertainties. Through a Lyapunov candidate and a Lyapunov-Krasovskii functional, the asymptotic convergences of tracking errors and synchronous errors are rigorously proved. The simulation results demonstrate the proposed protocol guaranteeing the cooperative tracking control of the uncalibrated networked Euler-Lagrange systems in the existence of time-varying delays.
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1. Introduction

Recent years have witnessed rapid progress of networked coupling systems, e.g., Internet [1], Internet of Things (IoT) [2], Network Physiology [3], and satellite remote sensing. The innovative thinking of networking structure combined with conventional technologies is profoundly influencing various fields and results in technical evolutions. For instance, some outstanding studies are proposed to solve some technical issues in physiology [4,5]. Also, in industry, networked control systems (NCSs) attract increasing interests. As a representative class of NCSs, multi-agent system (MAS) is a hot subject of research. Generally speaking, it consists of different subsystems (nodes) including integrator-type nodes, autonomous vehicle, manipulators, and mobile robots, et al. Many mechanical systems could be formulated by Euler-Lagrange equations. Naturally, to find a unified control approach for all Euler-Lagrange rigid body systems is practical as well as interesting.

The synchronization is a concept in the field of MAS, which is originally inspiring from cooperative behaviors in biological universe, such as, animal flocking, the ants cooperation, etc. Inspired from these biological behaviors [6–8], studies of synchronization are promising and have been widely used in industrial applications. For instance, teleoperating control [9–11], formation control of multiple vehicles, cooperative control of multiple manipulators [8,12–20], et al. In the study of Euler-Lagrange systems, many results concentrate on mechanical dynamics, systematic kinematics, and uncertainties. Accordingly, various approaches of control have been proposed to address different technical issues in past decades [12,13,21–26]. Due to the widespread Euler-Lagrange systems,
the combination of cooperative control techniques and Euler-Lagrange systems naturally becomes attractive. By cooperatively and synchronously accomplishing a task, MASs are capable to finish many industrial tasks, such as collaborating transportation, formation control, goal seeking, et al. Numerous results of the cooperative control were published in the past years. As a matter of fact, there is no distinct boundary line between synchronization and consensus. That is to say that consensus can be regarded as a basic problem of synchronization. As a distinctive feature, the synchronization usually requires the consensus of velocity. Many publications [16–20] are devoted to the study of consensus. Also, studies of consensus of networked Euler-Lagrange systems are reported. For instance, refs. [8,27] consider the leaderless lead-following consensus under directed topology. Regarding the study of synchronization for networking Euler-Lagrange systems, ref [28] proposes a synchronization tracking control scheme for multi-robotic manipulators. Using a passivity-based approach, which is a conveniently theoretic tool to study synchronization, enormous literature [29–31] has been devoted to this field, where ref. [29] considers balanced graphs and its post-study [30] further studies strongly connected graphs. Additionally, in ref. [31], a cascade scheme is presented to achieve synchronization of multiple Euler-Lagrange systems.

In NCSs, the communication issue is regarded as a key factor. That is to say that communication topologies, communicating delays, communicating noise, etc., are expected to be addressed. As a matter of fact, the communication flows are inevitably delayed and to investigate communicating delays is practical and meaningful. Some investigations propose various approaches. In the work of Liu and Chopra [32], the constant delays on networks are considered for networked robotic systems. Taking more uncertainties into consideration, Wang [33] introduces a passivity-based protocol to cope with constant communicating delays in networked robotic systems. Liang [34] proposes an uncalibrated control protocol for multiple Euler-Lagrange systems with constant networking delays. The problems of delays also are extensively investigated in neural networks [35–38]. Wang et al. [37], investigates the delayed Cohen-Grossberg neural networks by pinning control and achieves the generalized pinning synchronization. Considering output constraints and actuator nonlinearities, ref. [38] proposed an adaptive neural output-feedback control for delayed fractional-order systems. Note that all above-mentioned methods either regard communicating delay as the constant or consider the system parameters as known.

Specifically, from Equation (19) in [33] and Equation (11) in [34], it is not hard to observe that the negative effects of the communicating delays will arise when the delays become time-varying. One may argue why not tune control gains with a big enough one to guarantee the stability even under the upper bound of delays. It is common knowledge that the objective of control design is a good dynamical performance and a low control cost. To obtain less conservative results, the adaptive approach of synchronization for the delayed MAS is expected to be investigated.

Apart from the issues of the delayed networks, the control problem of uncalibrated Euler-Lagrange systems is significant and challenging. With the advances of sensor fusion, visual servoing control is widely used in robotics. The controllers which servo Euler-Lagrange systems through state errors on image-plane have been widely discussed [13,22,39]. For servoing control, the transformation matrices from task-space to actuator control input vector space usually are the key and they are usually derived from manipulator kinematics. Hence, accurate calibration is crucial for the success of control tasks. Unfortunately, calibration of kinematic parameters is not easy. Many publications mentioned the tediousness and difficulties of calibration. This explains why the control of uncalibrated Euler-Lagrange systems is of significance and of challenges. To handle such a problem, non-calibration naturally becomes an alternative. The non-calibration, also known as the uncalibrated control, plays an important role in the nowadays research of rigid body mechanical systems. Due to its extensive results, we omit the literature review about single Euler-Lagrange system here and we will concentrate on the results of networked Euler-Lagrange systems. Without using the task-space velocities, ref. [23] proposes a synchronous protocol for network robotic systems under strongly connected topology. Ref. [40] considers that multiple manipulators contain uncertain kinematic parameters and solves the
problem by using the projection method and the adaptive updating law. In ref. [32], the dynamics of networked robotic systems is regarded as uncertain and an adaptive control scheme is proposed to address the uncertainties. Ref. [41] proposes a bearing-based formation control method for networked robotic systems and considers the kinematic and dynamic uncertainties on the network with the bearing Laplacian matrix. Ref. [42] investigates the separation of the kinematic and dynamic loops in the case of no task-space velocity measurement and the quantification of the manipulability of the system. From the literature review, it is not hard to observe that the synchronous control protocols which are capable to deal with the mechanical uncertainties possess both academic and engineering significance. In a word, the technical issues in nowadays Euler-Lagrange systems usually lie in kinematic transformation with uncertainties and dynamic uncertainties. Therefore, it is necessary to solve these issues in the NCS of Euler-Lagrange systems.

Basing on the above two challenges, the networking Euler-Lagrange systems to be considered have the following characteristics: There are time-varying delays existing in communicating link and the Euler-Lagrange systems are uncalibrated. In the existing literature, the article [30] presents cooperative controllers for networking Euler-Lagrange systems. The scheme considers the time-varying delays among agents (see Equation (22) in ref. [30]). Nevertheless, for the control of the Euler-Lagrange agent, accurate parameters of kinematics are needed. Moreover, the restriction of requiring a balanced and strong connection on network topology limits the application of the control scheme. To the best of our knowledge, however, the above control problems have not been investigated yet. We conclude the main difficulties in the control design of the networked Euler-Lagrange system: Non-calibration, time-varying delays of links, and the issues of velocity on task-space. The main contributions of this paper are summarized in the following three aspects. (a) It is first considered that there exist time-varying delays in communication links in the strongly connected Euler-Lagrange networking systems; (b) The problem of uncalibrated heterogeneous Euler-Lagrange systems for NCSs is addressed; (c) The task-space velocities are avoided in the protocol design to minimize the effects of noise.

2. Preliminaries

For a better understanding of this paper, some lemmas and algebraic graph theory are given in this section.

Lemma 1. Let \( \phi : R \rightarrow R \) be a uniformly continuous function on \([0, \infty)\). Suppose that \( \lim_{t \to \infty} \int_{0}^{t} \phi(\tau) d\tau \) exists and is finite. Then,

\[ \phi(t) \to 0 \text{ as } t \to \infty. \]

Graph can be conveniently used to represent the information flow [43] between agents. Let \( G = \mathcal{V}, \mathcal{E}, \mathcal{W} \) to represent an undirected graph or directed graph (digraph) of order \( n \) with the set of nodes \( \mathcal{V}(G) = \{v_1, v_2, \ldots, v_n\} \), the set of edges \( \mathcal{E} \subset \mathcal{V} \times \mathcal{V} \), and a weighted adjacency matrix \( \mathcal{W} \) with non-negative adjacency elements \( w_{ij} \). The edge \((i, j)\) indicates the information flow is from \( j \) to \( i \). For a undirected graph, \( \forall i, j \in \mathcal{V}, \) if \( (v_i, v_j) \in \mathcal{E}(G) \), then \( (v_j, v_i) \in \mathcal{E}(G) \). But for digraph, it does not hold. The set of neighbors of agent \( i \) is defined as \( \mathcal{N}_i = \{j \in \mathcal{V} \mid (i, j) \in \mathcal{E}\} \). The graph weighted adjacency matrix \( \mathcal{W} = [w_{ij}] \), \( \mathcal{W} \in \mathbb{R}^{n \times n} \) is such that \( w_{ij} > 0 \) if \( j \in \mathcal{N}_i \), and \( w_{ij} = 0 \) otherwise. Furthermore, conventionally, assume there is no self-loop contained i.e., \( i \notin \mathcal{N}_i \), and hence for all \( i \in \mathcal{V}, w_{ii} = 0 \). The in-degree of vertex \( v_i \) is denoted by \( d_i = \sum_{j \in \mathcal{N}_i} w_{ij} \). Similarly, the out-degree of a vertex \( v_i \in \mathcal{G} \) is denoted by \( d_i = \sum_{j \in \mathcal{N}_i} w_{ij} \). If the in-degree equals the out degree, the graph is said to be balanced.

The Laplacian matrix \( L = [l_{ij}] \) is defined as

\[
    l_{ij} = \begin{cases} 
        \sum_{j \in \mathcal{N}_i} w_{ij} & i = j \vspace{0.1cm} \\
        -w_{ij} & i \neq j 
    \end{cases}.
\]
Note that the topology \( L \) of a strongly connected network satisfies the following lemma, which facilitates the analysis of this paper.

**Lemma 2.** If a topology is strongly connected, for its Laplacian matrix \( L \), there exist a positive vector \( \gamma = (\gamma_{i1}, \gamma_{i2}, \ldots, \gamma_{N})^T (\gamma_i \geq 0, \forall i \in \{1, 2, \ldots, n\}) \) such that

\[
\gamma^T L = 0 \quad (2)
\]

A typical strongly connected network topology is presented in Figure 1.

![Figure 1. The topology of a strongly connected network.](image)

3. Modelling and Problem Formulation

3.1. Euler-Lagrange Dynamics

Consider the \( i \)th Euler-Lagrange dynamics on a network, whose behavior is described by the following well-known equation [44]

\[
H_i(q_i)\ddot{q}_i + \left[ \frac{1}{2} \dot{H}_i(q_i) + C_i(q_i, \dot{q}_i) \right] \dot{q}_i + g_i(q_i) = \tau_i, \quad (3)
\]

where \( q_i \in \mathbb{R}^n \) is a vector of generalized coordinates and the measuring output; \( n \) denotes the dimension of generalized coordinate; \( H_i(q_i) \) denotes inertia matrix which is positive-definite and symmetric; \( g_i(q_i) \) is the gravitational force; \( \frac{1}{2} \dot{H}_i(q_i) + C_i(q_i, \dot{q}_i) \) is Coriolis and centrifugal matrix; \( \tau_i \in \mathbb{R}^{n \times 1} \) is the vector of torques produced by the actuators associated with the \( i \)th system. \( C_i(q_i, \dot{q}_i) \) is a skew-symmetric matrix.

For any properly dimensional vector \( \psi \in \mathbb{R}^n \), the following holds

\[
\psi^T C(q(t), \dot{q}(t)) \psi = 0. \quad (4)
\]

Furthermore, when the accelerations in the mechanical system are bounded, the states of the system (3) are also bounded. Owing to the Euler-Lagrange dynamic structure, (3) exhibits certain fundamental properties as follows [44].

**Property 1.** The dynamics of an Euler-Lagrange rigid body system can be linearizing parameterized as follows

\[
H_i(q_i)\ddot{\xi}_i + \left[ \frac{1}{2} \dot{H}_i(q_i) + C_i(q_i, \dot{q}_i) \right] \dot{\xi}_i + g_i(q_i) = W_{d,i}(q_i, \dot{q}_i, \dot{\xi}_i, \ddot{\xi}_i) \theta_d, \quad (5)
\]

where \( \dot{\xi}_i, \ddot{\xi}_i \in \mathbb{R}^{n \times 1}; W_{d,i}(q_i, \dot{q}_i, \dot{\xi}_i, \ddot{\xi}_i) \in \mathbb{R}^{n \times p_3} \) is called dynamic regression matrix; the vector \( \theta_d \in \mathbb{R}^{p_3 \times 1} \) includes all unknown dynamic parameters which are constant; \( p_3 \) is the dimension of vector \( \theta_d \).
3.2. Kinematics

Let $x_i(t) \in \mathbb{R}^m, i = 1, \ldots, 6$ be the position vector on task-space of the $i$th agent, where $m$ denotes the dimension of task-space. For instance, for image-plane, the dimension $m = 2$ and for Cartesian space, $m = 3$. The kinematics of $i$th agent can be overall formulated by

$$x_i(t) = f_i(q_i(t)), \quad (6)$$

where the function $f_i(\cdot)$ maps the positions from the generalized coordinates frame of Euler-lagrange systems to the task space frame. Differentiating (6) yields the task-space velocity,

$$\dot{x}_i = J_i(q_i(t))\dot{q}_i(t), \quad (7)$$

where the matrix $J_i(q_i(t))$, called the Jacobian matrix, characterizes the mapping between the joint velocities and task-space velocities of the $i$th manipulator, also known as Jacobian matrix. The Jacobian matrix describes the kinematics of a Euler-Lagrange system. Note that (6) exhibits certain fundamental propertie the following linear parameterization property [13].

**Property 2.** The kinematics (7) can be linearly parameterized as the following form

$$J_i(q_i(t))\dot{q}_i(t) = W_{k,i}(q_i(t), \dot{q}_i(t))\theta_{k,i}, \quad (8)$$

where $W_{k,i}(q_i(t), \dot{q}_i(t))$ is called the kinematic regression matrix and $\theta_{k,i}$ is the unknown vector which is constant.

Hereafter, to facilitate understanding, $q_i(t)$ is simplified by $\dot{q}_i$ and $J_i(q_i(t))$ by $J_i$.

3.3. Control Objective

The network considered in this paper is digraph with strongly connected topology and time-varying delays on its links. The upper bound of the changing rate of delays is assumed to be not larger than 1. The dynamics of agents is of Euler-Lagrange with uncertainties. The kinematic parameters also contain uncertainties.

Our control goal is to design a proper cooperative protocol for asymptotically and synchronously tracking a task-space trajectory $(x_d(t), \dot{x}_d(t), \ddot{x}_d(t))$. Namely, $\Delta x_i(t) = x_i(t) - x_d(t) \to 0$ and velocity tracking errors $\Delta \dot{x}_i(t) = \dot{x}_i(t) - \dot{x}_d(t) \to 0$ as $t \to \infty$. The synchronization means the cooperative position synchronization error $x_i(t) - x_j(t) \to 0$ and velocity synchronization error $\dot{x}_i(t) - \dot{x}_j(t) \to 0$ as $t \to \infty$.

In addition, from the perspective of control performance, using task-space velocities obtained from numerical differentiation of positions may deteriorate the stability performance and the protocol is expected to be free of using task-space velocities.

4. Cooperative Task-Space Synchronous Protocol Design

Based on the above analysis, Jacobian matrix $J_i$ is unknown due to the absence of knowing accurate kinematic parameters. As an alternative, the estimated Jacobian matrix $\hat{J}_i$ makes the protocol design possible. $\hat{J}_i$ is derived according to Property 2 from the following equation,

$$\hat{J}_i\dot{q}_i = W_{k,i}(q_i(t), \dot{q}_i(t))\hat{\theta}_{k,i}, \quad (9)$$
where \(\hat{\theta}_{k,j}\) denotes the estimate of \(\theta_{k,j}\). Define \(\Delta\theta_{k,j} = \hat{\theta}_{k,j} - \theta_{k,j}\) to denote the estimated error of kinematic unknown. The adaptive law is the key of the estimation and will be designed later. With estimated \(\hat{J}_i\), we now present the observer to estimate task-space velocity,

\[
\dot{x}_i(t) = (1 + G_{a,i}) \tilde{J}_i \dot{q}_i + (\beta_i G_{a,i} - \alpha_i I) \hat{\Delta}x_i(t) - G_{a,i} \bar{x}_d + 2\beta_i G_{a,i} \dot{\Delta}x_i(t),
\]

(10)

where \(G_{a,i}\) to be determined later; \(\hat{\Delta}x_i(t) = \hat{x}_i(t) - x_i(t)\) denotes observed errors; \(\alpha\) and \(\beta\) are positive constants. Note that the observer is to estimate the task-space velocity for avoiding directly using task-space velocity.

Differentiating \(\hat{\Delta}x_i(t)\) yields

\[
\dot{\hat{\Delta}x}_i(t) = \hat{x}_i(t) - x_i(t) = G_{a,i} \tilde{J}_i(q_i, \dot{q}_i) \dot{q}_i + (\beta_i G_{a,i} - \alpha_i I) \hat{\Delta}x_i
\]

(11)

Define the delay of coupling signals from agent \(j\) to agent \(i\) by \(d_{ij}(t)\) and it satisfies

\[
d_{ij}(t) \leq \tilde{d}_{ij} \leq 1.
\]

(12)

where \(\tilde{d}_{ij}\) denotes the upper bound of the delay rate.

**Remark 1.** In the case of that the knowledge of delay rates is available, using accurate delay rates makes the protocol less conservative. In the case of that delay rates are unknown, taking the upper bound as 1 can also achieve systematic stability.

Furthermore, we define references of joint-space velocities and task-space velocities for \(i\)-agent, respectively, by

\[
\begin{align*}
\dot{x}_{ri} &= \dot{x}_d - \beta_i \Delta \hat{x}_i - \sum_{j \in \mathcal{N}_i} w_{ij} [\gamma_{ij,1} \Delta \hat{x}_i - \gamma_{ij,2} \Delta \hat{x}_j], \\
\dot{q}_{ri} &= \dot{J}_i^+(q_i) \dot{x}_{ri},
\end{align*}
\]

(13)

where \(\gamma_{ij,1} = 1 - \tilde{d}_{ij}/2; \ \gamma_{ij,2} = 1 - \tilde{d}_{ij}; \ \dot{J}_i^+(q_i)\) is the pseudo-inverse of \(\dot{J}_i(q_i); \ \Delta \hat{x}_i = \hat{\Delta}x_i(t) + \Delta x_i(t); \ \Delta \hat{x}_j\) is short for \(\Delta \hat{x}_j[t - d_{ij}(t)] = \hat{x}_j[t - d_{ij}(t)] - x_d[t - d_{ij}(t)].\)

Then differentiating (13) yields

\[
\begin{align*}
\dot{x}_{ri} &= \dot{x}_d - \beta_i \Delta \hat{x}_i - \sum_{j \in \mathcal{N}_i} w_{ij} [\gamma_{ij,1} \Delta \hat{x}_i - \gamma_{ij,2} \Delta \hat{x}_j], \\
\dot{q}_{ri} &= \dot{J}_i^+(q_i) \dot{x}_{ri}(t) + \dot{J}_i^+(q_i) \dot{q}_{ri}(t).
\end{align*}
\]

(14)

Following the typical application in ref. [45], we define a sliding vector of generalized coordinates

\[
S_{qi} = q_i - q_{ri}.
\]

(15)

In view of many different vectors of error values in formulation, we denote \(S_{qi}, \Delta \hat{x}_i(t), \Delta x_i(t), \Delta \hat{\theta}_{k,i}\) by \(e_{1,i}, e_{2,i}, e_{3,i}, e_{4,i}\) hereafter. Accordingly, \(\Delta \hat{x}_i = e_{2,i} + e_{3,i}\). Combining (9)–(15), the following holds

\[
\dot{f}_{1,i} = e_{3,i} + \beta_i (e_{2,i} + e_{3,i}) + W_{k,i}(q_i, \dot{q}_i) e_{4,i} + \sum_{j \in \mathcal{N}_i} w_{ij} [\gamma_{ij,1} \Delta \hat{x}_i - \gamma_{ij,2} \Delta \hat{x}_j],
\]

(16)
where $G$
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Using (16), one can further derive (11) as:

$$e_{2,i} = W_{k,i}(q_i, \dot{q}_i)e_{4,i} - \alpha_i e_{2,i} + K_a \dot{e}_{1,i} + K_a \beta_i e_{3,i}$$

For clarity, combining (11), (16), and (17) yields

$$\begin{align*}
\dot{e}_{1,i} &= -H_i^{-1} \left[ \frac{1}{2} \dot{H}_i + C_i \right] e_{1,i} + H_i^{-1} W_{d,i} e_{5,i} \\
- H_i^{-1} K_1 e_{1,i} - H_i^{-1} J_i^T K_2,2 e_{2,i} + e_{3,i} \\
\dot{e}_{2,i} &= W_{k,i}(q_i, \dot{q}_i)e_{5,i} - \alpha_i e_{2,i} + K_a \dot{e}_{1,i} + K_a \beta_i e_{3,i} \\
- K_a \sum_{j \in N_i} w_{ij} [\gamma_{ij,i}(e_{2,j} + e_{3,j}) - \gamma_{ij,2} \dot{\Delta_x}] \\
\dot{e}_{3,i} &= \dot{\theta}_{i} e_{1,i} - \beta_i (e_{2,i} + e_{3,i}) - W_{k,i}(q_i, \dot{q}_i)e_{4,i} \\
- \sum_{j \in N_i} w_{ij} [\gamma_{ij,i}(e_{2,j} + e_{3,j}) - \gamma_{ij,2} \dot{\Delta_x}] 
\end{align*}$$

(18)

Likewise, the estimates of dynamic parameters are accordingly derived from Property 1,

$$\dot{\hat{\theta}}(q_i) \dot{q}_i + \left[ \frac{1}{2} \ddot{\theta} + \dddot{\theta}(q_i) \right] \dot{q}_i + \dddot{\theta}(q_i) = W_{d,i}(q_i, \dot{q}_i, \ddot{q}_i) \dot{\hat{\theta}}_{d,i}.$$  

(19)

The updating law for $\dot{\hat{\theta}}_{d,i}$ will be introduced later. Define $\Delta \theta_{d,i} = \dot{\hat{\theta}}_{d,i} - \theta_{d,i}$ called estimating errors. To unify, we number it with $e_{5,i}$.

Now we propose the synchronous protocol for the $i$th Euler-Lagrange sub-system as follow

$$\tau_i = W_{d,i}(q_i, \dot{q}_i, \ddot{q}_i, \dot{\theta}_i, \ddot{\theta}_i) \dot{\hat{\theta}}_{d,i} - G_{1,i} \dot{\theta}_i - J_i^T G_{2,i} \Delta \dot{x}_i(t),$$  

(20)

where $G_{1,i}$ and $G_{2,i}$ are control gain matrices with proper dimensions. Additionally, the gain of task-space velocity observer can therefore be determined by $G_{a,i} = G_{3,i}^{-1} G_{2,i}$.
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After substituting controller (20) into the dynamic Equation (3), the close-loop system is given by

\[ H_i \dot{e}_{1,i} + \left[ \frac{1}{2} H_i + C_i \right] e_{1,i} = W_{d,i} e_{5,i} - G_{1,i} e_{1,i} - \int_t^T G_{2,i}(e_{2,j} + e_{3,j}), \]

(21)

where \( H_i, C_i \) are simplified \( H_i(q_i), C_i(q_i, \dot{q}_i) \) respectively; \( W_{d,i} \) is short for \( W_{d,i}(q_i, \dot{q}_i, \dot{q}_{r,i}, \dot{q}_{r,i}) \).

Now, we are at the position to present the updating laws above mentioned, for \( e_{4,i} \) and \( e_{5,i} \).

\[ \dot{e}_{4,i} = \Gamma_{k,i}^{-1} W_{d,i}(q_i, \dot{q}_i) [K_{2,i} e_{3,i} - K_{3,i} e_{2,i}], \]

(22)

\[ \dot{e}_{5,i} = -\Gamma_{d,i}^{-1} W_{d,i}(q_i, \dot{q}_i, \dot{q}_{r,i}, \dot{q}_{r,i}) e_{1,i}. \]

(23)

5. Stability Analysis

In this section, the rigorously mathematic proof of asymptotic and synchronous stability of the overall coupled Euler-Lagrange systems is given. The following theorem presents the main results.

**Theorem 1.** Consider N-agent Euler-Lagrange systems on the network with a strongly connected topology graph. Under the synchronous protocol formulated (18) and the updating laws (22) and (23), the asymptotic stability and synchronization of the systems can be guaranteed. Namely, for the \( i \)-th agent, \( e_{3,i} \to 0 \), \( e_{3,i} \to 0 \) as \( t \to \infty \). For the networked Euler-Lagrange system, \( x_i - x_j \to 0 \), \( \dot{x}_i - \dot{x}_j \to 0 \), as \( t \to \infty \), \( \forall i, j \in \mathcal{V} \), with the time-varying delays \( d_{ij}(t) \) which satisfies \( d_{ij}(t) \leq \bar{d}_{ij} \leq 1 \).

**Proof.** For the \( i \)-th Euler-Lagrange system, we propose the Lyapunov-like positive definite function as follow

\[ V_i = \frac{1}{2} e_{1,i}^T H_i e_{1,i} + \frac{1}{2} e_{2,i}^T G_{2,i} e_{2,i} + \frac{1}{2} e_{3,i}^T G_{3,i} e_{3,i} + \frac{1}{2} e_{4,i}^T \Gamma_{k,i} e_{4,i} + \frac{1}{2} e_{5,i}^T \Gamma_{d,i} e_{5,i}. \]

(24)

Differentiating the (24) yields

\[ \dot{V}_i = e_{1,i}^T H_i e_{1,i} + e_{2,i}^T G_{2,i} e_{2,i} + e_{3,i}^T G_{3,i} e_{3,i} + e_{4,i}^T \Gamma_{k,i} e_{4,i} + e_{5,i}^T \Gamma_{d,i} e_{5,i}. \]

(25)

Note that the unknown parameters are constant, namely, \( \dot{\theta}_{k,i} = 0 \) and \( \dot{\theta}_{d,i} = 0 \). By invoking (4), (16), (17), and (21), it can be rewritten

\[ \dot{V}_i = -e_{2,i} G_{2,i} e_{2,i} - \beta_i e_{3,j} G_{3,j} e_{3,j} - e_{2,j} G_{2,j} \sum_{j \in \mathcal{K}_i} w_{ij} [\gamma_{ij,1} \dot{\Delta} \dot{x}_i - \gamma_{ij,2} \Delta \dot{x}_i]. \]

(26)

According to the definition of \( \gamma_{ij,1} \) and \( \gamma_{ij,2} \), the following holds

\[ \dot{V}_i = -S_{d,i}^T G_{1,i} S_{d,i} - \beta_i \Delta \dot{x}_i G_{2,i} \Delta \dot{x}_i - a_i \dot{x}_i^T(t) G_{3,j} \dot{x}_i(t) \Delta \dot{x}_i - \gamma_{ij,2} \Delta \dot{x}_i], \]

(27)
For the overall networked system, the following Lyapunov-Krasovskii functional (LKF) is constructed,

$$
V = \sum_{i=1}^{N} \eta_{i}^{T} V_{i} + \sum_{i=1}^{N} \sum_{j \in N_{i}} \eta_{i}^{T} w_{ij} \frac{1}{2} \int_{t-d(t)}^{t} \Delta \hat{x}_{i}^{T}(s) G_{2,j} \Delta \hat{x}_{j}(s) ds.
$$

(28)

Differentiating (28) along with the system, one has

$$
\dot{V} \leq -\sum_{i=1}^{N} \eta_{i}^{T} S_{q,i}^{T} G_{1,i} S_{q,i} - \sum_{i=1}^{N} \eta_{i}^{T} \Delta x_{i}^{T} \beta_{i} G_{2,i} \Delta x_{i} \\
- \sum_{i=1}^{N} \sum_{j \in N_{i}} \eta_{i}^{T} a_{i} \Delta x_{i}^{T}(t) G_{3,j} \Delta x_{j}(t) \\
- \sum_{i=1}^{N} \sum_{j \in N_{i}} \eta_{i}^{T} w_{ij} \Delta \hat{x}_{i}^{T} G_{2,j} \left[ \left( \frac{1}{2} + \gamma_{ij,2} \right) \Delta \hat{x}_{i} - \gamma_{ij,2} \Delta \hat{x}_{j} \right] \\
+ \sum_{i=1}^{N} \sum_{j \in N_{i}} \eta_{i}^{T} w_{ij} \left[ \Delta \hat{x}_{i}^{T} G_{2,j} \Delta \hat{x}_{j} - \gamma_{ij,2} \Delta \hat{x}_{i}^{T} G_{2,j} \Delta \hat{x}_{j} \right].
$$

(29)

Here, with assumption $G_{2,i} = G_{2,j}$ and Lemma 2, the following holds

$$
\dot{V} \leq -\sum_{i=1}^{N} \sum_{j \in N_{i}} \frac{\eta_{i}^{T}}{2} w_{ij} \left[ \Delta x_{i}^{T} G_{2,j} \Delta x_{i} - \Delta x_{j}^{T} G_{2,j} \Delta x_{j} \right] \\
= -\frac{\eta_{i}^{T}}{2} L \left[ \Delta x_{i}^{T} G_{2,1} \Delta x_{1} \ldots \Delta x_{i}^{T} G_{2,N} \Delta x_{N} \right]^{T} = 0.
$$

Then (29) can be further derived as

$$
\dot{V} \leq -\sum_{i=1}^{N} \eta_{i}^{T} S_{q,i}^{T} G_{1,i} S_{q,i} - \sum_{i=1}^{N} \eta_{i}^{T} \beta_{i} \Delta x_{i}^{T} G_{2,i} \Delta x_{i} \\
- \sum_{i=1}^{N} \sum_{j \in N_{i}} \eta_{i}^{T} a_{i} \Delta x_{i}^{T}(t) G_{3,j} \Delta x_{j}(t) \\
- \sum_{i=1}^{N} \sum_{j \in N_{i}} \eta_{i}^{T} w_{ij} \gamma_{ij,2} \left[ \Delta \hat{x}_{i} - \Delta \hat{x}_{j} \right]^{T} G_{2,j} \left[ \Delta \hat{x}_{i} - \Delta \hat{x}_{j} \right].
$$

(30)

Recalling (12), one has $\gamma_{ij,2} = 1 - d_{ij} \geq 0$, leading to $\dot{V} \leq 0$. The negative semi-definition of $\dot{V}$ means that $V$ will not increase its values. Namely, it is upper-bounded. The boundedness of $e_{m,n}, m = (1,2,\ldots,5)$ exist. Hence $S_{q,i}, \Delta x_{i}(t), \Delta x_{j}(t), \Delta \theta_{k,j}, \Delta \hat{\theta}_{k,j} \in L_{2} \cap L_{\infty}$ from (22) and (23), $\Delta \theta_{k,j}, \Delta \hat{\theta}_{k,j} \in L_{\infty}$. Note that $\Delta \hat{x}_{i}(t) = e_{2,i} + e_{3,i}$, thus $\Delta \hat{x}_{i}(t) \in L_{\infty}$. Invoking (13), one obtains $\hat{x}_{r,i} \in L_{\infty}$ and $\tilde{q}_{r,i} \in L_{\infty}$. With $S_{q,i} \in L_{\infty}, \tilde{q}_{i} \in L_{\infty}$ holds. It leads to $\hat{x}_{i}(t) \in L_{\infty}, \Delta \hat{x}_{i}(t) \in L_{\infty}$. Under the condition of the boundedness of $\tilde{q}_{i}, \Delta x_{i}(t), \Delta \hat{x}_{i}(t)$ into (10), one derives $\hat{x}_{i}(t) \in L_{\infty}$. With bounded $\hat{x}_{i}(t)$, $\Delta \hat{x}_{i}(t) \in L_{\infty}$ holds. From (14), it is observed that $\hat{x}_{r,i}(t) \in L_{\infty}, \tilde{q}_{r,i}(t) \in L_{\infty}$. From (21), then $\hat{S}_{q,i} \in L_{\infty}$ holds. By differentiating $\dot{V}$ w.r.t. time, it yields $\dot{V} \in L_{\infty}$. So far, it is derived that $\dot{V}$ is uniformly continuous. From Lemma 1, $\dot{V} \rightarrow 0$ as $t \rightarrow \infty$ can be easily derived. Consequently, $\Delta \hat{x}_{i} - \Delta \hat{x}_{j} \rightarrow 0$ for $i \in V, j \in N_{i}$ as $t \rightarrow \infty$.

The convergence of variable $\Delta \hat{x}_{i} - \Delta \hat{x}_{j}$ indicates $[\Delta \hat{x}_{i} - \Delta \hat{x}_{j}], [\Delta \hat{x}_{i} - \Delta \hat{x}_{j}] \rightarrow 0$, for $i \in V, j \in N_{i}$ as $t \rightarrow \infty$. Similarly, one can easily derive $\hat{x}_{i}(t) - \hat{x}_{j}(t) \rightarrow 0$. Due to the strongly connected graph, one has $x_{i}(t) - x_{j}(t) \rightarrow 0, \hat{x}_{i}(t) - \hat{x}_{j}(t) \rightarrow 0$ for $i, j \in V$ as $t \rightarrow \infty$. □
6. Simulation Results

In this section, we conduct simulations to verify the main results of this paper. In simulations, planar manipulators are taken as examples of Euler-Lagrange systems. The mechanical parameters, including the mass of links, D-H parameters, are assumed as unknown, for the purpose of verifying the effectiveness of non-calibration. Regarding the network, the communication topology is strongly connected as mentioned above. Meanwhile, there exist delays on the network and the delays are time-varying whose rates of change are bounded by 1.

The control objective is defined on image-space. Namely, the task-space is on image, \( x_i = [x_{i,1}, x_{i,2}]^T \), where \( x_{i,1} \) represents the coordinates on X-axis of image-plane and \( x_{i,2} \) represents coordinates on Y-axis of image-plane. The associated graph Laplacian matrix \( L \) is set as

\[
L = \begin{pmatrix}
1 & -0.5 & 0 & -0.2 & 0 & -0.3 \\
0 & 1 & -1 & 0 & 0 & 0 \\
0 & -0.5 & 1 & -0.5 & 0 & 0 \\
0 & -1 & -1 & 3 & 0 & -1 \\
-0.3 & -0.7 & 0 & 0 & 1.5 & -0.5 \\
0 & 0 & -0.5 & -0.2 & 0 & 0.7
\end{pmatrix}.
\]

(32)

The man-made communicating time-varying delays are randomly generated by computer. Accordingly, the strengths \( \gamma_{ii,1} \) and \( \gamma_{ii,2} \) can be derived. Note that the model parameters of agents can be different from each other. This is to say that the proposed protocol also can be employed on the networks with heterogeneous agents.

For estimating parameters of dynamics and kinematics, Property 1 and Property 2 should be used with the adaptive laws (22) and (23). Constructing the regression matrices will be the first step and the detailed procedures are provided in many existing publications, so we omit it. In this simulation, the regression matrix \( W_{k,i}(q, \dot{q}) \) consists of time-varying functions with independent variables: \( q_i, \dot{q}_i \) (i.e., joint space position vector and its velocity vector); the regression matrix \( W_{d,i}(q_i, \dot{q}_i, \dot{q}_{r,i}, \dot{q}_{r,j}) \) consists of time-varying functions with independent variables: \( q_i, \dot{q}_i, \dot{q}_{r,j} \) (i.e., joint space position vector, its velocity vector, the defined references of joint velocity and the differential reference). After constructing the regression matrices, one has the differential equations formulated in (22) and (23).

By setting the initial values of unknown vectors \( \hat{\theta}_{d,i}[0] \) and \( \hat{\theta}_{k,i}[0] \), the unknowns can converge to certain values by iteration, leading to asymptotic convergence of Euler-Lagrange systems. To show the global convergence, the initial values of the unknowns are chosen randomly as well.

The control gains are chosen as \( G_{1,i} = 0.75I_2, G_{2,j} = 0.375I_2, G_{3,j} = 10I_2, \Gamma_{d,i} = 0.1I_2, \Gamma_{k,j} = I_2, i = 1, \ldots, 6 \), and the constants in the protocol are set as \( \alpha_i = 3, \beta_i = 2, i = 1, \ldots, 6 \). The given desired trajectory is on image-plane, which is the circle, \( x_{d,1}(t) = 0.4 + 0.1 \sin(0.68 + 3t); x_{d,2}(t) = 0.4 + 0.1 \cos(0.68 + 3t) \). The results of the first simulation are present in Figures 2–6. Figure 2 is presented to show the convergence of positions of 6 agents on the network. Figure 3 exhibits the velocity tracking errors of the 6 followers. Intuitively, the actual positions and velocities on X-axis and Y-axis of the 6 agents are given in Figures 4 and 5, respectively. From Figures 2–5, it can be observed that the proposed controller (20) can guarantee the whole system’s tracking errors asymptotically convergent and synchronous. For better illustrating the positions and velocities of agents on image-plane, their motions are plotted on X-axis and Y-axis separately.

To further verify the superiority of the result, a comparison has been made in the second simulation between the proposed control protocol and the protocol proposed in [34]. The results of the second simulation are plotted in Figure 7. The X-axis synchronization error curves (the dotted line) of every two agents are under the proposed protocol (20), i.e., controller 2 in Figure 7. It can be observed that the synchronization between the agents is guaranteed. By contrast, the synchronization error curves represent the synchronous errors of the controller proposed in [34].
Figure 2. Position tracking errors of 6 agents in the networked Euler-Lagrange system. (a) Position tracking errors for X-axis; (b) Position tracking errors for Y-axis.

Figure 3. Tracking errors of velocities of 6 agents in the networked Euler-Lagrange system. (a) Tracking errors for X-axis; (b) Tracking errors for Y-axis.

Figure 4. Positions of the agents in the networked Euler-Lagrange system. (a) Actual positions on X-axis; (b) Actual positions on Y-axis.
Figure 5. Velocities of 6 agents of the coupled Euler-Lagrange system. (a) Actual velocities on X-axis; (b) Actual velocities on Y-axis.

Figure 6. Kinematic parameter estimates $\theta_{kj}$ of the Euler-Lagrange agents. (a) 1st element; (b) 2nd element; (c) 3rd element.
From Figure 7, although the synchronization can finally be achieved, it can be observed that it exhibits some abnormal oscillations for controller 1, due to the effects of the time-varying delays. By contrast, the synchronous errors of controller 2, however, are relatively smooth.

Figure 6 provides the profile of the estimates of the kinematic parameters. Note that these estimates are not well convergent, resulting from the lack of persistent excitation.

7. Conclusions

A novel adaptively synchronous protocol is presented for the networking Euler-Lagrange systems with mechanical uncertainties. Furthermore, the time-varying delays are considered on the network.

To address this problem, a velocity observer on task-space and a reference velocity are first proposed. Moreover, the updating laws of estimates of kinematic parameters and estimates of dynamic parameters are proposed to cope with mechanical uncertainties accordingly. Compared with the results of existing literature, the proposed unified protocol addresses the synchronous problem of the MAS of Euler-Lagrange systems with uncalibrated parameters and even with networking time-varying delays. In this paper, the advantages of the proposed protocol can be summarized as the following aspects.

First, the capability of dealing with time-varying delays. In existing literature [33,34], only constant delays are considered, which makes the design of networking protocol conservative. The proposed protocol achieves less conservativeness on the coupling gains of the synchronous protocol.

Second, non-calibration. The work of calibration is tedious and error-prone. The non-calibration scheme is promising and convenient in industry. By the proposed protocol, MAS of uncalibrated Euler-Lagrange systems can be synchronous and cooperative to perform control objective in task-space.

Third, it is free of task-space velocities. Through the observer in the protocol, the task-space velocity can therefore be avoided, which makes the overall system robust to noise.

The analysis of Lyapunov stability is also provided in this paper to prove the mathematic correctness. To verify the effectiveness of this protocol, the simulation results of the proposed cooperative control scheme are presented.
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