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Abstract: The application of machine learning models for prediction and prognosis of disease development has become an irrevocable part of cancer studies aimed at improving the subsequent therapy and management of patients. The application of machine learning models for accurate prediction of survival time in breast cancer on the basis of clinical data is the main objective of the presented study. The paper discusses an approach to the problem in which the main factor used to predict survival time is the originally developed tumor-integrated clinical feature, which combines tumor stage, tumor size, and age at diagnosis. Two datasets from corresponding breast cancer studies are united by applying a data integration approach based on horizontal and vertical integration by using proper document-oriented and graph databases which show good performance and no data losses. Aside from data normalization and classification, the applied machine learning methods provide promising results in terms of accuracy of survival time prediction. The analysis of our experiments shows an advantage of the linear Support Vector Regression, Lasso regression, Kernel Ridge regression, K-neighborhood regression, and Decision Tree regression—these models achieve most accurate survival prognosis results. The cross-validation for accuracy demonstrates best performance of the same models on the studied breast cancer data. As a support for the proposed approach, a Python-based workflow has been developed and the plans for its further improvement are finally discussed in the paper.
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1. Background

In the last decade, high-throughput technologies have been massively used alongside clinical tests to study various diseases to decipher the underlying biological mechanisms and devise novel therapeutic strategies. The generated high-throughput data often correspond to measurements of different biological entities (e.g., gene expression, RNA transcripts, proteins), represent various views on the same entity (e.g., genetic, epigenetic), and are created through different technologies (e.g., microarrays, next generation sequencing, etc.) [1,2]. The data are heterogeneous, of different types and formats. However, in fact it is still very difficult to distinguish tumors even by experts using modern methods such as immunohistochemistry, DNA, or RNA hybridization. There is an intensive and rapid development of new knowledge-based diagnostic methods for tumor detection with the extended use of tools of bioinformatics, computer science, statistics, and machine learning. Aside from that, many of these methods are difficult for integration and combination in a meaningful workflow. With the
advent of a large development and application of machine learning (ML) methods in cancer studies, they have become more accurate and based on the discovery of new enriched knowledge about origin, classification, prognosis, and therapy. Our work comprises ML methodologies for survival prognosis time in breast cancer. We apply and compare the performance of eight ML methods for prediction of survival time and several parameter-based methods for cross-validation of the applied approaches.

Breast cancer is a cancer, manifesting in women mostly (more than 99%) and concerns approximately one in eight women over their lifetime [3]. According to American Cancer Society, the average 10-year survival rate is 83%. If the cancer is located only in the breast, the five-year relative survival rate of patients with breast cancer is 99%. Sixty-two percent of all cases are diagnosed at this stage.

The objective of this study is to assess the efficiency and accuracy of the used ML models for survival time prediction in breast cancer patients.

2. Problem Description

The accurate prediction of survival rate in patients with breast cancer remains a challenge due to the increasing complexity of cancer, treatment protocols, and various patient population samples. Reliable and well-validated predictions could assist in a better way personalized care and treatment, and improve the control over the cancer development. Usually in good clinical practices, clinicians use data collected from different sources as medical records, clinical laboratory tests, and studies aiming more precise diagnostics, therapy, and disease-development prognosis.

There is a definite increase in the use of classification-based approaches in contemporary medical diagnostics. Cancer studies are the major target in using contemporary bioinformatics, statistics, and ML techniques for the purposes of more accurate and rapid diagnostics. In the scope of constantly growing significance of predictive and personalized medicine, there is a rapidly growing demand to apply machine learning-driven models to make predictions and prognosis in cancer studies [4].

At first sight, all these classification-based approaches use various and heterogeneous medical data and can inflate the quality of diagnostics. On the contrary, numerous recent developments in computer science, data science, and ML assist in the decrease of errors in overall diagnostics. The use of artificial intelligence techniques for classification in cancer studies provides more informative knowledge-based background for prediction and prognosis of cancer to be tested more meticulously and rapidly, in a short time [5].

Prediction and prognosis of cancer development are focused on three major domains: risk assessment or prediction of cancer susceptibility, prediction of cancer relapse, and prediction of cancer survival rate. The first domain comprises prediction of the probability of developing certain cancer prior to the patient diagnostics. The second issue is related to prediction of cancer recurrence in terms of diagnostics and treatment, and the third case is aimed at prediction of several possible parameters characterizing cancer development and treatment after the diagnosis of the disease: survival time, life expectancy, progression, drug sensitivity, etc. The survivability rate and the cancer relapse are dependent very much on the medical treatment and the quality of the diagnosis [6].

About 40% of all ML studies on breast cancer prediction were focused on predicting patient survivability. There is a variety of examples of machine learning-based approaches applied to different datasets. The obvious trend is that all the major studies with clinical data mostly use models related to artificial neural networks (ANN) and support vector machines (SVM), and use statistical methods for validation. In this way, some problems with classification and validation have been overcome. There is an obvious demand to improve the ML impact in survival time prediction studies in breast cancer in the scope of generality, better accuracy, and validation. These challenges are also in the scope of our work [7].
3. Related Work

Artificial intelligence and, in particular, ML models have a visible history in cancer research and practical implementation [4]. Most of these works employ ML methods for modeling the progression of cancer and identify informative factors that are used afterwards in a classification scheme, concerning mostly cancer susceptibility, recurrence, and survival [8].

The use of different ML models in cancer research provides vast room for various applications. ANNs and decision trees (DTs) have been used in cancer detection and diagnosis for nearly 30 years [4,6,9]. Different models based on SVM applied to cancer prognosis issues have been used for about a couple of decades [10]. Other models for prediction of cancer development and outcome have also been used for several studies. Today, less than a half of data science and bioinformatics methodologies are used by ML-driven models with a wide range of applications, from diagnostics to prediction and prognosis in cancer. All these research studies are concerned with using ML methods to identify, classify, detect, or distinguish tumors and other malignancies, as well as to predict cancer development.

Breast cancer survival time prediction studies based on ML models occupy a significant part of the contemporary research in this area. There are several studies considering the effect of an ensemble of ML techniques to predict the survival time in breast cancer. Their technique shows better accuracy on their breast cancer dataset compared to previous results [11]. Several papers concern different problems in applying ML algorithms for breast cancer prediction. The authors experimented on breast cancer data using C5 algorithm with bagging [9] to predict breast cancer survivability. Other authors gain 93% accuracy of survivability in breast cancer prediction [10]. Some of the studies were focused on a comparative analysis of the performance of the applied supervised learning classifiers such as Naïve Bayes, SVM-radial basis function (RBF) kernel, RBF neural networks, DTs (J48), and simple CART to find the best classifier in breast cancer datasets [12].

Many problems with the use of ML methods in breast cancer predictions studies are related to the lack of efficient and precise validation. One can admit that the use of ML models can improve the accuracy of survival prediction, but the choice of proper validation approach is of great value for studying the breast cancer time of survivability. Among the most common methods for evaluation of the performance of the applied model are the cross-validation methods. Cross-validation is very suitable for ML-based modeling and is used for training and for testing the datasets [13].

An obvious trend in the examined works also includes integration of mixed data of clinical and lab origin. This makes it possible to also use data science models as well as technologies for data integration and subsequent normalization and classification for the purposes of a predictive study [14,15]. A reasonable semantic data integration approach can provide better quality of the input datasets for using ML models for prediction of survival time of breast cancer.

Recent applications of deep learning (DL) models in cancer research demonstrate rich opportunities for their wide use and, aside from that, have left open some problems with their application to particular types of problems. For example, some cases of efficient use of DL or DL-related models for integrative data analysis have been developed and discussed in [16]. Here the authors explored the potential of DL-based approaches for classification and identification of meaningful disease subtypes from multi-platform pattern-type cancer data. Another study [17] presents a DL-based multi-omics model providing optimal differential clustering for survival rate of patients. Both studies are based on integrative data analysis approaches which can effectively extract unified representation of latent features to capture with a certain level of robustness.

The aim of this paper is to investigate different ML techniques in the case of the analysis of breast cancer. We focus on a few ML techniques for analyzing an amount of existing count data such as Support Vector Regression, Kernel Ridge, K-neighborhood regression, Decision Tree, and Multi-layer perceptron regression. We have primarily integrated the provided count data and studied these various ML methods for survival prognosis purposes, and discussed their results. Thus, our work is oriented towards attaining maximal accuracy of survival time prediction based on preliminary defined features
and their integrative use. The amount of data, the particular kinds of data—count data in our case and image data in most examples of effective application of deep learning techniques—as well as the aim of the discussed study predispose us to use “classical” ML models instead of DL.

The motivation of our research is based on a thorough literature search on the application of different ML models in cancer research. Large parts of these models have good performance on cancer data [18,19], which emphasizes the experience of using ML techniques in cancer, in particular in breast cancer research. The use of ML also gives some more freedom in model design, targeting the improvement in accuracy and lower error rate in cancer diagnosis [8].

4. Data Description

In breast cancer research a lot of different data types and formats are used and generated. Some of very important research studies using ML for breast cancer used data from: imaging analysis (MRI), clinical records, histological data, expression analysis, populations studies, and a combination of these [8].

Data used in our study is based on clinical records, including patient age, stage of tumor development, tumor size, and the living status of the respective patient. There is also data concerning different types of therapies and surgery intervention, thus many features related to disease developing—tumor size, age at diagnosis, tumor stage, information about applied surgeries, and applied treatments such as chemotherapy, hormone therapy, etc. are included in the raw data. The data was taken from The Cancer Genome Atlas—TCGA portal https://cancergenome.nih.gov/. The data is heterogeneous, and many records contain incomplete information. Only for patients with breast cancer after surgery features, prognosis to determine the survival rate is made.

Two datasets from breast cancer studies are used in the discussed study. The first dataset contains profiles of 498 patients as well as corresponding clinical information. The second breast cancer dataset also contains genomic profiles data and clinical information for 2000 patients. Different types of available data and information sources are shown in Figure 1. The same type of information is provided by different sources in different formats. We integrate all data both horizontally and vertically.

4.1. Data Preprocessing

For initial data preprocessing we developed a software module in Python (Python version 3.7.x) with library scikit-learn [20,21] for reading and normalizing the raw data files. The module we developed automatically discovers the delimiter which separates each attribute in the raw data files. Each file has a header with rows, containing specific information about the file, the technology applied for generation of this file, types and number of attributes, and references to other files (clinical data files have reference to genomic related data files via file ID). Our programming module reads this information and uses it to create a so-called semi-structure. This semi-structure contains attributes which exist in each kind of data: clinical and aggregated genomic data.

The software module reads this information in and uses it to create a so-called semi-structure. This semi-structure contains attributes which exist in each type of data. Data types include clinical,
expression profiles, and CNV (Figure 1). This module is used to build a semi-structure repeatedly and iteratively, record by record. Each record is built from fields/attributes (all values from one record). For each record we store aggregated information for all fields in one data structure, which contains two parameters—field name and number of repeated fields [13]. After fields are added to the data semi-structure, they are imported into our database. The database consists of two layers: first, a non-relational document-oriented database—a class of databases that store their data in the form of documents. These databases are horizontally scalable and much more flexible than the relational databases [22]. In addition, the second layer is a graph database—a class of databases which store data in the form of graph and uses a technique called index-free adjacency meaning. In a graph database the main emphasis is on the connection between data [22]. In the document-oriented database we apply a restriction (called ‘data schema’) based on the generated semi-structure. The applied data schema over each record for each kind of data joins data in different formats and from different sources. For each kind of data, this data schema always contains ID and the Sample ID (representing the name of the subject, as provided in the clinical information).

The approach, using the semi-structure, is used to integrate all heterogeneous data into one database. In this way, the horizontal data integration is performed. Two layers of the semi-structure—for each kind of data (containing only attributes which exist in each record) and for all kinds of data (containing ID and Sample ID), are used for vertical data integration. In this way we create a network of relations between all kinds of data to manage them.

### 4.2. Data Integration

By definition, data integration is a process of combining data of different types and from disparate sources, and consolidating it into meaningful and valuable information. For data integration we employ the newly generated network of relations. In these networks, nodes represent patients and edges represent similarities between patient profiles. The similarity means that two patients are related to each other by multiple proteins. These networks of relations can be applied to groups of patients and to associate these groups with distinct clinical features. The network has two layers. The first layer, covering internal relationships, is built with relations, generated from raw data. The raw data contains description of each patient, with related expression data, copy number variants and clinical information. This information is transformed into relationships between patients and expressed proteins. The second layer is based on semantically linked data from external knowledge sources. These sources provide information about additional proteins related to those existing in our dataset. These new relations are stored in our graph database. To use the additional information from the external knowledge sources we link them within our network via hyperlinks (URLs). This way we can avoid a visual incomprehensibility that would be caused by the redundancy of information. These two layers are combined into one network with different weights for each relation. Our approach to data integration consists of several steps (Figure 2).

![Figure 2. Workflow of data integration and subsequent processing included in our framework.](image-url)
All the data from the experimental datasets are integrated horizontally with NoSQL (MongoDB) technology and represented as a semi-structure. As a result, via horizontal data integration we unite separately all clinical data in one semi-structure, all expression data in one semi-structure and all mutation specific data (copy number variants, CNV) in other semi-structures. In MongoDB we store the raw data in JSON format and the metadata as a semi-structure for all components (clinical record, expression profile, and CNV) also in JSON format. Regarding vertical integration we first need to find relations between already built semi-structures for clinical records, expression profiles, and CNV data. These relationships are managed by the graph database Neo4j [14]. For example, patient A with semi-structure ID, [attributes] is related to patient B with semi-structure ID, [attributes]. In this relation ID is the important key, while the attributes provide general information about the type of data record (clinical, expression, CNV). By generating such relationships, we built a network, different for each studied patient. In addition to the clinical records of the patients, this network includes information about expression profiles, CNV, and the mutated proteins. In this way we can detect and link all patients also through a specific set of expressed and mutated proteins, which can be used in further cancer studies.

5. Novel Feature

For the purposes of our study we developed a novel and universal predictive parameter—Tumor-Integrated Clinical Feature (TICF). This feature is built by numerically concatenating the tumor stage, tumor size, and age at diagnosis (Figure 3) in this exact order. The order of concatenation of these clinical parameters is important because of the ranking of clinical information about tumor development and its relevance to the patient survival rate. Specifically, a patient with a tumor in stage four, will have a shorter survival time compared to patients with a tumor in stage two. The next feature—tumor size—is added second because with an increase of the tumor size the survival rate of the patient is reduced. The tumor size is the second feature also because it is less important for the survival time than the stage of the tumor. The third used feature is the age at the time of diagnosis, where older patients have a lower survival rate. If the order of concatenation of these TICF-composing features would differ, patients with distant survival-related features would be incorrectly grouped. In this manner, we provide a normalized distance between patients, essential in our subsequent ML approaches to survival time prediction.

As already mentioned, TICF consists of three concatenated parameters: tumor stage, tumor size, and age at diagnosis. The columns virtually group the patients by TICF, regarding the first number—the tumor stage. The rows (split by dotted lines) sort patients according to the values of the TICF referring to the tumor size and age at diagnosis—from left to right following the growth of numerical axis. The introduced in the study TICF has been compared to the Nottingham Prognostic Index (NPI) which is used to determine prognosis following surgery for breast cancer [23]. TICF has shown better results than NPI.

6. Suggested Methodology

For the purposes of survival time prognosis, we normalize both datasets based on the TICF feature by removing the mean and scaling to unit variance. Scaling and centering happen independently
on each feature by computing the relevant statistics on the samples in the training set. Mean and standard deviation are then stored to be used in later data analysis applying the transform method. Standardization of a dataset is a common requirement for many ML classifiers: they might behave badly if the individual feature does not more or less look like standard normally distributed data (with 0 mean and unit variance). Since we are aiming to use ML approaches for the purposes of our study, we prepare the data as follows: we apply splitting mechanism on our datasets to get the testing and training datasets.

The applied approach for normalization is based on the standard deviation of the training set to be able later to apply the same transformation on the testing set. An alternative standardization is based on scaling the features aiming to get them between a given minimum and maximum value, often between zero and one, or so that the maximum absolute value of each feature is scaled to unit size. The motivation to use this scaling includes robustness to very small standard deviations of features and preserving zero entries in sparse data.

The next stage in our methodology is to apply ML models to predict the survival time and to validate them. The used ML models include Support Vector Machine-Regression (SVR) with different kernels: RBF, Linear, and Polynomial, as well as Lasso regression, Kernel Ridge regression, K-neighborhood regression, decision tree and multi-layer perceptron (MLP) regression. More formally, a support vector machine-based method constructs a hyperplane or set of hyperplanes in a high- or infinite-dimensional space, which can be used for classification, regression, or other tasks such as outlier detection. Intuitively, a good separation is achieved by the hyperplane that has the largest distance to the nearest training-data point of any class (the so-called functional margin), which bears a lower generalization error of the classifier [24]. We use also Stochastic Gradient Descent model (SGD)—an algorithm for training a wide range of models in ML, including (linear) SVM, logistic regression and graphical models. When combined with the backpropagation algorithm, it is the de facto standard algorithm for training ANNs. Decision Tree Regressor creates a binary tree model that predicts the value of a target variable based on several input variables. Each interior node corresponds to one of the input variables; there are edges to children for each of the possible values of that input variable. Each leaf represents a value of the target variable given the values of the input variables represented by the path from the root to the leaf. Kernel Ridge Regression (KRR) combines ridge regression (linear least squares with l2-norm regularization) with kernel trick. Thus, trains a linear function in the space, induced by the respective kernel and the data. For non-linear kernels, this corresponds to a non-linear function in the original space. The form of the model learned by KRR is identical to SVR. However, different loss functions are used: KRR uses squared error loss while SVR uses epsilon-insensitive loss, both combined with l2 regularization. In contrast to SVR, fitting a KRR model can be done in closed-form and is typically faster for medium-sized datasets. On the other hand, the learned model is non-sparse and thus slower than SVR, which learns a sparse model for epsilon > 0, at prediction-time. The MLP regressor model optimizes the squared-loss using LBFGS or stochastic gradient descent. K-neighbors regressor—a supervised learning method based on k-nearest neighbor, which is a type of instance-based learning, where the function is only approximated locally, and all computation is deferred until classification. The target is predicted by local interpolation of the targets associated with the nearest neighbors in the training set. Lasso (Least Absolute Shrinkage and Selection Operator) is a supervised regression analysis-based method that performs both variable selection and regularization to enhance the prediction accuracy and interpretability of the model [25].

We chose these models because they have shown good results for survival time prediction [15]. We validate the results by using randomly smaller subsets of both raw and integrated data. On the next step these sets are used for cross-validation. In our ML workflow we use four different cross-validation and splitting mechanisms:

1. Leave One Out—data are split each time in one chunk of training data and only one element falls into the test set
2. Leave P Out—provides train/test datasets. This results in testing on all distinct samples of size p, while the remaining n-p samples form the training set in each iteration.

3. K-fold cross-validation—provides train/test indices to split data in train/test sets. Splits the dataset into k consecutive folds (without shuffling by default). Each fold is then used once as a validation parameter while the k-1 remaining folds form the training set. The advantage of this method is that all observations are used for both training and validation, and each observation is used for validation exactly once. 10-fold cross-validation is commonly used, but in general k remains an unfixed parameter.

4. ShuffleSplit—returns random chosen data for the training and testing sets. Such validation models can be used to estimate any quantitative measure of fit that is appropriate for both the data and the model.

7. Results and Discussion

The suggested methodology for survival time prediction in breast cancer has been used with the aim of data classification. It is based on the k-neighbor classifier. The used groups of data are unbalanced and there are groups with small number of patient records which is an obvious obstacle to predict the survival time rate. In this line the test data is clustered in 5 groups using K-fold algorithm. After the dataset is normalized and classified, we can apply the above listed ML models for survival time prediction. The potential of these models is in the improving accuracy of prediction by better training of the dataset, which also depends on the data by itself. Figure 4 illustrates the performance of the eight experimented ML methods in terms of accuracy. All results are based on our newly introduced TCIF feature for prognosis of survival time from the examined dataset. TICF has been compared with NPI in our previous research [23] and showed better results in accuracy for survival time prediction.

Among the models, presented on Figure 4, there are five models: SVR-linear, Lasso, Kernel Ridge, DTR, and MLP regressor which have shown more accurate survival prognosis results than the others. Among these superior in accuracy models, the SVR-Linear model has best performance. Among the inferior used ML models in accuracy, the K_Neighbours_Regressor (KNR) has more dispersed values.
and the SVR-Poly and SVR-RBF are of similar performance. The DTR model can be considered as an intermediate in accuracy between the “good” and the “bad” ML models. Such results can be discussed both in the context of the models and in the context of the data. From the models’ point of view the linear (and possibly the simpler) models (with less preconditions) work better on such dataset, because of the low variation of the values, and better training of such data as used in the study. The remaining models which consider non-linear or polynomial-based methods are sparser in accuracy of such type of the data. On the other side the distribution of the introduced TCIF feature is close to normal which balances the dataset by having more cases in the second and third stage of the cancer development than in the first and fourth stage. This fact additionally emphasizes the appropriate normalization of the data by using the TICF integrated feature.

The implied understanding of accuracy is based on binary term but the survival time is given in months for any particular patient. The so-defined accuracy of survival time is the ratio of the predicted score related to the mean score values of the test datasets. We predict how many months remain in terms of survival time prognosis as compared to those given in the test dataset.

The validation of the used ML models for survival time prognosis has strong relation with the way we split the data for testing and training. In our case we use for data normalization standard deviation, min-max values, and max absolute values for managing the test and training datasets. For each ML model we use, a suitable approach for data normalization is included in our workflow.

For validation of the ML models for survival time prognosis we split the training dataset in 5 subsets by the K-fold approach (k = 5). After that for cross-validation we test each split dataset against the whole, trained dataset (Figure 5). In K-fold cross-validation, the original sample is randomly partitioned into k equal sized subsamples. Of the k subsamples, a single subsample is retained as the validation data for testing the model, and the remaining k—1 subsamples are used as training data [26,27]. We based our cross-validation approach on four parameters for evaluation. Two of the parameters: trained R2 (coefficient of determination) and explained variance, are related to the success of the accurate prognosis of the survival time and the other two: negative mean square log error and negative mean absolute error, are related to the error level of the fitted ML models. The results shown in Figure 5 underline that the introduced by us TCIF feature has very good performance in accuracy. The outcomes of the cross-validation assessment (as related to the success of the accurate prognosis) showed the superiority of the same ML models for prognosis of survival time: Lasso, Kernel Ridge, DTR, KNR, and SVR-Linear. The KNR is included in this list of models, instead the MLP regressor, which proved to have worse accuracy and error level in cross-validation. The DTR model also demonstrates good performance in accuracy. In the context of error level, the used parameters in our cross-validation design—negative mean square log error and negative mean absolute error—show lower error level for Lasso model and also have acceptable values for other linear models as SVR-Linear, KNR, Kernel Ridge aside from the DTR model to a certain extent. This discussion also can be confirmed by the values of the cross-validation parameters for the applied models, given in Table 1. The highest values for the R2 have Lasso, Kernel Ridge, DTR, KNR and SVR-Linear (varying from 1.000 to 0.983) and this is confirmed by the values of the explained variance. The error level presented by the cross-validation parameters of negative mean absolute error and negative median absolute error confirms the adequate choice of the applied ML models by assigning lowest values to the same listed above models. To a great extent these outcomes concerning models with better accuracy are similar to the ones published in other studies [27,28]. The used variety and combinations of ML models have slight advantage over the ones that uses a single ML approach [18].

For our study we used hardware resources with the following specification: 2 x Intel(R) Xeon(R) CPU E5-2620 0 @ 2.00GHz, RAM 32GB DDR3 1333 MHz. The parameter settings of each applied model were tested in various numerical values. The best outcomes in accuracy and running time (Tables 1 and 2), given in the paper, were obtained by using parameters settings for linear models: C = 1 and Gamma = auto, which is equal to 1/n_features. For the DTR model the initial setting max_depth is chosen to be equal to 4, which again is a default parameter setting from the used scikit-learn Python
library [12]. For Kernel_Ridge we also used the default parameter setting, alpha = 1, kernel = “linear”, degree = 3. MLP_Regressor has hidden layer size = 500. KNR parameter settings are default with \( n\text{-}neighbor = 5 \). Lasso is also with default parameters with alpha = 1.

Figure 5. Error rate of Machine learning models applied for survival time prediction. Where on the x axis are the groups and on the y axis are shown accuracy and error rate estimate measures.

Table 1. Aggregated results of cross-validation.

<table>
<thead>
<tr>
<th>ML Model</th>
<th>Train R2</th>
<th>Explained Variance</th>
<th>Negative Mean Absolute Error</th>
<th>Negative Median Absolute Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>StD</td>
<td>Mean</td>
<td>StD</td>
</tr>
<tr>
<td>LASSO</td>
<td>1.000</td>
<td>0.000</td>
<td>1.000</td>
<td>0.000</td>
</tr>
<tr>
<td>SVR-RBF</td>
<td>0.318</td>
<td>0.038</td>
<td>0.341</td>
<td>0.032</td>
</tr>
<tr>
<td>SVR-LINEAR</td>
<td>0.983</td>
<td>0.007</td>
<td>0.986</td>
<td>0.006</td>
</tr>
<tr>
<td>KERNEL RIDGE</td>
<td>0.999</td>
<td>0.000</td>
<td>0.999</td>
<td>0.000</td>
</tr>
<tr>
<td>DTR</td>
<td>0.996</td>
<td>0.000</td>
<td>0.996</td>
<td>0.001</td>
</tr>
<tr>
<td>KNR</td>
<td>0.988</td>
<td>0.001</td>
<td>0.988</td>
<td>0.001</td>
</tr>
<tr>
<td>ML REGRESSION</td>
<td>0.603</td>
<td>0.029</td>
<td>0.607</td>
<td>0.028</td>
</tr>
<tr>
<td>SVR-POLY</td>
<td>0.884</td>
<td>0.007</td>
<td>0.887</td>
<td>0.009</td>
</tr>
</tbody>
</table>

Table 2. Execution time of the applied ML models per iteration. in terms of time of training, predict and total time which are sum of the train plus predict time.

<table>
<thead>
<tr>
<th>ML Model</th>
<th>Train (s)</th>
<th>Predict (s)</th>
<th>Total (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LASSO</td>
<td>0.027842999</td>
<td>0.000209093</td>
<td>0.028052092</td>
</tr>
<tr>
<td>SVR-RBF</td>
<td>0.070589066</td>
<td>0.001976013</td>
<td>0.072565079</td>
</tr>
<tr>
<td>SVR-LINEAR</td>
<td>0.050335884</td>
<td>0.00173092</td>
<td>0.050508976</td>
</tr>
<tr>
<td>KERNEL RIDGE</td>
<td>0.106621981</td>
<td>0.002275944</td>
<td>0.108897924</td>
</tr>
<tr>
<td>DTR</td>
<td>0.028145075</td>
<td>0.000221968</td>
<td>0.028367043</td>
</tr>
<tr>
<td>KNR</td>
<td>0.070935965</td>
<td>0.001635075</td>
<td>0.072571039</td>
</tr>
<tr>
<td>ML REGRESSION</td>
<td>3.409966946</td>
<td>0.00106287</td>
<td>3.411029816</td>
</tr>
<tr>
<td>SVR-POLY</td>
<td>0.479592085</td>
<td>0.001157999</td>
<td>0.480750084</td>
</tr>
</tbody>
</table>
The processing time of the ML models used in the study are not time demanding except the ML Regressor and the SVR_Poly to a certain extent. All other models have compatible running time. The favorable models in the study in terms of success of accurate prognosis and lower error level: SVR-linear, KNR, Kernel Ridge aside from the DTR showed also good to very acceptable processing time which explains the efficiency of their use.

8. Conclusions and Future Work

This paper discusses an original approach to integration of data from two cancer studies concerning all details of the records. This approach is based on horizontal and vertical integration by using document-oriented and graph databases which demonstrate good performance and no data losses. A set of ML-based models have been applied for survival time prognosis in breast cancer and the corresponding results are analyzed in the paper. A new TICF integrated feature for classification and analysis of survival prognosis was suggested and experimented in eight different ML models. Furthermore, the behavior of these methods was compared in the context of our particular task. The SVR-Linear, Lasso, Kernel Ridge, KNR, and DTR showed most accurate survival prognosis results. The cross-validation for accuracy of the used models shows best performance for the same models.

The main advantages of the presented work are the definition and use of a new integrated feature (TICF) and the proper combination of several ML models which gives definite originality of our study and confirms the related results of other authors working with ML techniques applied to breast cancer prognosis [18,27,28].

A potential future development of the presented work is to apply ML models to other data with different features, concerning the survival prognosis of the patients. We also plan to make some substantial improvements of our Python-based workflow and in particular to make it a web-based application with additional services.
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