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Abstract: Thanks to IEEE 802.15.4 defining the operation of low-rate wireless personal area networks (LR-WPANs), the door is open for localizing sensor nodes using tiny, low power digital radios such as Zigbee. In this paper, we propose a three-dimensional (3D) localization scheme based on well-known loop invariant for division algorithm. Parametric points are proposed by using the reference anchor points bounded in an outer region named as Parametric Loop Division (PLD) algorithm. Similar to other range-based localization methods, PLD is often influenced by measurement noise which greatly degrades the performance of PLD algorithm. We propose to adopt extended Kalman filtering (EKF) to refine node coordinates to mitigate the measurement noise. We provide an analytical framework for the proposed scheme and find the lower bound for its localization accuracy. Simulation results show that compared with the existing PLD algorithm, our technique always achieves better positioning accuracy regardless of network topology, communication radius, noise statistics, and the node degree of the network. The proposed scheme PLD-EKF provides an average localization accuracy of 0.42 m with a standard deviation of 0.26 m.
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1. Introduction

Advancement in wireless communication technologies and electronic systems leads to the implementation of wireless sensor networks (WSN) which plays an important role in Internet of Things (IoT). A WSN consists of several nodes, which possess low power and low cost devices armed with a processor, one or more sensors, a power [1]. The feasibility of WSNs cost-effective deployment in an open environment made this technology promising for different applications such as surveillance, home automation, human interfacing and cattle farming [2]. Consequently, sensor localization is necessary for those location aware applications, which can analyze data based on physical location. It is therefore necessary to estimate the each sensor location in a WSN after deployment. The most popular wireless localization technology is global positioning system (GPS). However, practically it is hard to use GPS due to the following factors: (1) line of sight between a sensor node and GPS satellites is not always available. For instance, it does not work indoor, under water or in a subway. (2) high energy consumption and cost makes it impossible to equip each sensor node with GPS modules. (3) finally sensors are usually designed for low power consumption but GPS receivers are highly power consuming.

The developed localization methods can be classified into two categories: range-based and range-free algorithms [3] as shown in Figure 1. Distance or angle between the unknown nodes and the
sink node can be determined in range-based techniques, while range-free solutions achieved through radio connectivity that exploits the sensing capabilities of each sensor. Range-based localization system first estimate distance using different methods such as Time of Arrival (ToA) [4], Time Difference of Arrival (TDoA) [5], Angle of Arrival (AoA) [6], and others based on Received signal strength indicator (RSSI) [7–11]. Location estimation can adopt triangulation localization algorithms, trilateration localization methods or maximum likelihood estimation methods presented in different articles [12,13]. Range-free approaches simply use sensing features such as wireless connectivity, localization event detection and beacon/anchor node proximity [14,15], resulting in a low cost solution at the expense of localization accuracy. In particular radio frequency (RF) signals are sensitive to environmental impact, leading to instability of RSSI [16].

![Figure 1. Classification of localization algorithms.](image-url)

Fingerprinting-based localization will be in two phases. In first phase, also known as online phase, a database of the RSS from different access points at each reference location for the target environment is built. In second phase (offline phase), by means of a sample RSS collected at a particular node and an estimation algorithm with the RSSI database, the node location is determined. In this group, several different techniques and approaches, such as the ray tracing model [17], support vector machine [18], data mining techniques [19], probabilistic methods [20], and some others based on Kalman filtering [21] were reported. Most works focus on two dimensional (2D) localization. This motivated us to propose a three-dimensional (3D) localization scheme based on parametric loop division (PLD) [3], to improve localization accuracy, minimize the computational load and mitigate the dependence of anchor node deployment. Loop subdivision algorithm is widely used for its simple rules, excellent continuity, and its triangular controllable meshes [22]. In this paper, we extend our proposed PLD scheme to enhance its noise awareness through extended Kalman filtering technique. The rest of the paper is organized as follows. Section 2 presents the related work in the field. Section 3 describes the main functionality of noise aware PLD algorithm by describing the key idea, PLD algorithm steps with and without implementing noise and use of extended Kalman filtering on the coordinates of PLD to get the refine coordinates. Section 4 presents simulation results and discussion on the effect of using EKF for noise suppression. Finally, Section 5 concludes the paper with future work.
2. Related Work

Short range wireless communication-based technologies that can consider for WSN are RFID, Zigbee, and Bluetooth etc. ZigBee is a low power consumption, low cost, low data rate and large network capacity communication protocol based on IEEE 802.15.4 standard [23]. Wireless sensor networks using ZigBee are employed in a wide number of applications such as device tracking, habitat monitoring, agriculture and smart homes. The closely related WirelessHART and 6LoWPAN, based on the same radio standard, are increasingly used for wireless machine-to-machine (M2M) communication and office automation. Several techniques have been proposed in the literature for estimating the position of sensor nodes in sensor networks. Range-free localization schemes such as centroid localization [24], have much attraction due to simplicity and robustness to changes in wireless propagation properties such as path loss. The idea of 3D localization based on social network analysis also getting much attraction due to its simplicity and use of closeness centrality value as a metric of weight [25].

Ad-hoc positioning system (APS) proposed in [14], multilateration was not possible because of sensor node deployment structure. No node in a network receive beacon from at least three anchors so they do not form a triangle for localizing the node. APS system used hybrid-based methods combining distance vector like propagation and GPS triangulations. This system is a distributed system and therefore does not require any special infrastructure for node deployment.

The multi-dimensional scaling (MDS)-based algorithm was proposed in [26]. MDS was from mathematical psychology, which provides a method to display the structure of distance-link data as a geometrical picture. The proposed MDS-MAP scheme had three steps: (1) Estimation of distance between each possible pair of nodes; (2) Derivation of node localization using MDS to fit those estimated distances; (3) Normalization of the resulting coordinates using known information of anchor nodes. MDS-MAP could generate a relative map of nodes without any anchor node. With three or more anchor nodes, the absolute coordinates of nodes can be estimated.

The APIT technique proposed in was based on Point-in-Triangle Test (PIT) [24], under which a target node chooses three beacon nodes and then tests whether it is inside the triangle or not by connecting three beacon nodes. The APIT algorithm has four steps: (1) Reference exchange; (2) PIT Test; (3) APIT aggregation; and (4) Centre of gravity Calculation (centroid localization). Simulation results showed that APIT outperformed other existing techniques and provided better results with lower communication overhead under irregular radio patterns and random node placement. As we noticed that most of the work was focused on two dimensional (2D) localization. Thus, in this paper we are going to proposed a 3D localization scheme based on parametric loop division (PLD). Loop subdivision is a surface split approach that is based on 3-order B-spline. With the help of control vertices each parametric node is calculated on the earth space with in step size. Triangulation mesh is used for pre localized point. However, it is different from APIT, which gets location information from overlapping triangles.

3. Noise-Aware PLD Localization Algorithm

3.1. Key Idea of PLD Algorithm

The basic principal of PLD localization algorithm is to find the actual 3D localization volume and compute the actual position of node. At each step part of triangle are subdivided with an addition of extraordinary nodes in its control ring matrix. For triangle formulation three nodes are required for centroid. We select the nearest node as a reference point and produce new parametric points with the help of those extraordinary nodes. This work involves the development of novel solution for ZigBee-based localization and utilizes the knowledge of fixed node positions to calibrate nodes with unknown positions. This will allow the positioning systems to adapt themselves in a changing environment, thereby increasing accuracy and reliability. New parametric points are produced with
the help of those reference points. Inner node distribution of parametric node using Loop division is found in triangulation form as shown in Figure 2.

![Figure 2. Parametric point calculation in PLD algorithm.](image)

The key notations used in the proposed PLD scheme are summarized in Table 1.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_i$</td>
<td>Mid points of each PLD network</td>
</tr>
<tr>
<td>$A_i$</td>
<td>$i$th anchor node</td>
</tr>
<tr>
<td>$P_i$</td>
<td>$i$th parametric points produced after each iteration</td>
</tr>
<tr>
<td>$N_i$</td>
<td>Volume of $i$th parametric looped network</td>
</tr>
<tr>
<td>$k_i$</td>
<td>Non overlapped PLD networks</td>
</tr>
<tr>
<td>$D_{N \rightarrow N}$</td>
<td>Distance matrix from a sensor node $N_i$ to all other sensors in a network</td>
</tr>
<tr>
<td>$D_{A \rightarrow N}$</td>
<td>Distance matrix from a anchor node $A_i$ to all other sensors in a network</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>Targetted node in each $k_i$ network</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Number of generated anchor nodes in $k_i$ network</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Step size in PLD network</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Parametric function of PLD network</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Representation of change in center point</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Working boundary</td>
</tr>
<tr>
<td>$\hat{x}, \hat{y}, \hat{z}$</td>
<td>Cartesian coordinates of estimated node position.</td>
</tr>
<tr>
<td>$v_{i,j}$</td>
<td>Measurement noise</td>
</tr>
<tr>
<td>$\beta$</td>
<td>NLOS fractional noise</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Noise to PLD coordinates</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>positive constant</td>
</tr>
<tr>
<td>$\phi$</td>
<td>complementary error function</td>
</tr>
<tr>
<td>$\vec{P}_k$</td>
<td>Parametric points</td>
</tr>
<tr>
<td>$h$</td>
<td>correlation state in EKF initialization</td>
</tr>
<tr>
<td>$\hat{x}_{k</td>
<td>k-1}$</td>
</tr>
<tr>
<td>$Q$</td>
<td>co-variance matrix</td>
</tr>
</tbody>
</table>

### 3.2. System Model and Assumptions

Consider a non-overlapping network $K = \{k_1, k_2, ..., k_n\}$ with volume $V = \{v_1, v_2, ..., v_n\}$. Assuming that a network with $N$ sensor nodes and $A$ anchor nodes randomly deployed in a field such as:

$$N = \{N_i(x_i, y_i, z_i), A_j(x_j, y_j, z_j), D_{N \rightarrow N}, D_{N \rightarrow A}\}$$
similarly each anchor node form a set of parameters:

\[ A = \{ N_i(x_i, y_i, z_i), A_i(x_i, y_i, z_i), D_{A\rightarrow N}, D_{A\rightarrow A} \} \]  

where \( x_i, y_i, z_i \) are the \( i \)th node coordinates and \( i = 1, 2, 3, ..., n \). The physical distance between two sensor nodes \( n_i \) and \( n_j \) is \( d_{ij} = \sqrt{(n_i - n_j)^2} \). The PLD objective gives an insight into the actual estimation error that can be introduced with its dependence noise. The distance estimation will be carried out based on the statistical RSSI measurement model

\[ \text{RSSI}_{i,j} = P_T - P_{l_{ij}} + \mathcal{N}_{i,j} \]  

where \( P_T \) (dBm) is a transmission power of device used in measurement phase. The path-loss from the signal transmission is derived as:

\[ PL_{i,j} = l_0 - 10n \log_{10}( \frac{d_{ij}}{d_0} ) \]  

\( l_0 \) (dB) is the reference pathloss value at \( d_0 = 1 \) (m). \( n \) is the path loss exponent value for showing the environment characteristic. \( d_{ij} \) is the distance between node \( i \) and \( j \) in 3D modeling system.

\[ d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2} \]  

Noise for line of sight (LOS) and non-line of sight (NLOS) scenarios is modeled as:

\[ \mathcal{N}_{i,j} = \begin{cases} \mathcal{N}_{i,j}, & \text{LOS;} \\ \mathcal{N}_{i,j} + b_{\text{NLOS}}, & \text{NLOS;} \end{cases} \]  

\[ \rho_{\mathcal{N}_{i,j}}^{\text{LOS}} = \frac{1}{\sqrt{2\pi \sigma_{i,j}^2}} \exp\left( -\frac{\mathcal{N}_{i,j}^2}{2\sigma_{i,j}^2} \right) \]  

\[ \rho_{\mathcal{N}_{i,j}}^{\text{NLOS}} = \frac{1}{\sqrt{2\pi \sigma_{i,j}^2}} \exp\left( -\frac{(\mathcal{N}_{i,j} - \mu_{b})^2}{2\sigma_{i,j}^2} \right) \]  

\[ \rho_{\mathcal{N}_{i,j}}^{\text{NLOS}} = \frac{1}{\beta} \left[ \tau \left( \frac{\mathcal{N}_{i,j} - n_{\max}}{\sigma_{i,j}} \right) - \tau \left( \frac{\mathcal{N}_{i,j} - n_{\min}}{\sigma_{i,j}} \right) \right] \]  

where \( \mathcal{N}_{i,j} \) is the measurement noise, \( \mathcal{N}_{i,j} \sim \mathbb{N}(0, \sigma_{i,j}^2) \), followed by various distributions such as Gaussian distribution, uniform distribution, and exponential distribution. \( \beta \) is a NLOS fractional noise calculated by \( \beta = n_{\max} - n_{\min} \) with CDF \( \tau \). The value of \( b_{\text{NLOS}} \) follows the Gaussian distribution as \( \mathcal{N}_{i,j} \sim \mathbb{N}(\mu_{b}, \sigma_{b}^2) \), so the PDF for NLOS will be modified as Equation (8). The standard normal distribution is further converted to \( \tau \) as modeled in Equation (9). While, for exponential distribution function \( b_{\text{NLOS}} \sim \mathbb{N}(\lambda) \), the PDF of \( \mathcal{N}_{i,j} \) is given by:

\[ \rho_{\mathcal{N}_{i,j}}^{\text{NLOS}} = \lambda \frac{1}{2} \exp\left[ -\lambda \left( \mathcal{N}_{i,j} - \frac{\lambda^2 \sigma_{i,j}^2}{2} \right) \right] \]  

where \( \lambda \) is the positive constant and \( \phi \) is the complementary error function. According to various distribution of NLOS noise condition, the suitable modeling scheme for indoor environment assumes uniform distribution due to the high variation in RSSI data and its multipath fading transmission modeled in Appendix A.
3.3. PLD Algorithm Design

PLD algorithm is described in several steps.

1. Deployed enough anchor nodes at the boundary of the PLD network. Assume an anchor node $A_i$ is reference anchor who initiate the process and select another two nodes to form a triangle. To gain a proper operation the PLD network size should be greater than 3.

2. Then the mid point is calculated with in the control ring matrix with the help of reference anchor node.

3. The parametric points are generated based on threshold value that jump the control over the parametric point in inner control vertex computed by (14).

4. RSSI is checked at each parametric point from anchor nodes computed by (11).

\[
\text{RSSI} = P_T - P_L + F_D \tag{11}
\]

where $P_T$, $P_L$, and $F_D$ are transmission power, path loss factor and fading respectively.

5. Center point increment (upward and downward) is obtained by addition and subtraction of step size over the network boundary. Furthermore, if threshold value is greater then the RSSI value the nodes is assumed as a pre-localized node as located inside the current ring matrix and stored the pre-localized nodes values in a storage network.

6. The product of each coordinates maximum and minum value in a control matrix is assumed as a localization volume that is computed by $V = (x_{max} - x_{min})(y_{max} - y_{min})(z_{max} - z_{min})$ [3]. Localization points then can be computed by measuring the volume of pre-localized node boundary in Cartesian coordinate form.

7. Finally we can compute the localization error.

3.4. PLD Algorithm with Noise Modeling

Consider a system with a set of anchor nodes are $A = \{A_1, A_2, A_3, ..., A_m\}$, where $m \geq 4$. An initiator, known as reference anchor, select two other nodes to form a parametric triangle. Computation of the midpoint of a link between two anchor nodes with the maximum distance. Let $\vec{A}_1$ be a reference node, the total distance between the $k_{th}$ selected nodes is determined from combination of ideal distance, mixed with noise:

\[
| \vec{D}_{lk} | = \sum_{k=2}^{m} | \vec{D}_{Ak} + \mathcal{N}_{A,k} |
\]

where $\mathcal{N}_{A,k}$ is the Gaussian noise based on path-loss exponent value. The Gaussian noise is calculated by random number generator for initial simulation.

\[
\mathcal{N}_{A,k} = \begin{cases} 
\text{LOS}^T + \text{rand}(m,1); \\
\text{LOS} = \text{randi}([n_{min},n_{max}],1,m) \\
\text{NLOS}^T + \text{rand}(m,1); \\
\text{NLOS} = \text{randi}([n_{min},n_{max}],1,m)
\end{cases} \tag{13}
\]

The pathloss exponent value varies according to propagation condition. The typical values are $1 \sim 2$ and $2 \sim 5$ for LOS and NLOS scenarios respectively. The selection of another anchor node for midpoint calculation in a PLD network can be determined through the average formula [3]. Midpoints give the advantage of taking close location as extraordinary nodes and producing the new parametric points with the help of those extraordinary nodes. Each anchor node will act as a control vertex in the first iteration, then transfer the control to the next parametric point that forms a ring matrix by
where Equation (14) is used to check RSSI from anchor nodes at each parametric point that is stored in a matrix.

\[
\hat{P}_{ik} = \frac{3}{8}(\hat{M}_1 + \hat{A}_k) + \frac{1}{8}(\hat{A}_{k-1} + \hat{A}_{k+1})
\]

(14)

where \(\hat{P}_{ik}\) is a parametric point calculation. If the sum of RSSI values are smaller than the threshold value, it is chosen as a pre-localized node \(A_{ik}\) and the iteration stops at this point. Due to noise the RSSI values will fluctuate. To minimize the adverse effect of noise, we can use weighting concept as intelligent and naive noise model as explained in Appendix B.

3.5. EKF Algorithms for PLD

The nonlinear nature of RSSI values in a noisy localization system motivates us to apply extended Kalman filter (EKF). Due to multiplicative noise effect in the localization system, EKF can help to refine the PLD process. There are three types of EKF that are widely used in positioning system, namely P-model (position), PV-model (position, velocity) and PVA (position, velocity, acceleration) [27]. According to the PLD scheme that only used RSSI, distance and reference coordinate for determining the unknown node position, P-model EKF is chosen. To apply the P-model EKF, three phase, initialization, prediction and update are described as follows.

**Initialization State:** This step is basically modeled the equation and using EKF algorithm as follows:

\[
\begin{aligned}
x_k &= f(x_{k+1}) + W_{k-1} \\
x_k &= f(x_{k+1} \cdot t_k) + W_{k-1} \cdot t_{k-1} \\
z_k &= h(x_k) + v_k \\
z_k &= h(x_k) \cdot t_k + v_k \cdot t_k
\end{aligned}
\]

(16)

where \(W_{k-1}\) represents the noise factor of EKF having normal distribution with zero average value and its co-variance matrix \(Q_k\) and \(R_k\), i.e., \(W_{k-1} \sim \mathcal{N}(0, Q_k)\) and \(W_{k-1} \sim \mathcal{N}(0, R_k)\). \(x_k\) and \(x_{k-1}\) are the state vectors at time instants \(t_k\) and \(t_{k-1}\). While \(f\) is the non-linear function used to predict data information based on historical data, and the \(h\) function describes the correlation state among \(x_k\) and \(z_k\).

**Prediction State:** This step involves, predicted variable that has been declared in initialization state. Priori state \(\hat{x}_{k|k-1}\) processed the previous information data from posteriori state:

\[
\begin{aligned}
\hat{x}_{k|k-1} &= F \cdot \hat{x}_{k-1|k-1} + B_k \cdot u_k \\
P_{k|k-1} &= F \cdot P_{k-1|k-1} F^T + Q
\end{aligned}
\]

(17)

where \(u_k\) denotes the input system, \(F\) is the transition matrix and \(B_k\) is the input matrix. The variable of \(P_{k|k-1}\) and \(P_{k-1|k-1}\) are the information state gain from co-variance data matrix \(Q\).

**Update State:** The output from this state is the estimation result. There is an innovation vector \(\hat{y}_k\) from Equation (16) which is modified as follow:

\[
\begin{aligned}
\hat{y}_k &= z_k - h(\hat{x}_k) \\
\hat{s}_k &= H_k \cdot P_{k|k-1} \cdot H_k^T + R_k \\
\hat{s}_{k|k} &= \hat{s}_{k|k-1} - K_k \cdot \hat{y}_k \\
K_k &= P_{k|k-1} \cdot H_k^T \cdot \hat{s}_{k|k}^{-1} \\
P_k &= (I_d - K_k \cdot H_k) \cdot P_{k|k-1}
\end{aligned}
\]

(18)

where \(H_k\) is the is the Jacobian matrix based on expected measurement result value from \(h(\hat{x}_k)\). The posteriori state which is the estimation result from EKF algorithm calculated from above...
Equation (18). In our proposed PLD scheme with noise suppression, the distance values with noise will be used for localization and then EKF is used to refine the PLD estimation results. There are two estimation process at this system: (1) one is the PLD algorithm based on volume pre-localized node boundary calculation (2) the other is using EKF to reduce the noise from PLD algorithm. The combination of PLD algorithm and EKF algorithm will be processed by three steps involve initialization state, predict state and update state.

\[ x_k = PLD_{\text{RSSI,}}[f(x,y,z)] \]  

(19)

For the PLD algorithm [3], there are five or six reference distance values from unknown nodes to the anchor nodes in case of 6 anchor nodes in a working boundary. The output coordinates from PLD algorithm with noise modeling will be used for co-variance matrix of EKF algorithm which, is derived as follows:

\[
P_0 = \begin{bmatrix}
\sigma^2 x_{PLD,3} & 0 & 0 & 0 \\
0 & \sigma^2 y_{PLD,3} & 0 & 0 \\
0 & 0 & \sigma^2 z_{PLD,3} & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]  

(20)

Each variable, including initialization state and co-variance matrix that has been declared, will be predicted to the next state using:

\[
x_k = PLD_{3}[x_i y_j z_k] \rightarrow f = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]  

(21)

\[
P_k = F \cdot P_0 \cdot F^T + Q \rightarrow Q = P_0
\]  

(22)

where \( P_k \) is the co-variance information and \( Q \) is the co-variance matrix. The predicted state output from Equations (21) and (22) is the updated data which should be multiplied with Kalman filtering gain \( K_k \) then we have:

\[
K_k = P_k \cdot H_k^T \cdot S_k^{-1}
\]  

(23)

\( H_k \) is the observation data matrix in update state, represented by Jacobian matrix. This matrix is obtained from comparison data between coordinate output \( x_{PLD,3} y_{PLD,3} z_{PLD,3} \) and estimated distance of PLD algorithm with noise modeling (\( PLD_{3} \)). Finally,

\[
H_k^T = \begin{bmatrix}
\frac{x_1 - \hat{x}_1}{d_1} & \frac{y_1 - \hat{y}_1}{d_1} & \frac{z_1 - \hat{z}_1}{d_1} \\
\frac{x_2 - \hat{x}_2}{d_2} & \frac{y_2 - \hat{y}_2}{d_2} & \frac{z_2 - \hat{z}_2}{d_2} \\
\vdots & \vdots & \vdots \\
\frac{x_n - \hat{x}_n}{d_n} & \frac{y_n - \hat{y}_n}{d_n} & \frac{z_n - \hat{z}_n}{d_n} \\
\end{bmatrix}
\]  

(24)

\[
d_n = \sqrt{(x_i - \hat{x}_i)^2 + (y_j - \hat{y}_j)^2 + (z_k - \hat{z}_k)^2}
\]  

(25)

Another covariance matrix, \( S_k \), which is calculated by combination of covariance matrix \( P_k \) with noise co-variance of estimated distance \( R_k \) from original PLD estimation, can be derived as:
The posterior state as the estimation result of EKF algorithm \((X_{EKF}, Y_{EKF})\) is represented as:

\[\begin{align*}
Y_k &= z_k - h_k \\
h_k &= [d_1 \ldots d_n] \\
X_{k+1} &= X_k + K_k \cdot Y_k
\end{align*}\]  

The flowchart of the proposed noisy PLD scheme with EKF is shown in Figure 3.

4. Simulation and Results

This section provides a comprehensive evaluation of the PLD algorithm through simulation experiments on Matlab. Anchor nodes are randomly deployed within 100 m \(\times\) 100 m \(\times\) 100 m 3D area. The number of anchor nodes in each simulation is set to 5 and, at each step, the location of anchor node is changed randomly. The simulation was run for 1000 iterations which make the deployment area to cover 5000 anchor nodes. The number of localization points on PLD is directly proportional to the volume of Pre-localized nodes. As each node has localization error distance so we are interested in calculating mean error distance with constant sensing unit volume. Mean localization error (MLE) is calculated by the fraction of the number of nodes and sum of error distance. Table 2 shows the random deployment of anchor nodes that produces four localized point as the target node. Experiment shows the sum of localization error is 3.57 m and Mean localization error is 0.89 m as shown in Figure 4 [3].

<table>
<thead>
<tr>
<th>(\hat{x})</th>
<th>(\hat{y})</th>
<th>(\hat{z})</th>
<th>(x)</th>
<th>(y)</th>
<th>(z)</th>
<th>Error in (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.47</td>
<td>7.66</td>
<td>14.11</td>
<td>15.90</td>
<td>8.20</td>
<td>15.27</td>
<td>1.91</td>
</tr>
<tr>
<td>15.54</td>
<td>9.93</td>
<td>14.90</td>
<td>15.54</td>
<td>9.93</td>
<td>14.90</td>
<td>1.53</td>
</tr>
<tr>
<td>15.73</td>
<td>10.65</td>
<td>15.25</td>
<td>15.79</td>
<td>10.63</td>
<td>15.27</td>
<td>0.05</td>
</tr>
<tr>
<td>16.93</td>
<td>11.85</td>
<td>16.45</td>
<td>16.94</td>
<td>11.85</td>
<td>16.15</td>
<td>0.08</td>
</tr>
</tbody>
</table>
In indoor environment, RSSI values fluctuate and even get weaker in longer distance as shown in Figure 5. The RSSI data with Gaussian noise can describe in real condition then, for reducing the large variation in RSSI, we add another modelling noise such as naive and intelligent noise which have small fluctuation in longer distance.

The localization accuracy of this system can be analyzed in overall data using cumulative distribution function (CDF) as shows in Figure 6. This graph is used to know the smallest MSE value based on cumulative probability for each method. There are three factors that can affect the localization accuracy. Those are the number of anchor nodes, noise type and localization algorithm. Based on the type of algorithm at five anchor nodes, The best performance is achieved by PLD + EKF.
algorithm as shown in Figure 3 with 5 anchor nodes, the combination of PLD and EKF algorithm with naive noise has an error distance between 0.042 m to 1.64 m, while adding intelligent noise to the PLD + EKF algorithm leads to an error distance range between 0.023 m to 1.99 m. It is very different with the conventional PLD algorithm [6] without refinement process by EKF algorithm. The overall average estimation error is achieved up to 1.8 m in presence of naive and intelligent noise. The result show using the combined PLD and EKF algorithm with intelligent and naive noise have high accuracy up to the 89.57% as shown in Figure 7.

Figure 6. Mean square error vs. distance.

Figure 7. PLD performance in presence of naive, intelligent noise.
5. Conclusions

In this paper, we proposed a noise-reduced PLD algorithm with EKF. PLD is capable of finding its own localized node within its working boundary. Reference points are considered to produce mid-points, parametric points and step size, which helps the iterative control to be transferred to inner parametric points. This enables PLD to work in different networks, within the working boundary. At each reference point, sum of RSSI value is computed for pre-localized nodes, compared to a threshold value, and stored in a storage matrix. Furthermore, the localization volume is obtained with maximum and minimum coordinates, stored in a storage matrix. Compared with the refined coordinates, PLD provide an overall efficiency of 87.57% even in noisy condition. The effectiveness of PLD-EKF were verified by extensive simulation in different distances and number of nodes.
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Abbreviations
The following abbreviations are used in this manuscript:

- PLD: Parametric loop division
- GPS: Global positioning system
- ToA: Time of Arrival
- TDoA: Time difference of Arrival
- AoA: Angle of Arrival
- RSSI: Received signal strength Indicator
- APS: Ad-hoc positioning system
- MDS: Multidimensional scaling
- APIT: Approximate Point in triangulation
- LOS: line of sight
- NLOS: Non-line of sight
- EKF: Extended Kalman filtering

Appendix A

The noise includes additive noise to the distances:

\[ d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2 + \Im_{ij}} \]  

(A1)

while the noise model mostly used is multiplicative as follows:

\[ d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2 + 1 + \Im_{ij}} \]  

(A2)

\[ = \Im_{ij} - \Im_{LOS} \left( 0, \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2 \ intimid{\sigma_{ij}^2}^2} \right) \]  

(A3)

\[ = \Im_{ij} - \Im_{NLOS} \left( \left[ \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2 \ intimid{\sigma_{ij}^2}^2} \right]_{\min} \left[ \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2 \ intimid{\sigma_{ij}^2}^2} \right]_{\max} \right) \]  

(A4)

Let’s assume the \( dl_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2} \) as the ideal distance without noise influence. Practical RSSI data have high noise variations and it is suitable for adding the weight that
can develop approximations of log-likehood function in the sophisticated noise model. The weights can be written as \( \gamma = \frac{1}{\sigma_{i,j}^2} \), so this noise modeling system is known as intelligent noise as:

\[
\gamma = \frac{1}{\sigma_{i,j}^2} \sum_{i,j \in 1,2,...N} \frac{1}{d_{i,j}^2} \left( \| d_{i,j} \|-d_{i,j} \right) \tag{A5}
\]

In case of Intelligent weighting the noise is scaled based on the distance that is not reliable for long distances due to less weight. In that case naive Bayesian noise model is a best solution expressed as:

\[
\gamma = \frac{1}{\sigma_{i,j}^2} \sum_{i,j \in 1,2,...N} \frac{1}{d_{i,j}^2} \left( \log \| d_{i,j} \|-\log d_{i,j} \right) \tag{A6}
\]

Appendix B

Intelligent noise:

\[
| \vec{D}_{\text{int. noise}} | = \sum_{k=1}^{m} D_{ik} + \frac{1}{D_k^2 + \text{var}(D_k^2)} x(I_{D_k} - D_k)^2 \tag{A7}
\]

Naive noise:

\[
| \vec{D}_{\text{naive. noise}} | = \sum_{k=1}^{m} D_{ik} + \frac{1}{D_k^2 + \text{var}(D_k^2)} x(I_{D_k} -\log D_k)^2 \tag{A8}
\]

Then the combination of intelligent and noise model that forms the multiplicative noise that can be calculated as:

\[
| \vec{D}_{\text{mul. noise}} | = \sum_{k=1}^{m} \left[ \frac{1}{D_k^2 + \text{var}(D_k^2)} x(I_{D_k} - D_k)^2 + \frac{1}{D_k^2 + \text{var}(D_k^2)} x(I_{D_k} -\log D_k)^2 \right] \tag{A9}
\]
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