Impact of Parameter Variability and Environmental Noise on the Klausmeier Model of Vegetation Pattern Formation
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Abstract: Semi-arid ecosystems made up of patterned vegetation, for instance, are thought to be highly sensitive. This highlights the importance of understanding the dynamics of the formation of vegetation patterns. The most renowned mathematical model describing such pattern formation consists of two partial differential equations and is often referred to as the Klausmeier model. This paper provides analytical and numerical investigations regarding the influence of different parameters, including the so-far not contemplated evaporation, on the long-term model results. Another focus is set on the influence of different initial conditions and on environmental noise, which has been added to the model. It is shown that patterning is beneficial for semi-arid ecosystems, that is, vegetation is present for a broader parameter range. Both parameter variability and environmental noise have only minor impacts on the model results. Increasing mortality has a high, nonlinear impact underlining the importance of further studies in order to gain a sufficient understanding allowing for suitable management strategies of this natural phenomenon.
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1. Introduction

Vegetation patterns have been observed in many semi-arid regions in Africa, Australia, North America, South America, and Asia [1]. They were first described in 1941 [2]. In the 1950s, the occurrence and the spatial distribution of these patterns were investigated on the basis of air photographs (e.g., [3]). It has been reported that periodic patterns at the border between semi-arid and arid climates are even omnipresent [4]. The diversity in patterns makes pattern formation in arid and semi-arid areas an interesting case study for pattern formation in ecology [5]. Furthermore, semi-arid regions are highly dynamic (e.g., [6]), which makes them an intriguing research area in general.

Different soil types supporting pattern formation exist, such as clay, sand and silt [7]. Various shapes of vegetation patterns, such as circles (e.g., [8]), spots (e.g., [9]), and stripes, arcs or labyrinths (e.g., [10]) where bare ground and vegetated bands alternate have been reported. The patterns can be formed by plants such as grass, shrubs or trees [11]. Observations showing transitions from anisotropic vegetation spots that elongate [12] to isotropic banded patterns with increasing slope exist (e.g., [11]). With decreasing precipitation, a successive transition from homogeneous vegetation over gaps, labyrinths and spots to a bare desert state has been observed [13]. The last step from vegetation spots to the bare desert state is commonly abrupt and is referred to as a catastrophic shift [14], which can be theoretically explained by the existence of two alternative stable states [15]. Recent studies suggest that this transition can be investigated on satellite images and can be used to retrieve information about imminent regime shifts [16]. The wavelength of banded patterns tends to decrease with increasing
slope and water input [7]. Some banded patterns show a slow uphill movement [17]. However, as a result of the slow speed, long-term data is necessary for reliable measurements. Usually, banded patterns form perpendicularly to the contour, but patterns parallel to the contour can also form under certain external impacts [18].

Early studies explain the formation of vegetation structures with the concept of islands of fertility (e.g., [19]). However, this does not give an appropriate explanation for the development [20]. More recent studies state that patterns emerge as a result of the coupling of reaction, diffusion and advection processes. Precipitation is not sufficient to ensure homogeneous vegetation in such areas. Thus, rainfall is the limiting factor of production [21], only allowing a bare desert state or patterned vegetation. The patterned vegetation facilitates the redistribution of the resource water [22] through diffusion and advection, yielding higher total plant biomass in comparison with homogeneous vegetation [23]. Furthermore, vegetation patterns can enhance accessibility of nutrients [24]. However, we note that different kinds of patterns can be observed within relatively small areas, which makes precipitation as the sole driving factor unlikely [20].

Different methods to model pattern formation and that describe this phenomenon by instabilities of uniform states exist [5]. Two common approaches are scale-dependent feedbacks (e.g., [25]) and competition for scarce resources (e.g., [26]). In the case of scale-dependent feedbacks, the range of facilitation must be shorter than the range of competition [11]. This is comparable to well-known systems with short-range activation and long-range inhibition in reaction–diffusion models [27,28]. In the case of vegetation pattern formation, the short-range activation can be given by increased soil permeability and shading of the plants, while the long-range activation can be given by growing roots competing for resources (e.g., [29]). However, we note that other approaches, such as stochastic models, explaining pattern formation as a consequence of noise-induced environmental fluctuations also exist (for a detailed review, see [1]). A large number of researchers have modelled the feedback between biomass growth and water use leading to pattern formation in semi-arid areas (e.g., [1,25,26,30,31]). More recent studies have also been focussing on the impact of heterogeneous environments [32] and heterogeneities in parameters [33] on pattern formation. They have pointed out that large patch sizes are a precondition for the widely considered self-organization [32].

Although many models describing pattern formation do already exist, the underlying mechanisms are still unclear. This article deals with the well-known reaction–diffusion–advection model by Klausmeier [30], which describes two-dimensional vegetation pattern formation as a function of the resource water. This model is commonly referred to as the Klausmeier model. It produces vegetation patterns that are banded if a gentle slope exists without any other environmental heterogeneities.

The aim of this study is to investigate whether variability or a change in different external conditions such as rainfall, evaporation or plant mortality has any influence on the system dynamics in a qualitative or in a quantitative manner. Here, the main focus is on the long-term dynamics of the model. To investigate the influence of variability in precipitation is particularly interesting, because constant rainfall is a strong assumption, as semi-arid areas are characterized by variable precipitation [34]. Periodicity can indeed have a strong influence on biomass dynamics [23]. Studies focussing on variability in precipitation already exist. However, the therein observed influence on the model behaviour is attributable either to model extensions of the Klausmeier model (e.g., [35]) or to a more detailed model structure (e.g., [36]). Therefore, it is interesting to investigate whether an influence on the classical Klausmeier model also exists. An investigation of the impact of changes in mean precipitation is particularly interesting because of its high influence on vegetation. However, it is still unclear how precipitation changes. Between 1955 and 2003, the total precipitation has been decreasing in western central Africa [37]. However, Leauthaud et al. [38] state that changes of −15% up to +8% in precipitation in semi-arid areas might be realistic depending on the scenario. Observations show that with high values of precipitation, a uniform plant distribution is reached, while at low values of precipitation, interactions between plants supporting self-organization are impossible because of the low biomass values [23]. Furthermore, the investigation of increasing mortality is justified as
human pressure on the vegetation due to land use tends to increase, which augments the risk of desertification [39]. Evaporation might change as a result of its dependency on temperature, which is why the investigation of the three parameters, precipitation, evaporation, and mortality, is important. The detailed investigations of the impact of various model parameters can be further compared with observations and can help to validate the structure of the model. Furthermore, it can help in understanding and ranking the possible influence of climate change and human impacts on semi-arid ecosystems in different stages of development as a result of the extensive parameter studies, which might provide information for a better-suited resource management.

This paper is structured as follows: Section 2 describes the Klausmeier model and analyses it regarding the existence and stability of equilibria. The numerical results are described in Section 3 and are discussed and interpreted in Section 4. Section 5 closes with a summary of the main conclusions.

2. Model and Methods

2.1. Model Description

The classical Klausmeier model consists of two coupled nonlinear partial differential equations representing water and biomass dynamics. It is described by Equation (1) with $A(T) = A$:

$$\frac{\partial N}{\partial T} = JRN^2 - MN + D \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) N$$

(1a)

$$\frac{\partial W}{\partial T} = A(T) - LW - RWN^2 + V \frac{\partial W}{\partial Y}$$

(1b)

The plants can grow on a two-dimensional domain with $(X, Y) \in \mathbb{R}^2$. Plant biomass grows through water uptake with a yield $J$. Plant mortality is given by $MN$. Furthermore, plants can spread through diffusion $D \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) N$. The precipitation parameter $A(T)$ increases the amount of water $W$ homogeneously in each grid cell. In the original model, precipitation is assumed to be constant (see [30]), while in this study, it can be time-dependent, as this is a strong characteristic feature in semi-arid areas [34]. The loss of water is divided into evaporation $LW$ with a rate $L$ and water uptake by plant biomass $RWN^2$. Water advection $V \frac{\partial W}{\partial Y}$ only takes place in the downhill direction.

For numerical investigations, the model has been nondimensionalized in two different ways (see Appendix A). The nondimensionalized model used for the investigation of the influence of the precipitation and the mortality is given by

$$\frac{\partial n}{\partial t} = wn^2 - mn + \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) n$$

(2a)

$$\frac{\partial w}{\partial t} = a(t) - w - wn^2 + \frac{\partial w}{\partial y}$$

(2b)

The nondimensionalized model for the investigation of the influence of the evaporation is given by

$$\frac{\partial n}{\partial t} = wn^2 - mn + \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) n$$

(3a)

$$\frac{\partial w}{\partial t} = 1 - lw - wn^2 + \frac{\partial w}{\partial y}$$

(3b)

To obtain shorter computing times and to facilitate interpretations, the one-dimensional model has been used in the analyses throughout this paper:
\[
\frac{\partial n}{\partial t} = wn^2 - mn + \frac{\partial^2 n}{\partial y^2} \tag{4a}
\]
\[
\frac{\partial w}{\partial t} = 1 - lw - wn^2 + v \frac{\partial w}{\partial y} \tag{4b}
\]

This means that plant diffusion only takes place parallel to the advection. To use the one-dimensional model is justified because the long-term behavior is considered and after sufficiently long simulation times, there does not exist any difference in the \(x\)-direction. This is due to the balancing effect of diffusion in the absence of a Turing instability.

2.2. Nonspatial Equilibria

The conditions for the spatially homogeneous equilibria are given by

\[
\frac{\partial w}{\partial t} = a - w - wn^2 = 0 \tag{5a}
\]
\[
\frac{\partial n}{\partial t} = wn^2 - mn = 0 \tag{5b}
\]

The semi-trivial solution \(n_1^* = 0\) and \(w_1^* = a\) corresponds to a completely bare state in a biological sense. The non-trivial solutions are given by

\[
w_{2,3}^* = a \pm \sqrt{\frac{a^2}{4} - m^2} \tag{6a}
\]
\[
n_{2,3}^* = \frac{2m}{a \pm \sqrt{a^2 - 4m^2}} \tag{6b}
\]

Imaginary solutions do not make biological sense here wherefore the square roots have to be positive. Figure 1 shows a bifurcation diagram of the system for the control parameter \(a\).
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**Figure 1.** The bifurcation diagram for the control parameter \(a\) with \(m = 0.45\) is shown. SN indicates the saddle-node bifurcation point. Red lines indicate stable equilibria, while the blue line indicates unstable equilibria.

The non-trivial equilibria only exist if \(a \geq 2m\), and \(a = 2m\) corresponds to a saddle-node bifurcation point. In this case, only two equilibria exist. If \(a < 2m\), only the completely bare state
exists. Graphically, the reason for the vanishing of the non-trivial equilibria at low precipitation values lies in the flatter curve shape of the water nullcline with decreasing \(a\) (see Figure A1).

To investigate whether the equilibria are stable, the Jacobian matrix \(J\) is considered. The Jacobian is given by

\[
J = \begin{pmatrix}
-n_i^2 - 1 & -2w^*_i n_i^* \\
2w^*_i n_i^* & 2w^*_i n_i^* - m
\end{pmatrix}
\]  

For the semi-trivial equilibrium, the Jacobian reads

\[
J_t = \begin{pmatrix}
-1 & 0 \\
0 & -m
\end{pmatrix}
\]

The eigenvalues of \(J_t\) are thus \(\lambda_{J,1} = -1\) and \(\lambda_{J,2} = -m\). As \(m = M L^{-1}\) and \(M > 0 \land L > 0\), both eigenvalues are real and negative. This means that the desert state is a stable node.

The eigenvalues of the non-trivial equilibria can be calculated by

\[
\det \left( \begin{pmatrix}
-n_i^2 - 1 - \lambda & -2w^*_i n_i^* \\
2w^*_i n_i^* & 2w^*_i n_i^* - m - \lambda
\end{pmatrix} \right) = 0
\]

With \(w^* = \frac{m}{n}\), Equation (9) simplifies to

\[
\det \left( \begin{pmatrix}
-n_i^2 - 1 - \lambda & -2m \\
2w^*_i n_i^* & 2w^*_i n_i^* - m - \lambda
\end{pmatrix} \right) = 0
\]

This leads to the eigenvalues

\[
\lambda_{\pm} = -\frac{1}{2}(1 + n_i^2 - m) \pm \sqrt{m(1 - n_i^2)} + \frac{1}{4}(1 + n_i^2 - m)^2
\]  

(11)

Stability can further be investigated using the approach from Siteur et al. [40]. Equation (11) has the form

\[
\lambda_{\pm} = a \pm \sqrt{\beta + a^2}
\]

(12)

Table 1 shows the real parts of the eigenvalues of the Jacobian for the form given by Equation (12).

<table>
<thead>
<tr>
<th>(a)</th>
<th>(\beta &gt; 0)</th>
<th>(\beta &lt; 0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a &gt; 0)</td>
<td>Re((\lambda_+)) &gt; 0</td>
<td>Re((\lambda_+)) &gt; 0</td>
</tr>
<tr>
<td></td>
<td>Re((\lambda_-)) &lt; 0</td>
<td>Re((\lambda_-)) &gt; 0</td>
</tr>
<tr>
<td>(a &lt; 0)</td>
<td>Re((\lambda_+)) &gt; 0</td>
<td>Re((\lambda_+)) &lt; 0</td>
</tr>
<tr>
<td></td>
<td>Re((\lambda_-)) &lt; 0</td>
<td>Re((\lambda_-)) &lt; 0</td>
</tr>
</tbody>
</table>

Positive \(\beta\) always yields a node or a saddle point. The lower non-trivial equilibrium is a saddle point, as positive values of \(\beta\) always refer to real parts of the eigenvalues with different signs. This holds because Equation (13) is true for \(m > 0\) and \(a > 2m\), which is already a condition for the existence of the non-trivial equilibria:

\[
\beta = m \left[ 1 - \frac{2m}{a + \sqrt{a^2 - 4m^2}} \right]^2 > 0
\]  

(13)
If $\beta < 0$, the real parts of the eigenvalues will have the same signs. If they are negative, equilibria will be stable. Otherwise, equilibria will be unstable. Therefore, for stability of the larger equilibrium, Equations (14) and (15) must hold:

$$\beta = m \left[ 1 - \left( \frac{2m}{a - \sqrt{a^2 - 4m^2}} \right)^2 \right] < 0$$  \hspace{1cm} (14)$$

$$\alpha = -\frac{1}{2} \left[ 1 + \left( \frac{2m}{a - \sqrt{a^2 - 4m^2}} \right)^2 - m \right] < 0$$  \hspace{1cm} (15)$$

$\beta$ is negative if $m > 0$ and $a > 2m$; $\alpha$ is negative if $0 < m \leq 1$ and $a \geq 2m$. Because different values of $m$ do not make biological sense, and because $a < 2m$ does not yield the existence of the non-trivial equilibrium, the higher non-trivial equilibrium is stable.

2.3. Differential Flow-Induced Instability

If diffusion exists in a system and the diffusion constants differ, a Turing instability can occur under certain circumstances (for a detailed review, see, e.g., [41]). In this system, diffusion only exists in the differential equation describing biomass dynamics. Hence, a Turing instability is not possible.

Besides diffusion, a differential flow exists in the model. This means that advection of biomass and advection of water differ, which can result in instabilities. In the following, this is investigated on the basis of the method described in Rovinsky and Menzinger [42].

Assuming small perturbations:

$$n(y, t) = n^* + n'(y, t)$$  \hspace{1cm} (16a)$$

$$w(y, t) = w^* + w'(y, t)$$  \hspace{1cm} (16b)$$

yields the following expressions for the one-dimensional model:

$$\frac{\partial n'}{\partial t} = 2wn' + wn'^2 + w'n^2 + 2w'n^2 + w'n^2 - mn' + \frac{\partial^2 n'}{\partial y^2}$$  \hspace{1cm} (17)$$

$$\frac{\partial w'}{\partial t} = -w' - wn'^2 - 2wn'n' - wn'n' - w'n'^2 - 2w'nn' - w'n'^2 + w'n'^2 + w'n'^2 + v \frac{\partial w'}{\partial y}$$  \hspace{1cm} (18)$$

We note that the consideration of the one-dimensional model might overestimate the stability [43]. As we consider small perturbations, we can ignore terms that are nonlinear in terms of $n'$ and $w'$. This leads to Equation (19) for the evolution of the perturbations:

$$\begin{pmatrix} \frac{\partial n'}{\partial t} \\ \frac{\partial w'}{\partial t} \end{pmatrix} = A \begin{pmatrix} n' \\ w' \end{pmatrix} + \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} \frac{\partial^2 n'}{\partial y^2} \\ \frac{\partial w'}{\partial y} \end{pmatrix} + \begin{pmatrix} 0 \\ v \end{pmatrix} \begin{pmatrix} \frac{\partial n'}{\partial y} \\ \frac{\partial w'}{\partial y} \end{pmatrix}$$  \hspace{1cm} (19)$$

where $A$ is the Jacobian evaluated at the steady state with $a_{ij}$ being the entries of the matrix. Non-uniform perturbations that are exponential in time given by Equation (20) are applied:

$$n'(y, t) = e^{\lambda t + iky}$$  \hspace{1cm} (20a)$$

$$w'(y, t) = e^{\lambda t + iky}$$  \hspace{1cm} (20b)$$

with $\lambda$ being the perturbation growth rate, $k$ being the wavenumber, and $i$ being the imaginary unit. Equation (21) is the eigenvalue equation:

$$\det(M) = \begin{vmatrix} a_{11} - Dk^2 - \lambda & a_{12} \\ a_{21} & a_{22} + ikv - \lambda \end{vmatrix} = 0$$  \hspace{1cm} (21)$$
The eigenvalues $\lambda_{\pm}$ are given by

$$\lambda_{\pm} = \frac{1}{2} \left( \text{tr}(M) \pm \sqrt{\text{tr}(M)^2 - 4 \det(M)} \right)$$

(22)

with

$$\text{tr}(M) = a_{11} + a_{22} - Dk^2 + ikv$$

(23)

$$\det(M) = \det(A) - a_{22}Dk^2 + ikv(a_{11} - Dk^2)$$

(24)

The saddle point is unstable against homogeneous perturbations and hence will not be further considered. To obtain instability in the non-trivial equilibrium, which is stable against homogeneous perturbations, the real part of one eigenvalue needs to be positive. This depends on the wavenumber $k$, on the slope $v$, on the mortality rate $m$ and on the precipitation parameter $a$, which determine the stationary state. Figure 2 shows the dependence of the real part of the higher eigenvalue on these parameters.
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Figure 2. The dependence of the differential flow-induced instability on the wavenumber $k$, precipitation parameter $a$, slope $v$ and mortality rate $m$ is shown. Other parameters are given by the reference parameters for grass ($a = 2$, $m = 0.45$, and $v = 182.5$). The region of instability is restricted by the white line. The figure at the bottom right shows separately the dependence of the differential flow instability on the wavenumber for the reference values.

We note that the existence of the non-trivial equilibrium is restricted by $a \geq 2 m$. One can see that a differential flow-induced instability exists for the reference values. However, applying precipitation, slope and mortality values beyond a certain threshold leads to homogeneous vegetation.

The wavenumber corresponding to the maximum eigenvalue can be an indicator for the wavelength because it represents the fastest growing mode [44]. Hence, it can be seen that the wavelength tends to decrease with increasing precipitation and tends to increase with increasing...
mortality. The influence of the slope is weaker. However, a small increase in wavelength occurs for increasing slope.

We note that complex eigenvalues result in traveling waves for which the velocity can be calculated [41]. This corresponds to the uphill migration in this model. However, the analytical investigation lies beyond the scope of this study. The interested reader may find further information regarding the analytical treatment of wavetrains in the Klausmeier model in Sherratt [45].

2.4. Considered Parameters

The nondimensionalized parameters $a$, $m$ and $l$ are considered for precipitation, mortality, and evaporation, respectively. In fact, these parameters depend on various ecological parameters. Nonetheless, they are proportional to their dimensioned counterparts. Hence, it is justified to use these parameters for the numerical investigations. The default values shown in Appendix B were used for all other parameters.

2.5. Precipitation Model

The function modeling variability in precipitation in this study is given by

$$a(t) = \max \left\{ 6.2832 \cdot \sin \left( \frac{2\pi t}{12} + \frac{2\pi}{12} (12 - 4.5) \right), 0 \right\}$$

(25)

This should represent both the dry character of semi-arid areas and the periodicity in precipitation observed in many semi-arid regions, that is, monsoonal and mediterranean rain [23]. The data on which the precipitation model is based is shown in Appendix C. The factor 6.2832 is used to obtain a mean value of $a = 2$ to ensure comparability between the results with variable and constant precipitation. The maximum function is used to consider only the positive part of the sine function. This represents the semi-aridity.

2.6. Stochasticity

Besides including variability in precipitation, the addition of environmental noise to reduce the dependence of the model on initial conditions is analyzed in this study. This can be done by the following:

$$\frac{\partial n_i^j}{\partial t} - \frac{\partial^2 n_i^j}{\partial y^2} = f \left( n_i^j, w_i^j \right) + g \left( n_i^j \right) \eta_i^j$$

(26)

Here, $n_i^j$ represents the value of the plant biomass at time-step $i$ and cell $j$. The term $\eta_i^j$ represents white noise distributed as a normal distribution with $\mathcal{N}(0, 1)$; $g(n_i^j)$ represents the density-dependent noise intensity. This shrinks with increasing biomass, which can be justified by the assumption that low biomass is more prone to environmental fluctuations, while larger population sizes have a stabilizing effect [46]. The function that describes the density-dependent noise intensity is given by

$$g \left( n_i^j \right) = \mu \cdot 0.8^{n_i^j}$$

(27)

The choice of the function $g(n_i^j)$ is arbitrary to a certain extent. It is a trade-off between a function that is not too high at high biomass values to destroy the shape of the biomass peaks, on the one hand, and a function that is still high enough at lower biomass values to support the formation of a new biomass peak, on the other hand.

2.7. Numerical Treatment

We consider a one-dimensional domain $[0, L]$ with $dx = 0.5$ and $L = 100/dx$ representing 50 m in dimensional terms. As initial values, every grid cell has an amount of water $w_{ini} = 5$ and a biomass
that is given by a uniformly distributed random number in the interval [0.2, 0.4]. This is arbitrary to some degree. For the building up of biomass due to the positive biomass feedback loop, \( n > 1 \) is necessary in the first steps. This is achieved by the high initial water values but could also be achieved by random initial conditions with \( n > 1 \).

For the numerical solution of the model, the equations were discretized via the explicit Euler method with \( h = 10^{-3} \) as the step size. The Forward-Time Central-Space (FTCS) explicit method has been used for diffusion and the Lax–Wendroff scheme has been used for advection. Periodic boundary conditions:

\[
\begin{align*}
n(0) &= n(L), & n'(0) &= n'(L) \\
w(0) &= w(L), & w'(0) &= w'(L)
\end{align*}
\]

were used. This is biologically reasonable if one considers the grid as a particular section of the slope. For the numerical solution of the stochastic differential equation given by Equation (26), the Euler–Maruyama scheme has been applied (see [47]).

Unless otherwise stated, all data processing in this study was performed using Mat [48]. The data points for the uniform states in the bifurcation diagrams were calculated with the software XPPAUT [49]. Figures were drawn with Tikz [50].

3. Numerical Results

3.1. Precipitation

Figure 3 shows the impact of variations in variable and constant rainfall on existing vegetation patterns. In both cases, the system is in a state with four peaks (initial state) for a broad parameter range. In the case of variable precipitation, a critical precipitation value exists at which the four peaks vanish and homogeneous vegetation emerges. On the contrary, the system with constant precipitation shows a period doubling before homogeneous vegetation emerges. Considering lower parameter values of \( \bar{a} \), period halving in both cases can be observed. The critical values at which the period halving occurs are slightly different however. Furthermore, a critical value exists beyond which the bare desert state emerges.

Figure 4 shows the dependence of biomass patterns on the precipitation with constant random initial conditions.
In contrast to Figure 3, period doubling cannot be observed. Higher values of $\bar{a}$ lead to successive increases in the number of maxima in plant biomass. The parameter ranges in which certain numbers of peaks occur differ from those of Figure 3. However, four peaks are still the preferred state of the system. Variable and constant precipitation show the same general behavior. Nevertheless, the exact values at which certain numbers of maxima occur differ.

3.2. Stochasticity

To reduce the influence of the initial conditions on the wavenumber, stochasticity can be added to the model. We note that various numerical investigations have been made for different stochastic terms and for variable and constant precipitation. However, there have been no qualitative differences in the results of the model.

Figure 5 shows the long-term results of the one-dimensional model for different values of $a$ and random initial conditions.

**Figure 4.** Results of the one-dimensional Klausmeier model after 1500 time-steps are shown for variable and constant precipitation. Resulting biomass peaks are shown for different values of mean precipitation. The maximum of plant biomass is located at 12.5 m uphill distance for each run. Random initial conditions have been used. Initial conditions have been the same for every value of $\bar{a}$.

**Figure 5.** Results of the one-dimensional Klausmeier model after 1500 time-steps are shown for constant precipitation. Resulting biomass peaks are shown for different values of the parameter $a$. The maximum of plant biomass is located at 12.5 m uphill distance for each run. Varying random initial conditions have been used. For the generation of the left plot, the stochastic differential equation given by Equation (26) has been used for calculation of the plant biomass.
Clearly, there is no qualitative difference between the results of the model with noise and the results of the model without noise in terms of the wavenumber. Both cases show varying wavenumbers for different initial conditions. However, there are some parameter regions in which the model with noise leads to different wavenumbers in comparison with the model without noise.

3.3. Effect of Pattern Formation

As a result of the patterned vegetation, precipitation can be significantly lower while mortality and evaporation can be significantly higher before yielding the bare desert state. This is illustrated in the bifurcation diagrams in Figure 6.
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Figure 6. Bifurcation diagrams for different control parameters are shown. Red lines indicate stable equilibria, while the blue lines indicate unstable equilibria. The dashed line indicates the mean biomass with random initial conditions, while the dotted line indicates the mean biomass with four peaks as initial conditions. The square, the triangle, and the circle indicate the mean biomass for lower values of precipitation and higher values of mortality or evaporation with larger domain size and one biomass peak as initial conditions.

The biomass of the patterned state is in the same order of magnitude as the biomass of the uniform equilibrium in all cases. Furthermore, one can see that the wavenumber and hence the shift to the bare desert state depend on the size of the domain.

Below $a \approx 0.18$, the bare desert state is always reached, independent of the domain size and the initial conditions.

The transition to the bare desert state takes place at a significantly higher mortality in the case of existing patterns as initial conditions. The lowest value leading to pattern formation and the lowest
value preserving an existing pattern differ by a factor of approximately 2 for a domain size of 50 m. Applying larger domain sizes enhances the parameter range yielding patterns for the case of one peak as initial conditions until approximately \( m = 3.4 \). Larger domain sizes have no effect in the case of random initial conditions yielding a factor of 3.1.

The lowest value of the evaporation rate leading to pattern formation differs from the lowest value preserving an existing pattern by a factor of 4.5. Applying only one peak as initial conditions yields a factor of 5.4. However, in the case of lower wavenumbers or larger domains, the mean biomass decreases sharply.

4. Discussion

4.1. Influence of Variable Precipitation

The formation of vegetation patterns can be achieved by variable and constant precipitation with some minor quantitative differences. Thus, parameter variability has only limited impacts on the model behavior in the case of precipitation.

The existing pattern as initial conditions persists over a broad parameter range. This supports the prevailing view of the necessity of improved environmental conditions for the reverse transition (e.g., [5]). The lowest precipitation value leading to pattern formation and the lowest precipitation value preserving existing patterns differ by a factor of 0.7 and are thus in accordance with the factor provided by Sherratt and Lord [51]. This can be explained as follows. In the case of random initial conditions, the strongest initial perturbation builds up to a biomass peak. In the case of existing patterns as initial conditions, the disturbances are very small. Thus, the strongest perturbation cannot build up quickly enough. If \( n_{\text{max}} < 1 \), the quadratic biomass term does not lead to fast biomass growth. Hence, the major perturbation has to be large enough to support a single biomass peak before the biomass drops under a critical value. This is not the case for random initial conditions.

Starting with random initial conditions, higher wavenumbers can occur in the case of constant precipitation. This can be explained as follows. Let a weak disturbance in plant biomass exist. In the case of variable precipitation, the year starts with a drought period. This can lead to biomass near to extinction before the rainy season begins. Conversely, in the case of constant precipitation, no drought period exists. Therefore, the biomass disturbance can lead to a biomass peak. This means that the initial biomass \( n \) must have a value that supports biomass growth with the given amount of water. Mathematically, this can be obtained by Equation (30) in the case of constant precipitation, keeping in mind that \( n \geq 0 \):

\[
wn^2 - mn > 0 \quad \rightarrow \quad wn > m
\]  

(30)

Furthermore, biomass needs to be sufficiently small so as not to build up enough in the rainy season. This means that Equation (31) must hold in the case of variable precipitation:

\[
wn - m \big|_{\text{rainy}} < m - wn \big|_{\text{drought}}
\]  

(31)

As \( w > m \) in the rainy season, this implies that the initial drought must lead to \( n \ll 1 \). The critical value depends on the length of the rainy season and precipitation in the rainy season.

We note that the influence of drought periods has also been investigated. However, the resulting figures are not of major significance; thus, they are not shown in this paper. Applying an already established pattern as initial conditions, the system remains in this state without changing the wavenumber unless the drought period leads to extinction.

4.2. Dependence on Initial Conditions

Applying varying random initial conditions for the same precipitation value, a strong dependence of the system behavior on the initial conditions became evident. An explanation for this dependence
could be that two prerequisites for the formation of a biomass peak exist. First, a disturbance in biomass is needed so that biomass can build up. Second, a sufficiently large amount of water is required. Because in Figure 5 different initial conditions for each value of $a$ have been applied, disturbances in biomass differ. If the amount of water in the system is large enough to support a specific wavenumber but no disturbance large enough and remote enough from the neighboring disturbance exist, biomass cannot build up. To overcome this shortcoming of the one-dimensional model, a stochastic term representing environmental noise has been added. This shows only a weak influence. On the one hand, the fact that multiplicative noise with zero mean has been used ensures that biomass cannot become negative and the noise does not add biomass to the system. On the other hand, this results in the fact that the effect is a maximum in regions with high biomass. Negative noise effects in those regions do not change the long-term behavior, because the diffusion of the neighbored cells is too high. Conversely, in the regions with low biomass, in which new biomass peaks should build up if precipitation is high enough to ensure a higher wavenumber, the effect of the noise is very small. Thus no peak can build up. Hence, the stochastic term is not suited to overcome the shortcoming of the dependence on the initial conditions.

4.3. Comparison with Nonspatial Equilibria

In comparison with the nonspatial equilibria, patterns are beneficial for the ecosystem. However, a lower bound of precipitation exists, beyond which the bare desert state is always reached. This is in accordance with Sherratt and Lord [51]. The reason for this lower bound is that, as a result of the evaporation, the upper bound on the amount of water on a grid cell is $a$, which is independent of the biomass.

In the case of random initial conditions and increasing mortality, larger domain sizes have no effect on the parameter range allowing for vegetation patterns (see Figure 6). This is opposite to the effect of precipitation and can be explained as follows. The precipitation parameter increases the amount of water in the system. For $n < 1$, the effect of a change in precipitation is low because of the multiplication with the square of the biomass. This is the case for the random initial conditions applied in this study. On the other hand, the mortality only depends on the biomass, which is not squared. For $n > 1$, the square of the biomass yields a higher effect of the change of precipitation in comparison to the mortality rate. This is the case for already formed patterns as initial conditions.

The application of higher evaporation rates is the only case in which a sharp decrease in plant biomass can be observed. The system remains in its initial state for a broad parameter range. This occurs because the influence of the evaporation rate depends on the amount of water, with $w_i \ll 1$ at the biomass peak. Furthermore, the change in the amount of water depends on the water uptake by plants, which in turn depends on the square of biomass. Changes in evaporation only have a small influence on the system, because $n^2 \gg l$. However, the peak cannot benefit from larger domain sizes because only water from imminent grid cells reaches the biomass peak. Water from remote cells is lost as a result of the evaporation.

The case of increasing evaporation and random initial conditions applied is the only case of all the analyses leading to extinction before the bifurcation point. This occurs because the evaporation rate at the bifurcation point is beyond 1. With random initial conditions applied, $n_i < 1$ holds for the first time-steps. Thus, biomass cannot build up effectively. Therefore, a large amount of water is needed to ensure the emergence of biomass peaks. If we apply $w_i = 5$ as initial values of water, the evaporation rate has a high impact. Hence, if $l \geq 1$, it makes the building up of the biomass unlikely. The exact value depends on the initial conditions, because these determine how fast a biomass peak can build up. If $n > 1$ and $w < 1$ would have been applied as initial conditions, the influence of the evaporation on the emergence of patterns would likely be significantly lower. We note that even at lower evaporation rates, the system would not reach the non-trivial equilibrium but would be attracted to the bare desert state. Hence, vegetation patterns are still beneficial in comparison with the uniform states.
In the case of decreasing precipitation or increasing mortality, a decrease in the wavenumber occurs via period halvings, which might explain regime shifts observed in reality. This will occur if the amount of water is not sufficient to ensure the present wavenumber. We note that small deviations are necessary. First, the amplitude of the four initial biomass peaks decreases as a result of the lack of water. Driven by the small deviation, one biomass peak can take up more water. This, in turn, leads to an even greater lack of water at the following peak, which consequently shrinks and gives an advantage to the next peak.

5. Conclusions

Variable precipitation has only minor impacts on the qualitative system behavior. It is doubtful whether the findings of the impact of variable precipitation make sense in a biological way. Because pattern formation in semi-arid areas is difficult to observe (e.g., caused by long time-scales), this cannot be supported by data. Moreover, we note that variability in precipitation has more complex influences on surface runoff (e.g., an increase due to saturated soils). These are not considered in the model.

A high influence of the mortality on the patterns also exists. Increasing the mortality rate (as is done, e.g., by wood cutting) can lead to severe changes in the vegetation pattern and in the total plant biomass in this model. The impact of the mortality rate on the total plant biomass is highly nonlinear. This underlines the importance of taking the mortality in analyses into account, as the biomass is crucial for populations depending on these resources.

To the authors’ best knowledge, this study is the first taking the influence of the evaporation on the Klausmeier model or other models describing pattern formation into account. The reason might be that the prediction of changes in evaporation is very complex. Nevertheless, water as the limiting resource in semi-arid areas is closely linked to evaporation, justifying detailed investigations. However, as evaporation is proportional to the amount of water and \( \omega_1 \ll 1 \) in the model, the effect of the evaporation rate is relatively low in the model.

In all investigations, a strong dependence on the initial conditions became evident. In particular, the preferred wavenumbers not only depended on initial conditions but also on the history (see also Sherratt and Lord [51]) in some cases. An attempt to reduce the dependence of the wavenumber on initial conditions has been presented. This did not succeed because of the density-dependence of the noise.

In all analyses, except in the case of increasing evaporation, patterns enhanced the parameter region for vegetation beyond the bifurcation point. This indicates the benefit of vegetation patterns for semi-arid ecosystems. It has been shown that the exact parameter regions can depend on the grid size.
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Appendix A. Nondimensionalization

Appendix A.1. Nondimensionalization in Terms of Precipitation and Mortality

The classical Klausmeier model with physical parameters is given by Equation (A1) with \( A(T) = A \):

\[
\frac{\partial N}{\partial T} = JRW^2 - MN + D \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) N \tag{A1a}
\]

\[
\frac{\partial W}{\partial T} = A(T) - LW - RN^2 + V \frac{\partial W}{\partial y} \tag{A1b}
\]
For nondimensionalization, constant values with the same physical units as the corresponding physical parameters are chosen. It follows that the ratio is dimensionless. Inserting the values
\[ N = nN_0, \quad W = wW_0, \quad T = tT_0, \quad X = xX_0, \quad Y = yY_0 \]
yields
\[
\frac{\partial n}{\partial t} = J R w W_0 n^2 T_0 - M n T_0 + D \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) n T_0 X_0 Y_0 \quad (A2a)
\]
\[
\frac{\partial w}{\partial t} = A(T) \frac{T_0}{W_0} - L w T_0 - R w T_0 n^2 + V T_0 \frac{\partial w}{Y_0 \partial y} \quad (A2b)
\]

In order to simplify the equations, the following are assumed:
\[
LT_0 = 1 \rightarrow T_0 = L^{-1},
RT_0 N_0^2 = 1 \rightarrow N_0 = L^{\frac{1}{2}} R^{-\frac{1}{2}}
JR W_0 T_0 N_0 = 1 \rightarrow W_0 = J^{-1} L^{\frac{1}{2}} R^{-\frac{1}{2}}
DT_0 X_0^{-1} Y_0^{-1} = 1 \rightarrow X_0 = Y_0 = L^{-\frac{1}{2}} D^{\frac{1}{2}}
\]
\[
a(t) = A(T) T_0 W_0^{-1} \rightarrow a(t) = A(T) J L^{-\frac{1}{2}} R^{\frac{1}{2}}
\]

As every constant value is defined, we obtain the following nondimensionalized parameters:
\[
t = LT,
N = NL^{-\frac{1}{2}} R^{\frac{1}{2}}
w = W J L^{-\frac{1}{2}} R^{\frac{1}{2}}
x = XL^{\frac{1}{2}} D^{-\frac{1}{2}}
y = Y L^{\frac{1}{2}} D^{-\frac{1}{2}}
v = V T_0 Y_0^{-1} \rightarrow v = V L^{-\frac{1}{2}} D^{-\frac{1}{2}}
m = MT_0 \rightarrow m = ML^{-1}
\]

Using these parameters yields the nondimensionalized form given by Equation (A3):
\[
\frac{\partial n}{\partial t} = wn^2 - mn + \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) n \quad (A3a)
\]
\[
\frac{\partial w}{\partial t} = a(t) - w - wn^2 + v \frac{\partial w}{\partial y} \quad (A3b)
\]

We note that this form only has the three parameters \( a(t), v \) and \( m \).
Figure A1 shows the nullclines of the system for different values of \( a \).
Figure A1. The nullclines of the nondimensionalized nonspatial system (see Equation (5)) are shown. Dashed lines represent the water nullclines, while the solid lines represent the biomass nullclines. Note that one solid line is represented by the ordinate.

Appendix A.2. Nondimensionalization in Terms of Evaporation

To investigate the influence of the evaporation on the system, another nondimensionalization has been taken. The first step is the same as in Appendix A.1, which again yields Equation (A2).

For simplification, the following are assumed:

\[\frac{R T_0 N_0^2}{J R W_0 N_0} = 1\]
\[\frac{T_0 X_0^{-1} Y_0^{-1} D}{A W_0^{-1}} = 1\]

Combining these assumptions, one obtains the following expressions for the constants:

\[T_0 = A^{-\frac{1}{2}} J^{-\frac{1}{2}} R^{\frac{1}{2}}\]
\[N_0 = A^{\frac{1}{2}} J^{\frac{1}{2}} R^{\frac{1}{2}}\]
\[W_0 = A^{\frac{1}{2}} J^{-\frac{1}{2}} R^{\frac{1}{2}}\]
\[Y_0 = X_0 = D^{\frac{1}{2}} A^{-\frac{1}{2}} J^{-\frac{1}{2}} R^{-\frac{1}{2}}\]

This yields the following nondimensionalized parameters:

\[t = T A^{\frac{1}{2}} J^{\frac{1}{2}} R^{\frac{1}{2}}\]
\[n = N A^{-\frac{1}{2}} J^{-\frac{1}{2}} R^{\frac{1}{2}}\]
\[w = W A^{-\frac{1}{2}} J^{\frac{1}{2}} R^{\frac{1}{2}}\]
\[x = X D^{-\frac{1}{2}} A^{\frac{1}{2}} J^{\frac{1}{2}} R^{\frac{1}{2}}\]
\[y = Y D^{-\frac{1}{2}} A^{\frac{1}{2}} J^{\frac{1}{2}} R^{\frac{1}{2}}\]
\[l = L A^{-\frac{1}{2}} J^{-\frac{1}{2}} R^{\frac{1}{2}}\]
\[v = V A^{-\frac{1}{2}} D^{-\frac{1}{2}} J^{-\frac{1}{2}} R^{-\frac{1}{2}}\]
\[m = M A^{-\frac{1}{2}} J^{-\frac{1}{2}} R^{-\frac{1}{2}}\]

Using these parameters, the nondimensionalized form to investigate the influence of the evaporation is given by Equation (A4):
\[ \frac{\partial n}{\partial t} = wn^2 - mn + \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) n \] (A4a)

\[ \frac{\partial w}{\partial t} = 1 - lw - wn^2 + v \frac{\partial w}{\partial y} \] (A4b)

**Appendix B. Default Values**

The default values for the physical parameters for grass given by Klausmeier [30] are shown in Table A1.

We note that \( V \gg D \), because even on gentle slopes, the advection of water is assumed to be much faster than the plant dispersal.

**Table A1.** Physical parameters and their default values and units are shown for grass. The values are taken from Klausmeier [30].

<table>
<thead>
<tr>
<th>Physical Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>kg m(^{-2})</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>kg m(^{-2})</td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>m</td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>m</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>533 kg m(^{-2}) a(^{-1})</td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>4 a(^{-1})</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>100 m(^{-2}) kg(^{-2}) a(^{-1})</td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>365 m a(^{-1})</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>1.8 a(^{-1})</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>1 m(^{2}) a(^{-1})</td>
<td></td>
</tr>
</tbody>
</table>

**Appendix C. Precipitation Model**

Figure A2 shows the average precipitation in Niamey, Niger for the period 1961–1990, with the corresponding function used to model variability in precipitation.

Figure A2. Average precipitation for Niamey, Niger (1961–1990) and the corresponding model are shown. Precipitation data retrieved from [52]. The geographic position of the station is N13°29', E2°10'.

The region was chosen because it is a semi-arid region with good data coverage, where vegetation structures can be observed. The average annual precipitation in this region is 540.8 mm [52]. It can be seen that most rainfall occurs between May and September. In the remaining months, there are very low levels of rainfall. This is typical for semi-arid areas and justifies an investigation of the influence of such a variability on the results of the model.
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