A Partial-Consensus Posterior-Aggregation FAHP Method—Supplier Selection Problem as an Example

Yu-Cheng Wang 1,* and Tin-Chih Toly Chen 2

1 Department of Industrial Engineering and Management, Chaoyang University of Technology, Taichung 41349, Taiwan
2 Department of Industrial Engineering and Management, National Chiao Tung University, 1001, University Road, Hsinchu 300, Taiwan; tolychen@ms37.hinet.net

* Correspondence: tony.cobra@msa.hinet.net

Received: 18 January 2019; Accepted: 11 February 2019; Published: 15 February 2019

Abstract: Existing fuzzy analytic hierarchy process (FAHP) methods usually aggregate the fuzzy pairwise comparison results produced by multiple decision-makers (DMs) rather than the fuzzy weights estimations. This is problematic because fuzzy pairwise comparison results are subject to uncertainty and lack consensus. To address this problem, a partial-consensus posterior-aggregation FAHP (PCPA-FAHP) approach is proposed in this study. The PCPA-FAHP approach seeks a partial consensus among most DMs instead of an overall consensus among all DMs, thereby increasing the possibility of reaching a consensus. Subsequently, the aggregation result is defuzzified using the prevalent center-of-gravity method. The PCPA-FAHP approach was applied to a supplier selection problem to validate its effectiveness. According to the experimental results, the PCPA-FAHP approach not only successfully found out the partial consensus among the DMs, but also shrunk the widths of the estimated fuzzy weights to enhance the precision of the FAHP analysis.
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1. Introduction

Analytic hierarchy process (AHP) has been widely applied to multi-criteria decision-making problems in various fields [1–3]. However, AHP is based on pairwise comparison results that are subjective. To solve this problem, AHP usually aggregates the pairwise comparison results by multiple decision-makers (DMs) [4–6]. In most past studies, the number of DMs ranged from 3 [7,8] to up to 30 [9]. In addition, a DM may be uncertain whether the pairwise comparison results are reflective of his/her beliefs or not. To consider such uncertainty, pairwise comparison results can be mapped to fuzzy values. The two treatments give rise to the prevalent multi-DM fuzzy AHP (FAHP) methods.

According to Forman and Peniwati [10], there are two ways to aggregate multiple DMs’ judgments in FAHP. The first way, the aggregating individual judgements (AIJ) way, aggregates the pairwise comparison results. The other way, the aggregating individual priorities (AIP) way, aggregates the estimated fuzzy weights/priorities. The AIJ way is an anterior aggregation, while the AIP way is a posterior aggregation. The AIJ way considerably simplifies the required computation because the fuzzy weights are estimated just once, and therefore is more prevalent [11]. However, since pairwise comparison results are subjective and uncertain, the AIP way is problematic. In contrast, few studies have implemented AIP-type FAHP methods. Pan [12] proposed an FAHP approach in which each DM solved an individual FAHP problem using the fuzzy geometric mean (FGM) method. Then, the fuzzy weights estimated by the DMs were aggregated using the max-min operator, i.e., fuzzy intersection (FI) or the minimum T-norm. After that, the aggregation result was defuzzified using the center-of-gravity (COG) method [13]. The same operator has been widely adopted to measure the
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consensus among multiple DMs [14,15]. A different aggregation mechanism was proposed by [16,17] that minimized the sum of the squared deviations between each DM’s judgement and the aggregation result. However, the aggregation mechanism assumed the existence of consensus, and derived the aggregation result directly. It was possible that the values of a fuzzy weight estimated by the DMs were very different, i.e., the values did not contain each other. Pan’s method did not address this issue. To address this issue, several attempts have been made in the past. For example, Chen [18] proposed the concept of partial consensus that sought for a consensus among some of the DMs rather than all DMs. The method was applied to the problem of forecasting the foreign exchange rate in [19]. Recently, Chen [20] evaluated the entropy of the FI result. If the entropy was above a threshold, then the consensus was insufficient, and the DMs needed to modify their forecasts. However, these attempts were made for fuzzy collaborative forecasting or design rather than for FAHP. A fuzzy collaborative forecasting problem is usually a supervised learning problem; there are actual values. However, there are no actual values of fuzzy weights in an FAHP problem.

To address the problem of Pan’s FAHP method, in this study, a partial-consensus posterior-aggregation FAHP (PCPA-FAHP) method is proposed. In the proposed PCPA-FAHP approach, each DM applies the prevalent FGM approach to estimate the fuzzy weights. Then, the partial-consensus FI (PCFI) method [18] is applied to aggregate the estimation results, so as to derive the narrowest range of the fuzzy weight. The PCFI method finds out the partial consensus among most DMs instead of the overall consensus among all DMs. The former is obviously easier than the latter. After that, the COG method is applied to defuzzify the aggregation results, generating a crisp/representative value. Compared to the existing methods, the proposed PCPA-FAHP approach has the following novel characteristics:

(1) The proposed PCPA-FAHP approach adopts a posterior aggregation. Namely, the fuzzy weights estimated by the DMs, rather than the fuzzy pairwise comparison results by them, are aggregated: A multiple-DM FAHP method can be considered as a fuzzy collaborative forecasting (FCF) approach. Most existing FCF approaches adopt a posterior aggregation, i.e., the forecasts by multiple DMs, rather than their opinions, are aggregated [21,22]. If the forecasting performance based on the aggregation result is not satisfactory, the DMs modify their opinions by referring to others’ opinions [23,24]. However, existing FCF methods belong to supervised learning methods, while the PCPA-FAHP approach does not because there is no actual value of the fuzzy weight. In addition, it is not easy for the DMs to modify their pairwise comparison results by referring to others’ because the relative importance levels of factors/attributes/criteria are correlated and cannot be modified in an independent way.

(2) When a consensus among all DMs cannot be achieved, the partial consensus, i.e., the consensus among most DMs, is to be sought.

The remainder of this paper is organized as follows. Section 2 introduces the PCPA-FAHP approach. A real case is used in Section 3 to illustrate the applicability of the PCPA-FAHP approach. Some existing methods are also applied to the case for a comparison in Section 4. Section 5 concludes this study. Some possible topics are also provided for further investigation.

2. The Proposed Methodology

The PCPA-FAHP approach is proposed in this study for comparing the relative importance levels or priorities of several factors/attributes-criteria. The PCPA-FAHP approach consists of the following steps:

Step 1. Each DM applies the FGM approach to estimate the fuzzy weights.
Step 2. Apply FI to aggregate the estimation results, so as to derive the narrowest range of each fuzzy weight.
Step 3. If the overall consensus among the DMs does not exist, go to Step 4; otherwise, go to Step 5.
Step 4. Apply PCFI to aggregate the estimation results, so as to derive the narrowest range of each fuzzy weight.

Step 5. Apply COG to defuzzify the aggregation result, so as to generate a crisp/representative value.

The procedure of the PCPA-FAHP approach is illustrated with a flowchart in Figure 1.

![Flowchart](image)

**Figure 1.** The procedure of the partial-consensus posterior-aggregation fuzzy analytic hierarchy process (PCPA-FAHP) approach.

### 2.1. Applying the FGM Approach to Estimate the Fuzzy Weights

In the FGM approach, at first each DM expresses his/her opinion on the relative importance/priority of a factor/attribute/criterion over another with linguistic terms such as “as equal as”, “weakly more important than”, “strongly more important than”, “very strongly more important than”, and “absolutely more important than”. Without loss of generality, these linguistic terms can be mapped to triangular fuzzy numbers (TFNs) such as:

- L1: “As equal as” = (1, 1, 3);
- L2: “Weakly more important than” = (1, 3, 5);
- L3: “Strongly more important than” = (3, 5, 7);
- L4: “Very strongly more important than” = (5, 7, 9);
- L5: “Absolutely more important than” = (7, 9, 9);

which are illustrated in Figure 2. It is a theoretically challenging task to find a set of TFNs for the linguistic terms to increase the possibility of reaching a consensus.

Based on the pairwise comparison results by the $m$-th DM, a fuzzy pairwise comparison matrix is constructed as:

$$\tilde{A}_{n \times n}(m) = [\tilde{a}_{ij}(m)]; \ i, j = 1 \sim n, $$  \hspace{1cm} (1)

where

$$\tilde{a}_{ij}(m) = \begin{cases} 1 & \text{if } i = j \\ \frac{1}{\tilde{a}_{ij}(m)} & \text{otherwise} \end{cases}; \ i, j = 1 \sim n, $$  \hspace{1cm} (2)

$\tilde{a}_{ij}(m)$ is the fuzzy pairwise comparison result embodying the relative importance of factor/attribute/criterion $i$ over factor/attribute/criterion $j$. $\tilde{a}_{ij}(m)$ is chosen from the linguistic
terms in Figure 2. \( \tilde{a}_{ij}(m) \) is a positive comparison if \( \tilde{a}_{ij}(m) \geq 1 \). The fuzzy eigenvalue and eigenvector of \( \tilde{A}(m) \), indicated respectively with \( \tilde{\lambda}(m) \) and \( \tilde{x}(m) \), satisfy

\[
\det(\tilde{A}(m)(-\tilde{\lambda}(m)\mathbf{1})) = 0
\]

and

\[
(\tilde{A}(m)(-\tilde{\lambda}(m)\mathbf{1}))(\times)\tilde{x}(m) = 0
\]

where \((-\times)\) denote fuzzy subtraction and multiplication, respectively. The fuzzy maximal eigenvalue and weight of each criterion are derived respectively as

\[
\tilde{\lambda}_{\text{max}}(m) = \max \tilde{\lambda}(m)
\]

\[
\tilde{w}_i(m) = \frac{\tilde{x}_i(m)}{\sum_{j=1}^{n} \tilde{x}_j(m)}
\]

\[x \text{ (relative importance)}\]

\[y(x)\]

**Figure 2.** The triangular fuzzy numbers (TFNs) for the linguistic terms.

Based on \( \tilde{\lambda}_{\text{max}}(m) \), the consistency among the fuzzy pairwise comparison results is evaluated as

\[
\text{Consistency index} : \quad \tilde{C}.I.(m) = \frac{\tilde{\lambda}_{\text{max}}(m) - n}{n - 1}
\]

\[
\text{Consistency ratio} : \quad \tilde{C}.R.(m) = \frac{\tilde{C}.I.(m)}{R.I.}
\]

where \( R.I. \) is the random index [25]. The fuzzy pairwise comparison results are inconsistent if \( \tilde{C}.I.(m) < 0.1 \) or \( \tilde{C}.R.(m) < 0.1 \) [25], which can be relaxed to \( \tilde{C}.I.(m) < 0.3 \) or \( \tilde{C}.R.(m) < 0.3 \) if the matrix size is large [26,27].

The FGM method estimates the values of fuzzy weights as

\[
\tilde{w}(m) = [\tilde{w}_i(m)]^t = [\left(\frac{\sqrt[n]{\prod_{j=1}^{n} \tilde{a}_{ij}(m)}}{\sum_{i=1}^{n} \sqrt[n]{\prod_{j=1}^{n} \tilde{a}_{ij}(m)}}\right)^t].
\]

Based on (9), the fuzzy maximal eigenvalue can be estimated as
\begin{align}
\bar{\bar{\lambda}}_{\text{max}} (m) &= \frac{\bar{\lambda}(m)(\times)\bar{\omega}(m)}{w(m)} \\
&= 1 + \frac{1}{n} \sum_{i=1}^{n} (\bar{w}_i(m)(\times)\bar{w}_i(m)) \overline{\omega}_i(m) 
\end{align}  

(10)

Obviously, Equations (9) and (10) are fuzzy weighted average (FWA) problems. A variant of FGM (a simplified yet more prevalent version), indicated with FGMi, is to ignore the dependency between the dividend and divisor of either equation.

2.2. FI for Finding out the Overall Consensus

As mentioned previously, a multi-DM post-aggregation FAHP problem is analogous to an unsupervised FCF problem to which a suitable consensus aggregator is critical. According to Kuncheva and Krishnapuram [28], a consensus aggregator should meet three requirements: Symmetry, selective monotonicity, and unanimity. They proposed three aggregation rules: The minimum aggregation rule, the maximum aggregation rule, and the average aggregation rule, for which the degree of consensus was measured in terms of the highest discrepancy. FI is the most prevalent consensus aggregator in FCF methods [24,29]. FI finds out the values common to those estimated by all DMs. Therefore, it can be used to find out the overall consensus among the DMs.

When the fuzzy weight estimated by each DM is approximated with a TFN, the FI result will be a polygon-shaped fuzzy number (see Figure 3) [29] that embodies the DMs’ overall consensus of the weight/priority of the factor/attribute/criterion:

$$
\mu_{\tilde{w}_i}(x) = \min_m (\mu_{\tilde{w}_i(m)}(x)).
$$

(11)

However, it is possible that the FI result is an empty set, which means there is no overall consensus among the DMs.

![Figure 3. The fuzzy intersection (FI) result.](image)

2.3. PCFI for Finding out the Partial Consensus

When there is no overall consensus among all DMs, the partial consensus among them, i.e., the consensus among most DMs, can be sought instead.

**Definition 1.** (PCFI) [20] The H/M PCFI of the i-th fuzzy weight estimated by the M DMs, i.e., \( \tilde{w}_i(1) \sim \tilde{w}_i(M) \) is indicated with \( \bar{H}^{1/M}(\tilde{w}_i(1), \ldots, \tilde{w}_i(M)) \) such that

$$
\mu_{\bar{H}^{1/M}(\tilde{w}_i(1), \ldots, \tilde{w}_i(M))}(x) = \max_{g \in S} (\min_{m} (\mu_{\tilde{w}_i(g(1))}(x), \ldots, \mu_{\tilde{w}_i(g(M))}(x)))
$$

(12)
where \( g() \in \mathbb{Z}^*; 1 \leq g() \leq M; g(p) \cap g(q) = \emptyset \forall p \neq q; H \geq 2. \)

For example, the \( 2/3 \) PCFI of \( \tilde{w}_i(1) \sim \tilde{w}_i(3) \) can be obtained as

\[
\mu_{\text{PCFI}}^{2/3}(\tilde{w}_i(1), \ldots, \tilde{w}_i(3))(x) = \max(\min(\mu_{\tilde{w}_i(1)}(x), \mu_{\tilde{w}_i(2)}(x)), \mu_{\tilde{w}_i(3)}(x)), \min(\mu_{\tilde{w}_i(2)}(x), \mu_{\tilde{w}_i(3)}(x)))
\]

which is illustrated in Figure 4.

![Figure 4. The 2/3 partial consensus fuzzy intersection (PCFI) result.](image)

The PCFI aggregator meets four requirements: Boundary, monotonicity, commutativity, and associativity. In addition, the following properties hold for the \( H/M \) PCFI result:

1. FI is equivalent to \( M/M \) PCFI.
2. \( H - 1 \) membership functions are outside the \( H/M \) PCFI result. In contrast, \( M - 1 \) membership functions are outside the FI result.
3. The range of \( T^{H_1/M}(\tilde{w}_i(1), \ldots, \tilde{w}_i(M)) \) is wider than that of \( T^{H_2/M}(\tilde{w}_i(1), \ldots, \tilde{w}_i(M)) \) if \( H_1 < H_2 \).
4. The range of any PCFI result is obviously wider than that of the FI result.
5. For the training data, every PCFI result contains the actual values [20].
6. For the testing data, the probability that actual values are contained is higher in a PCFI result than in the FI result [20].

The PCFI result is also a polygon-shaped fuzzy number (see Figure 4). Compared with the original TFNs, the PCFI result has a narrower range while still containing the actual value. Therefore, the precision of estimating the fuzzy weight will be improved after applying the PCFI. In addition, it is possible to find partial consensus among the DMs using the PCFI even if there is no overall consensus when the FI is applied.

2.4. COG for Defuzzifying the Aggregation Result

The PCFI result in Figure 4 can be represented as the union of several non-normal trapezoidal fuzzy numbers (TrFNs) (see Figure 5):

\[
\tilde{w}_i = \{(x_r, \mu_{\tilde{w}_i}(x_r)) | r = 1 \sim R\}
\]
where \((x_r, \mu_{\tilde{w}_i}(x_r))\) is the \(r\)-th endpoint of \(\tilde{w}_i\); \(x_r \leq x_{r+1}\). For any \(x\) value,

\[
\mu_{\tilde{w}_i}(x) = \begin{cases} 0 & \text{if } x < x_1 \\ \mu_{\tilde{w}_i}(x_r) + \frac{x-x_r}{x_{r+1}-x_r} (\mu_{\tilde{w}_i}(x_{r+1}) - \mu_{\tilde{w}_i}(x_r)) & \text{if } x_r \leq x < x_{r+1} \\ 0 & \text{if } x_R \leq x \end{cases}
\] (15)

COG is applied to defuzzify \(\tilde{w}_i\):

\[
\text{COG}(\tilde{w}_i) = \frac{\int_0^{x_1} x \mu_{\tilde{w}_i}(x)dx}{\int_0^{x_1} \mu_{\tilde{w}_i}(x)dx} = \frac{\sum_{r=1}^{N} \int_{x_{r-1}}^{x_r} x \mu_{\tilde{w}_i}(x)dx}{\sum_{r=1}^{N} \int_{x_{r-1}}^{x_r} \mu_{\tilde{w}_i}(x)dx}
\] (16)

to which the following theorems are helpful.

![Figure 5](image-url)

**Figure 5.** The PCFI result as a union of non-normal trapezoidal fuzzy numbers (TrFNs).

**Theorem 1.** Let \(\tilde{A}\) be a non-normal TrFN as shown in Figure 6. Then the integral of \(\tilde{A}\) is

\[
\int_{x_1}^{x_2} \mu_{\tilde{A}(x)}(x)dx = \frac{\mu_2 x_2^3 + \mu_1 x_2^2 - 2\mu_2 x_1 x_2 + \mu_1 x_1^2 - 2\mu_1 x_1 x_2 + \mu_2 x_1^2}{2(x_2 - x_1)}.
\] (17)

**Proof.**

\[
\begin{align*}
\int_{x_1}^{x_2} \mu_{\tilde{A}(x)}(x)dx &= \int_{x_1}^{x_2} \left( \frac{x-x_1}{x_2-x_1} (\mu_2 - \mu_1) + \mu_1 \right)dx \\
&= \left( \frac{\mu_2 - \mu_1}{2(x_2 - x_1)} x^2 + \frac{\mu_1}{x_2 - x_1} x - C \right) \bigg|_{x_1}^{x_2} \\
&= \left( \frac{\mu_2 - \mu_1}{2(x_2 - x_1)} x^2 + \frac{\mu_1}{x_2 - x_1} x - \frac{\mu_2 - \mu_1}{x_2 - x_1} x^2 - \frac{\mu_1}{x_2 - x_1} x \right) \\
&= \frac{\mu_2 x_2^3 + \mu_1 x_2^2 - 2\mu_2 x_1 x_2 + \mu_1 x_1^2 - 2\mu_1 x_1 x_2 + \mu_2 x_1^2}{2(x_2 - x_1)}
\end{align*}
\] (18)

Theorem 1 is proved. □
Theorem 2. Let $\tilde{A}$ be a non-normal TrFN as shown in Figure 6. Then the integral of $x\tilde{A}$ is

$$\int_{x_1}^{x_2} x\mu_{\tilde{A}(x)}(x)dx = \frac{2\mu_2x_2^3 + \mu_1x_2^2 - 3\mu_2x_1x_2^2 + \mu_2x_1^3 + 2\mu_1x_1^2 - 3\mu_1x_1^2x_2}{6(x_2 - x_1)}. \quad (19)$$

Proof.

$$\int_{x_1}^{x_2} x\mu_{\tilde{A}(x)}(x)dx = \int_{x_1}^{x_2} x(x_2-x_1)(\mu_2 - \mu_1 + \mu_1)dx$$

$$= \left(\frac{\mu_2 - \mu_1}{3(x_2-x_1)}x_1^3 + \frac{x_2\mu_1 - x_1\mu_2}{2(x_2-x_1)}x_1^2 + C\right)\bigg|_{x_1}^{x_2}$$

$$= \frac{\mu_2 - \mu_1}{3(x_2-x_1)}x_2^3 + \frac{x_2\mu_1 - x_1\mu_2}{2(x_2-x_1)}x_2^2 - \frac{\mu_2 - \mu_1}{3(x_2-x_1)}x_1^3 - \frac{x_2\mu_1 - x_1\mu_2}{2(x_2-x_1)}x_1^2$$

$$= \frac{2\mu_2x_2^3 + \mu_1x_2^2 - 3\mu_2x_1x_2^2 + \mu_2x_1^3 + 2\mu_1x_1^2 - 3\mu_1x_1^2x_2}{6(x_2 - x_1)}. \quad (20)$$

Theorem 2 is proved. \qed

3. Application to a Supplier Selection Problem

The supplier selection problem discussed in Lima Junior et al. [7] was used to illustrate the applicability of the proposed methodology. In the supplier selection problem, the performance of a supplier was assessed along five dimensions including quality, price, delivery, supplier profile, and supplier relationship. To aggregate the performances along the five dimensions, fuzzy weighted average (FWA) was applicable, for which the weight of each dimension needed to be specified. To this end, the PCFI-FAHP approach was applied.

Three DMs, including one industrial engineering manager, one production control manager, and one procurement department manager, were involved in the supplier selection problem. At first, each of them utilized the following linguistic terms [30] to express his/her belief about the relative importance of a dimension over another:

L1: “As equal as” = (1, 1, 3);
L2: “Weakly more important than” = (1, 3, 5);
L3: “Strongly more important than” = (3, 5, 7);
L4: “Very strongly more important than” = (5, 7, 9);
L5: “Absolutely more important than” = (7, 9, 9).

Based on these inputs, the fuzzy pairwise comparison matrixes were constructed for the DMs in Table 1.
Table 1. The fuzzy pairwise comparison matrixes constructed for the decision-makers (DMs).

<table>
<thead>
<tr>
<th></th>
<th>(1, 1, 1)</th>
<th>(7, 9, 9)</th>
<th>(5, 7, 9)</th>
<th>(7, 9, 9)</th>
<th>(5, 7, 9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(DM #1)</td>
<td>(1, 1, 1)</td>
<td>(3, 5, 7)</td>
<td>(1, 1, 1)</td>
<td>(1, 1, 3)</td>
<td>(1, 3, 5)</td>
</tr>
<tr>
<td></td>
<td>(7, 9, 9)</td>
<td>(1, 3, 5)</td>
<td>(1, 3, 5)</td>
<td>(1, 3, 5)</td>
<td>(5, 7, 9)</td>
</tr>
<tr>
<td></td>
<td>(1, 1, 1)</td>
<td>(1, 1, 1)</td>
<td>(1, 1, 1)</td>
<td>(1, 1, 1)</td>
<td>(1, 1, 1)</td>
</tr>
</tbody>
</table>

Each DM applied FGM to estimate the fuzzy maximal eigenvalue and fuzzy weights from the corresponding fuzzy pairwise comparison matrix. As a result, the estimated fuzzy maximal eigenvalues were:

\[ \tilde{\lambda}_{\text{max}}(1) = (2.102, 5.778, 19.587), \]
\[ \tilde{\lambda}_{\text{max}}(2) = (1.630, 5.879, 27.473), \]
\[ \tilde{\lambda}_{\text{max}}(3) = (1.461, 5.672, 31.092). \]

The corresponding consistency indexes were

\[ \tilde{C.I.}(1) = (−0.725, 0.194, 3.647), \]
\[ \tilde{C.I.}(2) = (−0.843, 0.220, 5.618), \]
\[ \tilde{C.I.}(3) = (−0.885, 0.168, 6.523), \]

showing certain levels of consistency since \( \tilde{C.I.}(1) \sim \tilde{C.I.}(3) \leq 0.3 \). In addition, the estimated fuzzy weights are summarized in Figure 7.
Figure 7. The estimated fuzzy weights: (a) by DM #1; (b) by DM #2; (c) by DM #3.

Subsequently, FI was applied to aggregate the fuzzy weights estimated by the DMs. However, unfortunately the overall consensus did not exist. For example, the result of aggregating the values of $\tilde{w}_3$ estimated by the DMs is illustrated in Figure 8. The FI result was an empty set, showing a lack of (overall) consensus. In addition, overall consensus was not achieved for the values of $\tilde{w}_1$, $\tilde{w}_4$, or $\tilde{w}_5$.

Figure 8. The FI result.
As a consequence, the partial consensus, rather than the overall consensus, was sought. It is noteworthy that there were only two levels of PCFI in the supplier selection problem, 2/3 PCFI and 3/3 PCFI. Between them, 3/3 PCFI was equal to FI. The result of applying 2/3 PCFI to the values of \( \tilde{w}_3 \) estimated by the DMs is shown in Figure 9. There existed some partial consensus among the DMs. In addition, the DMs also achieved some partial consensus concerning the values of the other fuzzy weights.

![Figure 9. The result of applying 2/3 PCFI to the values of \( \tilde{w}_3 \) estimated by the DMs.](image)

Based on the PCFI results, the minimums, maximums, and widths of the fuzzy weights are summarized in Table 2. The minimal and average widths were 0.054 and 0.401, respectively.

<table>
<thead>
<tr>
<th>Fuzzy Weight</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Range Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{w}_1 )</td>
<td>0.219</td>
<td>0.620</td>
<td>0.401</td>
</tr>
<tr>
<td>( \tilde{w}_2 )</td>
<td>0.044</td>
<td>0.135</td>
<td>0.091</td>
</tr>
<tr>
<td>( \tilde{w}_3 )</td>
<td>0.120</td>
<td>0.258</td>
<td>0.138</td>
</tr>
<tr>
<td>( \tilde{w}_4 )</td>
<td>0.056</td>
<td>0.102</td>
<td>0.054</td>
</tr>
<tr>
<td>( \tilde{w}_5 )</td>
<td>0.029</td>
<td>0.124</td>
<td>0.095</td>
</tr>
</tbody>
</table>

COG was applied to defuzzify the fuzzy weights. The results are shown in Table 3.

<table>
<thead>
<tr>
<th>Fuzzy Weight</th>
<th>Center-Of-Gravity (COG)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{w}_1 )</td>
<td>0.428</td>
</tr>
<tr>
<td>( \tilde{w}_2 )</td>
<td>0.083</td>
</tr>
<tr>
<td>( \tilde{w}_3 )</td>
<td>0.183</td>
</tr>
<tr>
<td>( \tilde{w}_4 )</td>
<td>0.090</td>
</tr>
<tr>
<td>( \tilde{w}_5 )</td>
<td>0.068</td>
</tr>
</tbody>
</table>

However, the sum of the defuzzified weights might not be 1 anymore, which required a re-normalization. The results are shown in Table 4.
Table 4. The re-normalization results.

<table>
<thead>
<tr>
<th>Weight</th>
<th>Re-Normalized Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>COG ($\tilde{w}_1$)</td>
<td>0.502</td>
</tr>
<tr>
<td>COG ($\tilde{w}_2$)</td>
<td>0.097</td>
</tr>
<tr>
<td>COG ($\tilde{w}_3$)</td>
<td>0.215</td>
</tr>
<tr>
<td>COG ($\tilde{w}_4$)</td>
<td>0.106</td>
</tr>
<tr>
<td>COG ($\tilde{w}_5$)</td>
<td>0.080</td>
</tr>
</tbody>
</table>

4. A Comparison with Some Existing Methods

To make a comparison, in this section four existing methods including FGM [31], FGMi [32], fuzzy extent analysis (FEA) [33], and FEAi [8,11,30] were also applied to the supplier selection problem:

(1) The results obtained using FGM and FGMi were fuzzy, while those obtained using FEA and FEAi were crisp.

(2) All the existing methods assumed there was consensus among the DMs.

In the FGM method, the fuzzy pairwise comparison results by the DMs were aggregated using FGM. Then, the fuzzy maximal eigenvalue and fuzzy weights were estimated from the aggregation result using FGM as well. The FGMi method was basically identical to the FGM method, except for the simplification of calculation by ignoring the dependence between the dividend and divisor. In both methods, COG was applied to defuzzify the fuzzy weights. A re-normalization was also required after defuzzification.

In the FEA method, the fuzzy pairwise comparison results by the DMs were also aggregated using FGM. Then, the fuzzy synthetic extent of each criterion was derived using fuzzy arithmetic mean. The weight of the criterion was set to its minimal degree of being the maximum. The only difference between the FEAi method and the FEA method is the ignorance of the dependence between the dividend and divisor. In both methods, defuzzification and re-normalization were not necessary.

The results obtained using the existing methods are summarized in Table 5. However, it was not possible to say which method was the most accurate method, since there was no actual value of a weight. Nevertheless, the weights obtained using the FGM were the closest to those obtained using the proposed methodology. In contrast, the weights obtained using the FEAi method were the farthest.

Table 5. The weights estimated using various methods.

<table>
<thead>
<tr>
<th>Weight</th>
<th>Fuzzy Geometric Mean (FGM)</th>
<th>FGMi</th>
<th>Fuzzy Extent Analysis (FEA)</th>
<th>FEAi</th>
<th>Partial Consensus Posterior Aggregation (PCPA)-Fuzzy Analytic Hierarchy Process (FAHP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_1$</td>
<td>0.409</td>
<td>0.405</td>
<td>0.487</td>
<td>0.369</td>
<td>0.502</td>
</tr>
<tr>
<td>$w_2$</td>
<td>0.107</td>
<td>0.101</td>
<td>0.064</td>
<td>0.111</td>
<td>0.097</td>
</tr>
<tr>
<td>$w_3$</td>
<td>0.257</td>
<td>0.279</td>
<td>0.317</td>
<td>0.295</td>
<td>0.215</td>
</tr>
<tr>
<td>$w_4$</td>
<td>0.140</td>
<td>0.135</td>
<td>0.132</td>
<td>0.162</td>
<td>0.106</td>
</tr>
<tr>
<td>$w_5$</td>
<td>0.086</td>
<td>0.079</td>
<td>0.000</td>
<td>0.063</td>
<td>0.080</td>
</tr>
</tbody>
</table>

The average widths of the fuzzy weights obtained using various methods were compared and the results are shown in Figure 10. Obviously, the proposed methodology achieved the highest precision by minimizing the average width of the fuzzy weights, which was obviously due to the fuzzy collaboration mechanism.
Among existing multi-DM FAHP methods, most of them aggregate the fuzzy pairwise comparison results by the DMs before deriving (or estimating) the fuzzy maximal eigenvalue and fuzzy weights. This is problematic because the fuzzy pairwise comparison results are uncertain and inconsistent. Instead, aggregating the fuzzy weights by the DMs, which are compromised results, in a posterior way seems to be more reasonable. However, a problem facing such a way is that there may be no consensus among the DMs, i.e., there was no intersection among the fuzzy weights specified by them. One way to address this problem is to seek the partial consensus among most DMs instead of the overall consensus among all DMs. From this point of view, the PCPA-FAHP approach is proposed in this study.

The PCPA-FAHP approach was applied to a supplier selection problem to validate its effectiveness. Some existing methods were also applied to the supplier selection problem to make a comparison. According to the experimental results:

1. Among the methods compared in the supplier selection problem, only the PCPA-FAHP approach was able to check the existence of the consensus among the DMs.
2. Although there was no overall consensus among all DMs in the supplier selection problem, some partial consensus did exist among most DMs.
3. The fuzzy collaboration mechanism employed in the PCPA-FAHP approach successfully shrunk the widths of the estimated fuzzy weights, thereby enhancing the precision of the FAHP analysis.
4. Among existing methods, the results obtained using FGM were the closest to those obtained using the PCPA-FAHP approach. However, the estimation precision achieved using FGM was much worse than that achieved using the PCPA-FAHP approach.

The PCPA-FAHP method needs to be applied to more real cases to further elaborate its effectiveness. In addition, more advanced collaboration mechanisms can be designed in future studies to further enhance the estimation precision. Furthermore, the uncertain pairwise comparison results can be expressed with rough numbers instead of fuzzy numbers [15,16], which constitutes
a rough AHP (RAHP) problem [34]. The proposed methodology should be extended to deal with such problems.
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