Application of Exponential Jensen Picture Fuzzy Divergence Measure in Multi-Criteria Group Decision Making
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Abstract: A divergence measure plays a crucial part in discriminating two probability distributions and drawing inferences constructed on such discrimination. The intention of this study is to propose such a divergence measure based on Jensen inequality and exponential entropy in the settings of probability theory. Further, the idea has been generalized to fuzzy sets to familiarize a novel picture fuzzy divergence measure. Besides proposing the validity, some of its key properties are also deliberated. Finally, two illustrative examples are solved based on the proposed picture fuzzy divergence measure which shows the expediency and effectiveness of the proposed approach.
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1. Introduction

Decision making (DM) means that the optimal alternative is selected from the finite set of alternatives according to the multiple criteria, which can be regarded as cognitive processing. Decision making theory is a very important branch, which is used mostly in human activities. Because the real decision making problems are frequently produced from a complicated environment, the evaluation information is usually fuzzy. In general, the fuzzy information takes two forms: one quantitative and other one is qualitative. The quantitative fuzzy information can be expressed by fuzzy set (FS) [1], intuitionistic fuzzy set (IFS) [2], Pythagorean fuzzy set (PyFS) [3,4], picture fuzzy set (PFS) [5] and so on. FS theory proposed by Zadeh [1] has been used to describe fuzzy quantitative information which contains only a membership degree. Due to its successful applications and some shortcomings, many researchers introduced the extended forms of fuzzy set.

Atanassov [2] defined the notion of intuitionistic fuzzy set. In different areas, intuitionistic fuzzy set theory is applied, but in real life, some situations occur that cannot be handled by IFSs. Voting is a good example, because in voting human opinions involving more types of answers such as: “yes”, “abstain”, “no” and “refusal”. For example, in a democratic election station, the council issues 500 voting papers for a candidate. The results of the voting are divided into four groups accompanied with the number of papers that are “vote for” (251), “abstain” (99), “vote against” (120) and “refusal of voting” (30). Here, group “abstain” means that the voting paper is a white paper rejecting both “agree” and “disagree” for the candidate but still takes the vote, group “refusal of voting” is either invalid voting papers or did not take the vote. The candidate is successful because the number of support papers is over half (i.e., 250). However, at least 5 people said later on in their blogs that they supported the candidate in the last moment because they found that the support number seemed
larger than the against number. Such kinds of examples (in which the number of abstains is a key factor and the group “refusal of voting” indeed exists) happened in reality and intuitionistic fuzzy set could not handle it. So, Cuong [5,6] defined the extension of fuzzy sets and intuitionistic fuzzy sets, which is picture fuzzy sets. The concept of picture fuzzy set for an element is that, there are three membership degrees namely, positive membership degree, the neutral membership degree, and the negative membership degree, respectively. The picture fuzzy set theory is used in many real life problems such as voting problems, clustering [7], fuzzy inference [8], and decision making [9–15].

In view of these developments, we will present new similarity measures for the PFs. A similarity measure give the similarity degree of objects i.e., how similar these objects are. The similarity measures developed in [8,16–18] have some limitations and cannot be applied to those problems in which the information occurred in the picture fuzzy environment. To resolve this issue, some novel proposed measures which are generalizations of the similarity measures were developed in [8,16–18]. It is also proved that existing similarity measures become special cases of the developed similarity measures, showing the novelty and diversity of the proposed similarity measures. Applying the new similarity measures, we solved decision making problems and their results are discussed.

The remainder of the study is designed as follows. Section 2 briefly discusses the basic knowledge of extension of fuzzy sets. The novel idea “Picture Fuzzy Divergence Measure” is presented in Section 3. Section 4 makes some discussions on basic properties and Section 5 presents the application of the proposed method. Section 6 discusses the advantages of the proposed work. Conclusions are drawn in Section 7.

2. Preliminaries

The article gives a brief discussion on the basic ideas associated with PFS along with their operations and operators. We also discuss more familiarized ideas, which are utilized in the following analysis.

Cuong [5] proposed the idea of picture fuzzy sets and their basic operational rules are as follows

Definition 1. For a set R, by a picture fuzzy set in R we mean a structure

\[ \mu = \{ p_\mu(f), i_\mu(f), s_\mu(f) \mid f \in R \}, \]

in which \( p_\mu : p \rightarrow [0,1], i_\mu : p \rightarrow [0,1] \) and \( s_\mu : p \rightarrow [0,1] \) are indicated the positive, neutral and negative grads in R. In addition, following condition satisfied by \( p_\mu, i_\mu \) and \( s_\mu \) is 0 \( \leq p_\mu(f) + i_\mu(f) + s_\mu(f) \leq 1 \); for all \( f \in R \). Then \( \mu \) is said to be picture fuzzy set in R.

Definition 2. Let \( \mu_1 = \langle p_{\mu_1}, i_{\mu_1}, s_{\mu_1} \rangle \) and \( \mu_2 = \langle p_{\mu_2}, i_{\mu_2}, s_{\mu_2} \rangle \) be two PFSs in R. Then

1. \( \mu_1 \subseteq \mu_2 \) if and only if \( p_{\mu_1} \leq p_{\mu_2}, i_{\mu_1} \geq i_{\mu_2} \) and \( s_{\mu_1} \geq s_{\mu_2} \) for all \( f \in R \);
2. \( \mu_1 = \mu_2 \) if and only if \( \mu_1 \subseteq \mu_2 \) and \( \mu_2 \subseteq \mu_1 \);
3. \( \mu_1^* = \{ \langle s_{\mu_1}(f), i_{\mu_1}(f), p_{\mu_1}(f) \rangle \mid f \in R \} \);
4. \( \mu_1 \cup \mu_2 = \{ \langle \max(p_{\mu_1}(f), p_{\mu_2}(f)), \min(i_{\mu_1}(f), i_{\mu_2}(f)), \min(s_{\mu_1}(f), s_{\mu_2}(f)) \rangle \mid f \in R \} \);
5. \( \mu_1 \cap \mu_2 = \{ \langle \min(p_{\mu_1}(f), p_{\mu_2}(f)), \min(i_{\mu_1}(f), i_{\mu_2}(f)), \max(s_{\mu_1}(f), s_{\mu_2}(f)) \rangle \mid f \in R \} \).

Definition 3. A function \( T : [0,1] \times [0,1] \rightarrow [0,1] \) such that for all \( p, i, g \in [0,1] \) is said to be a triangular-norm, if it satisfies the following properties:

1. \( T(p, i) = T(i, p) \);
2. \( T(p, T(i, g)) = T(T(p, i), g) \);
(3) $T(p, i) \leq T(p, g)$, whenever $i \leq g$;
(4) $T(1, p) = p$.

**Definition 4.** A function $\hat{S} : [0, 1] \times [0, 1] \rightarrow [0, 1]$ such that for all $p, i, g \in [0, 1]$ is said to be a triangular-conorm, if it satisfies the following properties:

(1) $\hat{S}(p, i) = \hat{S}(i, p)$;
(2) $\hat{S}(p, \hat{S}(i, g)) = \hat{S}(\hat{S}(p, i), g)$;
(3) $\hat{S}(p, i) \leq \hat{S}(p, g)$, whenever $i \leq g$;
(4) $\hat{S}(0, p) = p$.

Joshi and Kumar [17] discussed the basic norms functions which are defined as

**Definition 5.** Some basic norms are the following:

(1) Minimum triangular-norm:
$$\hat{T}_{\text{min}}(p, i) = \min(p, i)$$
(2) Product triangular-norm:
$$\hat{T}_{\text{prod}}(p, i) = (p \cdot i)$$
(3) Lukasiewicz triangular-norm:
$$\hat{T}_{\text{luka}}(p, i) = \max(p + i - 1, 0)$$
(4) Drastic product triangular-norm:
$$\hat{T}_{\text{luka}}(p, i) = \begin{cases} 0 & \text{if } p \lor i \in 1; \\ \min(p, i) & \text{otherwise}. \end{cases}$$

Similarly, we define the four basic triangular-conorms.

### 3. Picture Fuzzy Divergence Measure

**History:** Suppose that $\Lambda_n = \{G = (g_1, g_2, \ldots, g_n); g_p \geq 0, \sum_{p=1}^{n} g_p = 1\}, n \geq 2$ are the complete probability distributions set. Shannon entropy of a set $G$ is follows as:

$$H(G) = -\sum_{p=1}^{n} g_p \log(g_p) \quad (1)$$

The concavity of $H(G)$ gives us a decomposition of the overall diversity in a mixed distribution $\left(\frac{G + D}{2}\right)$ is follows;

$$H\left(\frac{G + D}{2}\right) = \frac{1}{2}(H(G) + H(D)) + \frac{1}{2} J_n(G, D) \quad (2)$$

The first part of Equation (2), that is $\left(\frac{H(G) + H(D)}{2}\right)$ denotes the average diversity within distributions, where the second component, that is

$$J_n(G, D) = (-H(G) - H(D)) - 2\left(-H\left(\frac{G + D}{2}\right)\right) \quad (3)$$
is called the Jensen difference arising out of the convex function $-H(G)$, which is nonnegative and disappears if and only if $G = D$ and this gives a natural measure of divergence between the distributions $G$ and $D$. It is notable that $J_p(G, D)$ assumed as a function of $(G, D)$, is convex, which meets the intuitive condition that the average divergence between $(G, D), (C, L)$ and $(E, R)$ is not less than that between their convex combination $\mu(G, D) + \eta(C, L) + \nu(E, R)$, where $\mu, \eta, \nu \geq 0$ and $\mu + \eta + \nu = 1$. The convexity of divergence measure $J_p(A, B)$ is an additional attractive feature of the Shannon entropy $H(G)$ as a measure of diversity of a distribution. The application of measure of diversity is discussed in [19,20].

In this study, we assume that the Jensen difference Equation (3) arising from a generalized class of entropy functions including the exponential entropy due to Pal and Pal [21], which is called an exponential J-divergence, and examine its convexity. The convexity of J-divergence Equation (3) is proved, based on the exponential entropy given by

$$H(G) = \sum_{p=1}^{n} \mathcal{g}_p \left( e^{1-\mathcal{g}_p} - 1 \right); \quad G \in \Lambda_n$$

(4)

The author claims that Equation (4) has some advantages over Equation (1) specifically in image processing. Another claim is that entropy Equation (4) has a fixed upper bound, that is, for a uniform distribution $(\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n})$; $\lim_{n \to \infty} H(G) = e - 1$ as compared to infinite limit (as $n \to \infty$) in the case of Equation (1).

For any two probability distributions $G, D \in \Lambda_n$ with respect to the weights $\sigma_1, \sigma_2 = 1$, Lin [22] defined Jensen-Shannon divergence as:

$$JS_\mu(G, D) = H(\sigma_1 G + \sigma_2 D) - \sigma_1 H(G) - \sigma_2 H(D)$$

Since Equation (1) denotes a concave function, according to the Jensen inequality, when $G = D$, then $JS_\mu(G, D)$ is nonnegative and is equal to zero. Based on the concept of Jensen-Shannon divergence (Lin [22]), corresponding to Equation (4), for any two probability distributions $G, D \in \Lambda_n$ with $\sigma_1$ and $\sigma_2$ as their respective weights satisfying we define a new divergence measure as:

$$\overline{P}_{FD}(G, D) = \sum_{p=1}^{n} \left[ \left( \sigma_1 \mathcal{g}_p + \sigma_2 d_p \right) e^{1-(\sigma_1 \mathcal{g}_p + \sigma_2 d_p)} + \left( \sigma_1 d_p + \sigma_2 \mathcal{g}_p \right) e^{1-(\sigma_1 d_p + \sigma_2 \mathcal{g}_p)} - \left( \mathcal{g}_p e^{1-\mathcal{g}_p} - \left( d_p e^{1-d_p} \right) \right) \right]$$

**Definition 6.** The Hessian function $j$ of any two variables $g$ and $d$ is

$$\text{Hessian}(j) = \begin{bmatrix} \frac{\partial^2 j}{\partial g^2} & \frac{\partial^2 j}{\partial g \partial d} \\ \frac{\partial^2 j}{\partial d \partial g} & \frac{\partial^2 j}{\partial d^2} \end{bmatrix}$$

A function $j$ is convex at any point in its domain if $\text{Hessian}(j)$ is positive semi-definite and concave if $\text{Hessian}(j)$ is negative semi-definite at that point.

To justify the existence of new divergence measure, which is:

$$\overline{P}_{FD}(G, D) = \sum_{p=1}^{n} \left[ \left( \sigma_1 \mathcal{g}_p + \sigma_2 d_p \right) e^{1-(\sigma_1 \mathcal{g}_p + \sigma_2 d_p)} + \left( \sigma_1 d_p + \sigma_2 \mathcal{g}_p \right) e^{1-(\sigma_1 d_p + \sigma_2 \mathcal{g}_p)} - \left( \mathcal{g}_p e^{1-\mathcal{g}_p} - \left( d_p e^{1-d_p} \right) \right) \right]$$

we have to prove that proposed divergence measure $\overline{P}_{FD}(G, D)$ satisfies the following properties.

Some major properties of proposed divergence measure are the following:

1. $\overline{P}_{FD}(G, D) \geq 0$ with equality when $G = D$;
(2) \( \tilde{P}_{FD}(G, D) \) is a convex function of \( G \) and \( D \).

**Proof.** We have to show that \( \tilde{P}_{FD}(G, D) \geq 0 \). For this from Jensen’s inequality, we have

\[
H(\sigma_1 G + \sigma_2 D) \geq \sigma_1 H(G) + \sigma_2 H(D)
\]

This implies

\[
\sum_{p=1}^{n} (\sigma_1 g_p + \sigma_2 d_p) e^{1-(\sigma_1 g_p + \sigma_2 d_p)} \geq \sigma_1 \sum_{p=1}^{n} g_p e^{1-g_p} + \sigma_2 \sum_{p=1}^{n} d_p e^{1-d_p}.
\]  \( (5) \)

Now, we have to show the convexity of function \( j \), where

\[
j(g, d) = (\sigma_1 g + \sigma_2 d) e^{1-(\sigma_1 g + \sigma_2 d)} - \sigma_1 g e^{1-g} - \sigma_2 d e^{1-d}.
\]

Taking partial differential of the above example with respect to \( g \) and \( d \), we obtain

\[
\frac{\partial j}{\partial g} = \sigma_1 e^{1-\sigma_1 g-\sigma_2 d} (1 - \sigma_1 g - \sigma_2 d) + \sigma_1 e^{1-g} (g - 1);
\]

and

\[
\frac{\partial j}{\partial d} = \sigma_1 e^{1-\sigma_1 g-\sigma_2 d} (1 - \sigma_2 g - \sigma_1 d) + e^{1-d} (d - 1);
\]

Put \( \frac{\partial f}{\partial a} = 0 \) and \( \frac{\partial f}{\partial b} = 0 \) to find the stationary point. This gives \( g = d \) as a stationary point. Now, computing the Hessian of \( j \) at \( g = d \) and using \( \sigma_1 + \sigma_2 = 1 \), we obtain

\[
\text{Hessian}(j) = e^{1-g} (2-g) \sigma_1 \sigma_2 \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix};
\]

which is positive semi-definite. This confirms the convex character of \( f \). \( \square \)

Now, we propose the novel divergence measure based on the Jensen’s divergence as follows:

**Definition 7.** Let the universe set \( R \), \( \mu_1 = \left< p_1, i_{\mu_1}, s_{\mu_1} \right> \), \( \mu_2 = \left< p_2, i_{\mu_2}, s_{\mu_2} \right> \) be two PFNs in \( R \) and \( \sigma_1 > 0, \sigma_2 > 0, \sigma_1 + \sigma_2 = 1 \). Picture fuzzy divergence measure \( \tilde{P}_{FD}(\mu_1, \mu_2) \) is defined as,

\[
\tilde{P}_{FD}(\mu_1, \mu_2) = \frac{1}{n} \sum_{p=1}^{n} \left[ \begin{array}{c} (\sigma_1 p_{1p}(f_p) + \sigma_2 p_{2p}(f_p)) e^{1-(\sigma_1 p_{1p}(f_p) + \sigma_2 p_{2p}(f_p))} \\
(\sigma_1 i_{1p}(f_p) + \sigma_2 i_{2p}(f_p)) e^{1-(\sigma_1 i_{1p}(f_p) + \sigma_2 i_{2p}(f_p))} \\
(\sigma_1 s_{1p}(f_p) + \sigma_2 s_{2p}(f_p)) e^{1-(\sigma_1 s_{1p}(f_p) + \sigma_2 s_{2p}(f_p))} \\
(\sigma_1 \gamma_{1p}(f_p) + \sigma_2 \gamma_{2p}(f_p)) e^{1-(\sigma_1 \gamma_{1p}(f_p) + \sigma_2 \gamma_{2p}(f_p))} \\
(\sigma_1 p_{2p}(f_p) + \sigma_2 p_{1p}(f_p)) e^{1-(\sigma_1 p_{2p}(f_p) + \sigma_2 p_{1p}(f_p))} \\
(\sigma_1 i_{2p}(f_p) + \sigma_2 i_{1p}(f_p)) e^{1-(\sigma_1 i_{2p}(f_p) + \sigma_2 i_{1p}(f_p))} \\
(\sigma_1 s_{2p}(f_p) + \sigma_2 s_{1p}(f_p)) e^{1-(\sigma_1 s_{2p}(f_p) + \sigma_2 s_{1p}(f_p))} \\
(\sigma_1 \gamma_{2p}(f_p) + \sigma_2 \gamma_{1p}(f_p)) e^{1-(\sigma_1 \gamma_{2p}(f_p) + \sigma_2 \gamma_{1p}(f_p))} \\
p_{1p}(f_p) e^{1-p_{1p}(f_p)} + i_{1p}(f_p) e^{1-i_{1p}(f_p)} \\
+ g_{1p}(f_p) e^{1-g_{1p}(f_p)} + \gamma_{1p}(f_p) e^{1-\gamma_{1p}(f_p)} \\
p_{2p}(f_p) e^{1-p_{2p}(f_p)} + i_{2p}(f_p) e^{1-i_{2p}(f_p)} \\
+ g_{2p}(f_p) e^{1-g_{2p}(f_p)} + \gamma_{2p}(f_p) e^{1-\gamma_{2p}(f_p)} \end{array} \right].
\]  \( (6) \)

**4. Properties of Picture Fuzzy Divergence Measure**

Picture fuzzy divergence measure for PFNs satisfies the following defined properties as;
**Theorem 1.** Let the universe set \( R \), \( \mu_1 = \langle p_{\mu_1}, i_{\mu_1}, s_{\mu_1} \rangle \), \( \mu_2 = \langle p_{\mu_2}, i_{\mu_2}, s_{\mu_2} \rangle \) and \( \mu_3 = \langle p_{\mu_3}, i_{\mu_3}, s_{\mu_3} \rangle \) be any three PFNs in \( R \). Then

1. \( \tilde{FD}(\mu_1, \mu_2) = \tilde{FD}(\mu_2, \mu_1) \)
2. \( \tilde{FD}(\mu_1, \mu_2) = 0 \) iff \( \mu_1 = \mu_2 \)
3. \( \tilde{FD}(\mu_1, \mu_2^c) = 0 \) iff \( f_{\mu_1}(f_p) = 1 - p_{\mu_1}(f_p) \) for all \( f_p \in R \);
4. \( \tilde{FD}(\mu_1, \mu_1 \cup \mu_2) = \tilde{FD}(\mu_1 \cup \mu_2, \mu_2) \leq \tilde{FD}(\mu_1, \mu_2) \);
5. \( \tilde{FD}(\mu_1 \cup \mu_2, \mu_1 \cup \mu_2) = \tilde{FD}(\mu_1 \cup \mu_2, \mu_1 \cup \mu_2) = \tilde{FD}(\mu_1, \mu_2) \);
6. \( \tilde{FD}(\mu_1 \cup \mu_2, \mu_1 \cup \mu_2) = \tilde{FD}(\mu_2, \mu_1) \)
7. \( \tilde{FD}(\mu_1 \cup \mu_2, \mu_1 \cup \mu_2) = \tilde{FD}(\mu_1, \mu_1 \cup \mu_2) = \tilde{FD}(\mu_1, \mu_2) \);
8. \( \tilde{FD}(\mu_2, \mu_1 \cup \mu_2) + \tilde{FD}(\mu_2, \mu_1 \cup \mu_2) = \tilde{FD}(\mu_2, \mu_1) \);
9. \( \tilde{FD}(\mu_1 \cup \mu_2, \mu_2, \mu_3) \leq \tilde{FD}(\mu_1, \mu_3) + \tilde{FD}(\mu_2, \mu_3) \);
10. \( \tilde{FD}(\mu_1, \mu_2, \mu_3) \leq \tilde{FD}(\mu_1, \mu_3) + \tilde{FD}(\mu_2, \mu_3) \);
11. \( \tilde{FD}(\mu_1, \mu_2, \mu_3) \leq \tilde{FD}(\mu_1, \mu_3) + \tilde{FD}(\mu_2, \mu_3) \);
12. \( \tilde{FD}(\mu_1, \mu_2) = \tilde{FD}(\mu_1^c, \mu_2^c) \);
13. \( \tilde{FD}(\mu_1, \mu_1^c) = \tilde{FD}(\mu_1^c, \mu_1) \);
14. \( \tilde{FD}(\mu_1, \mu_2) + \tilde{FD}(\mu_1^c, \mu_2^c) = \tilde{FD}(\mu_1^c, \mu_2^c) + \tilde{FD}(\mu_1, \mu_2) \)

where \( \mu_1^c \) and \( \mu_2^c \) represent the compliment of the PFNs \( \mu_1 \) and \( \mu_2 \), respectively.

**Proof.** Suppose that \( R \) bifurcate into two parts \( f \) and \( R_2 \), such that

\[
f = \{ f_p \in R \mid \mu_1(f_p) \subseteq \mu_2(f_p) \} \quad \text{and} \quad R_2 = \{ f_p \in R \mid \mu_1(f_p) \supseteq \mu_2(f_p) \}
\]

From (7), for all \( f_p \in f \),

\[
p_{\mu_1}(f_p) \leq p_{\mu_2}(f_p), i_{\mu_1}(f_p) \geq i_{\mu_2}(f_p) \quad \text{and} \quad g_{\mu_1}(f_p) \geq g_{\mu_2}(f_p);
\]

and for all \( f_p \in R_2 \), \( p_{\mu_1}(f_p) \geq p_{\mu_2}(f_p), i_{\mu_1}(f_p) \leq i_{\mu_2}(f_p) \quad \text{and} \quad g_{\mu_1}(f_p) \leq g_{\mu_2}(f_p); \)

1. Properties (1)–(3) are proved directly from the Definition 5
2. Property (4) as follows. Since

\[
\tilde{FD}(\mu_1, \mu_1 \cup \mu_2) = \frac{1}{n} \sum_{p=1}^{n} \left[ \begin{array}{c}
\left( \sigma_1 p_{\mu_1}(f_p) + \sigma_2 p_{\mu_1 \cup \mu_2}(f_p) \right) \left( \gamma_1 p_{\mu_1}(f_p) + \gamma_2 p_{\mu_1 \cup \mu_2}(f_p) \right) \\
\left( \sigma_3 f_1 p_{\mu_1}(f_p) + \sigma_4 f_2 p_{\mu_1 \cup \mu_2}(f_p) \right) \left( \gamma_3 f_1 p_{\mu_1}(f_p) + \gamma_4 f_2 p_{\mu_1 \cup \mu_2}(f_p) \right) \\
\left( \sigma_5 f_1 p_{\mu_1}(f_p) + \sigma_6 f_2 p_{\mu_1 \cup \mu_2}(f_p) \right) \left( \gamma_5 f_1 p_{\mu_1}(f_p) + \gamma_6 f_2 p_{\mu_1 \cup \mu_2}(f_p) \right) \\
\left( \sigma_7 f_1 p_{\mu_1}(f_p) + \sigma_8 f_2 p_{\mu_1 \cup \mu_2}(f_p) \right) \left( \gamma_7 f_1 p_{\mu_1}(f_p) + \gamma_8 f_2 p_{\mu_1 \cup \mu_2}(f_p) \right)
\end{array} \right]
\]

This implies
$$\hat{PFD}(\tilde{S}, \tilde{S} \cup \tilde{T}) =$$

$$\sum_{T} \left[ (c_1 p_{i_1}(f_p) + c_2 p_{j_2}(f_p)) e^{-\left(c_1 p_{i_1}(f_p) + c_2 p_{j_2}(f_p)\right)} + (c_1 i_{b_1}(f_p) + c_2 i_{b_2}(f_p)) e^{-\left(c_1 i_{b_1}(f_p) + c_2 i_{b_2}(f_p)\right)} + (c_1 s_{g_1}(f_p) + c_2 s_{g_2}(f_p)) e^{-\left(c_1 s_{g_1}(f_p) + c_2 s_{g_2}(f_p)\right)} + (c_1 \gamma_{p_1}(f_p) + c_2 \gamma_{p_2}(f_p)) e^{-\left(c_1 \gamma_{p_1}(f_p) + c_2 \gamma_{p_2}(f_p)\right)} + (c_1 p_{j_1}(f_p) + c_2 p_{j_1}(f_p)) e^{-\left(c_1 p_{j_1}(f_p) + c_2 p_{j_1}(f_p)\right)} + (c_1 i_{b_1}(f_p) + c_2 i_{b_1}(f_p)) e^{-\left(c_1 i_{b_1}(f_p) + c_2 i_{b_1}(f_p)\right)} + (c_1 s_{g_1}(f_p) + c_2 s_{g_1}(f_p)) e^{-\left(c_1 s_{g_1}(f_p) + c_2 s_{g_1}(f_p)\right)} + (c_1 \gamma_{p_1}(f_p) + c_2 \gamma_{p_1}(f_p)) e^{-\left(c_1 \gamma_{p_1}(f_p) + c_2 \gamma_{p_1}(f_p)\right)} - (p_{i_1}(f_p) e^{1-p_{i_1}(f_p)} + i_{b_1}(f_p) e^{1-i_{b_1}(f_p)} + s_{g_1}(f_p) e^{1-s_{g_1}(f_p)} + \gamma_{p_1}(f_p) e^{1-\gamma_{p_1}(f_p)}) - (p_{j_1}(f_p) e^{1-p_{j_1}(f_p)} + i_{b_1}(f_p) e^{1-i_{b_1}(f_p)} + s_{g_1}(f_p) e^{1-s_{g_1}(f_p)} + \gamma_{p_1}(f_p) e^{1-\gamma_{p_1}(f_p)}) - (p_{i_1}(f_p) e^{1-p_{i_1}(f_p)} + i_{b_1}(f_p) e^{1-i_{b_1}(f_p)} + s_{g_1}(f_p) e^{1-s_{g_1}(f_p)} + \gamma_{p_1}(f_p) e^{1-\gamma_{p_1}(f_p)}) - (p_{j_1}(f_p) e^{1-p_{j_1}(f_p)} + i_{b_1}(f_p) e^{1-i_{b_1}(f_p)} + s_{g_1}(f_p) e^{1-s_{g_1}(f_p)} + \gamma_{p_1}(f_p) e^{1-\gamma_{p_1}(f_p)})\right] \sum_{R_2} + \sum_{R_1}$$

$$\leq \sum_{p=1}^{n} \left[ (c_1 p_{i_1}(f_p) + c_2 p_{j_1}(f_p)) e^{-\left(c_1 p_{i_1}(f_p) + c_2 p_{j_1}(f_p)\right)} + (c_1 i_{b_1}(f_p) + c_2 i_{b_1}(f_p)) e^{-\left(c_1 i_{b_1}(f_p) + c_2 i_{b_1}(f_p)\right)} + (c_1 s_{g_1}(f_p) + c_2 s_{g_1}(f_p)) e^{-\left(c_1 s_{g_1}(f_p) + c_2 s_{g_1}(f_p)\right)} + (c_1 \gamma_{p_1}(f_p) + c_2 \gamma_{p_1}(f_p)) e^{-\left(c_1 \gamma_{p_1}(f_p) + c_2 \gamma_{p_1}(f_p)\right)} + (c_1 p_{j_1}(f_p) + c_2 p_{j_1}(f_p)) e^{-\left(c_1 p_{j_1}(f_p) + c_2 p_{j_1}(f_p)\right)} + (c_1 i_{b_1}(f_p) + c_2 i_{b_1}(f_p)) e^{-\left(c_1 i_{b_1}(f_p) + c_2 i_{b_1}(f_p)\right)} + (c_1 s_{g_1}(f_p) + c_2 s_{g_1}(f_p)) e^{-\left(c_1 s_{g_1}(f_p) + c_2 s_{g_1}(f_p)\right)} + (c_1 \gamma_{p_1}(f_p) + c_2 \gamma_{p_1}(f_p)) e^{-\left(c_1 \gamma_{p_1}(f_p) + c_2 \gamma_{p_1}(f_p)\right)} - (p_{i_1}(f_p) e^{1-p_{i_1}(f_p)} + i_{b_1}(f_p) e^{1-i_{b_1}(f_p)} + s_{g_1}(f_p) e^{1-s_{g_1}(f_p)} + \gamma_{p_1}(f_p) e^{1-\gamma_{p_1}(f_p)}) - (p_{j_1}(f_p) e^{1-p_{j_1}(f_p)} + i_{b_1}(f_p) e^{1-i_{b_1}(f_p)} + s_{g_1}(f_p) e^{1-s_{g_1}(f_p)} + \gamma_{p_1}(f_p) e^{1-\gamma_{p_1}(f_p)}) - (p_{i_1}(f_p) e^{1-p_{i_1}(f_p)} + i_{b_1}(f_p) e^{1-i_{b_1}(f_p)} + s_{g_1}(f_p) e^{1-s_{g_1}(f_p)} + \gamma_{p_1}(f_p) e^{1-\gamma_{p_1}(f_p)}) - (p_{j_1}(f_p) e^{1-p_{j_1}(f_p)} + i_{b_1}(f_p) e^{1-i_{b_1}(f_p)} + s_{g_1}(f_p) e^{1-s_{g_1}(f_p)} + \gamma_{p_1}(f_p) e^{1-\gamma_{p_1}(f_p)})\right]

\hat{PFD}(\mu_1, \mu_2).$$

Similarly, we can prove that \(\hat{PFD}(\mu_1 \cap \mu_2, \mu_2) \leq \hat{PFD}(\mu_1, \mu_2).\)

3. From the property (5),
we have
\[
\tilde{P}_{FD}(\mu_1 \cup \mu_2, \mu_1 \cap \mu_2) = \sum_{f} \tilde{P}_{FD}(\mu_2, \mu_1) + \sum_{R_2} \tilde{P}_{FD}(\mu_1, \mu_2)
\]
\[
= \tilde{P}_{FD}(\mu_1, \mu_2).
\]
Similarly, we can prove that
\[
\tilde{P}_{FD}(\mu_1 \cap \mu_2, \mu_1 \cup \mu_2) = \sum_{f} \tilde{P}_{FD}(\mu_2, \mu_1) + \sum_{R_2} \tilde{P}_{FD}(\mu_1, \mu_2)
\]
\[
= \tilde{P}_{FD}(\mu_1, \mu_2).
\]

4. Proof of this property (6) is as follows as the proof of properties (5) & (1).
5. Proof of this property (7)
\[
\begin{align*}
\tilde{P}_{FD}(\mu_1, \mu_2) + \tilde{P}_{FD}(\mu_1, \mu_1 \cap \mu_2) &= \sum_{f} \tilde{P}_{FD}(\mu_1, \mu_2) + \sum_{R_2} \tilde{P}_{FD}(\mu_1, \mu_1) \\
+ \sum_{f} \tilde{P}_{FD}(\mu_1, \mu_1) + \sum_{R_2} \tilde{P}_{FD}(\mu_1, \mu_2) &= \tilde{P}_{FD}(\mu_1, \mu_2).
\end{align*}
\]

6. Proof of this property (8) follows as the proof of property (7).
7. Proof of this property (9), consider \( \tilde{P}_{FD}(\mu_1, \mu_3) + \tilde{P}_{FD}(\mu_2, \mu_3) - \tilde{P}_{FD}(\mu_1 \cup \mu_2, \mu_3) \)
\[
= \frac{1}{n} \sum_{p=1}^{N} \left[ \begin{array}{c}
(\sigma_1 p_{\mu_1}(f_p) + \sigma_2 p_{\mu_3}(f_p)) e^{1-(\tau_1 p_{\mu_1}(f_p) + \tau_2 p_{\mu_3}(f_p))} \\
(\sigma_1 i_{\mu_1}(f_p) + \sigma_2 i_{\mu_3}(f_p)) e^{1-(\tau_1 i_{\mu_1}(f_p) + \tau_2 i_{\mu_3}(f_p))} \\
(\sigma_1 \gamma_{\mu_1}(f_p) + \sigma_2 \gamma_{\mu_3}(f_p)) e^{1-(\tau_1 \gamma_{\mu_1}(f_p) + \tau_2 \gamma_{\mu_3}(f_p))} \\
(\sigma_1 p_{\mu_3}(f_p) + \sigma_2 p_{\mu_1}(f_p)) e^{1-(\tau_1 p_{\mu_3}(f_p) + \tau_2 p_{\mu_1}(f_p))} \\
(\sigma_1 i_{\mu_3}(f_p) + \sigma_2 i_{\mu_1}(f_p)) e^{1-(\tau_1 i_{\mu_3}(f_p) + \tau_2 i_{\mu_1}(f_p))} \\
(\sigma_1 \gamma_{\mu_3}(f_p) + \sigma_2 \gamma_{\mu_1}(f_p)) e^{1-(\tau_1 \gamma_{\mu_3}(f_p) + \tau_2 \gamma_{\mu_1}(f_p))} \\
(\sigma_1 \gamma_{\mu_1}(f_p) + \sigma_2 \gamma_{\mu_3}(f_p)) e^{1-(\tau_1 \gamma_{\mu_1}(f_p) + \tau_2 \gamma_{\mu_3}(f_p))} \\
\end{array} \right].
\]
This implies $P_{FD}(\mu_1, \mu_2, \mu_3) - P_{FD}(\mu_1 \cup \mu_2, \mu_3) - P_{FD}(\mu_1, \mu_2 \cup \mu_3)$

$$= \frac{1}{n} \sum_{p=1}^{n} \left[ (\sigma_1 p_{mn}(f_p) + \sigma_3 p_{mr}(f_p)) e^{1-(\gamma_1 p_{mn}(f_p)+\gamma_3 p_{mr}(f_p))} + (\sigma_1 i_{mn}(f_p) + \sigma_3 i_{mr}(f_p)) e^{1-(\gamma_1 i_{mn}(f_p)+\gamma_3 i_{mr}(f_p))} + (\sigma_1 \gamma_{nm}(f_p) + \sigma_3 \gamma_{nr}(f_p)) e^{1-(\gamma_1 \gamma_{nm}(f_p)+\gamma_3 \gamma_{nr}(f_p))} + (\sigma_1 p_{mn}(f_p) + \sigma_3 p_{mr}(f_p)) e^{1-(\gamma_1 p_{mn}(f_p)+\gamma_3 p_{mr}(f_p))} - (\sigma_1 i_{mn}(f_p) + \sigma_3 i_{mr}(f_p)) e^{1-(\gamma_1 i_{mn}(f_p)+\gamma_3 i_{mr}(f_p))} - (\sigma_1 \gamma_{nm}(f_p) + \sigma_3 \gamma_{nr}(f_p)) e^{1-(\gamma_1 \gamma_{nm}(f_p)+\gamma_3 \gamma_{nr}(f_p))} \right]$$
\[
\begin{align*}
+ \frac{1}{n} \sum_{p=1}^{n} & \left( (\sigma_1 p_{\mu_2}(f_p) + \sigma_2 p_{\mu_3}(f_p)) e^{\frac{1}{2} - (\gamma_1 p_{\mu_2}(f_p) + \gamma_2 p_{\mu_3}(f_p)) \gamma_1 p_{\mu_2}(f_p) + \gamma_3 p_{\mu_3}(f_p)) \right) + \\
- \frac{1}{n} \sum_{f} & \left( (\sigma_1 p_{\mu_1}(f_p) + \sigma_2 p_{\mu_3}(f_p)) e^{\frac{1}{2} - (\gamma_1 p_{\mu_1}(f_p) + \gamma_2 p_{\mu_3}(f_p)) \gamma_1 p_{\mu_1}(f_p) + \gamma_3 p_{\mu_3}(f_p)) \right) \\
- \frac{1}{n} \sum_{R_2} & \left( (\sigma_1 p_{\mu_1}(f_p) + \sigma_2 p_{\mu_3}(f_p)) e^{\frac{1}{2} - (\gamma_1 p_{\mu_1}(f_p) + \gamma_2 p_{\mu_3}(f_p)) \gamma_1 p_{\mu_1}(f_p) + \gamma_3 p_{\mu_3}(f_p)) \right)
\end{align*}
\]

Therefore, \( \overline{F}_{\mu_1} + \mu_2, \mu_3 \leq \overline{F}_{\mu_1} + \mu_2, \mu_3 + \overline{F}_{\mu_2} + \mu_1, \mu_3 \).

8. Proof of this property (10) is follows as the proof of property (9).

9. Proof of this property (11), consider \( \overline{F}_{\mu_1} + \mu_2, \mu_3 + \overline{F}_{\mu_2} + \mu_1, \mu_3 \)
10. Proof of properties (12), (13) and (14) follows directly from Definition 5.

5. Applications of Proposed Picture Fuzzy Divergence Measure in MADM

In this section, the picture fuzzy divergence measure between picture fuzzy sets is applied to the medical diagnosis and Pattern Recognition.

5.1. Divergence Measure for Medical Diagnosis

Assume that a set of diagnoses $G = \{G_1(\text{Viral fever}), G_2(\text{Malaria}), G_3(\text{Typhoid}), G_4(\text{Stomach Problem}), G_5(\text{Chest Problem})\}$ and the set of symptoms are $S = \{s_1(\text{Temperature}), s_2(\text{Head Ache}), s_3(\text{Stomache Pain}), s_4(\text{Cough}), s_5(\text{Chest Pain})\}$. Suppose that the patients, with respect to all symptoms, can be depicted by the following PFS synthetic information:
The minimum degree of divergence measure between PFSs. Patients
$i$ diverges measures assign the unknown patients class $P_i$ as follows:

\[
P_1 = \left\{ s_1 ((0.6,0.1,0.2,0.1)), s_2 ((0.3,0.2,0.4,0.1)), s_3 ((0.4,0.2,0.3,0.1)), s_4 ((0.7,0.0,0.1,0.2)), s_5 ((0.4,0.2,0.2,0.2)) \right\}
\]

\[
P_2 = \left\{ s_1 ((0.5,0.3,0.1,0.1)), s_2 ((0.3,0.4,0.3,0.1)), s_3 ((0.8,0.1,0.1,0.0)), s_4 ((0.3,0.1,0.5,0.1)), s_5 ((0.3,0.4,0.2,0.1)) \right\}
\]

\[
P_3 = \left\{ s_1 ((0.1,0.1,0.6,0.2)), s_2 ((0.3,0.1,0.5,0.1)), s_3 ((0.2,0.2,0.4,0.2)), s_4 ((0.4,0.4,0.1,0.1)), s_5 ((0.3,0.2,0.4,0.1)) \right\}
\]

Then each diagnoses $G_i (i = 1,2,3,4,5)$ can be viewed as PFSs with respect to all the symptoms as follows:

\[
G_1 = \left\{ s_1 ((0.4,0.1,0.3,0.2)), s_2 ((0.5,0.2,0.3,0.0)), s_3 ((0.4,0.0,0.3,0.3)), s_4 ((0.7,0.2,0.0,0.1)), s_5 ((0.6,0.1,0.1,0.2)) \right\}
\]

\[
G_2 = \left\{ s_1 ((0.7,0.1,0.1,0.1)), s_2 ((0.2,0.4,0.3,0.1)), s_3 ((0.2,0.5,0.1,0.2)), s_4 ((0.1,0.2,0.5,0.2)), s_5 ((0.3,0.3,0.3,0.1)) \right\}
\]

\[
G_3 = \left\{ s_1 ((0.1,0.4,0.3,0.2)), s_2 ((0.4,0.1,0.3,0.2)), s_3 ((0.3,0.2,0.4,0.1)), s_4 ((0.2,0.3,0.5,0.0)), s_5 ((0.5,0.1,0.3,0.1)) \right\}
\]

\[
G_4 = \left\{ s_1 ((0.3,0.3,0.3,0.1)), s_2 ((0.0,0.2,0.7,0.1)), s_3 ((0.6,0.1,0.1,0.2)), s_4 ((0.4,0.4,0.2,0.0)), s_5 ((0.1,0.5,0.3,0.1)) \right\}
\]

\[
G_5 = \left\{ s_1 ((0.5,0.1,0.3,0.1)), s_2 ((0.3,0.4,0.3,0.0)), s_3 ((0.6,0.1,0.3,0.0)), s_4 ((0.4,0.4,0.1,0.1)), s_5 ((0.0,0.6,0.2,0.2)) \right\}
\]

Discussion on Obtaining Results

Our purpose is to classify the patients $P_i (i = 1,2,3)$ in one of the diagnoses classes $G_i (i = 1,2,3,4,5)$. For this, the proposed picture fuzzy divergence measure has been measured from each $P$ to $G_i (i = 1,2,3,4,5)$ and are given above. Results are shown in Table 1, picture fuzzy divergence measures assign the unknown patients class $P_i$ to the known diagnoses class as follows, Patients $P_1, P_2$ and $P_3$ falls in diagnoses $G_1, G_5$ and $G_3$, respectively, according to the principle of the minimum degree of divergence measure between PFSs.

Hence, conclude that the unknown class $P_i$ is related to the known class $G_i$ based on picture fuzzy divergence measure.

Table 1. Diagnosis Results for Picture Fuzzy Divergence Measure.

<table>
<thead>
<tr>
<th></th>
<th>$G_1$</th>
<th>$G_2$</th>
<th>$G_3$</th>
<th>$G_4$</th>
<th>$G_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$ ($G_1$)</td>
<td>0.01613</td>
<td>0.05002</td>
<td>0.05555</td>
<td>0.05219</td>
<td>0.04223</td>
</tr>
<tr>
<td>$P_2$ ($G_2$)</td>
<td>0.06320</td>
<td>0.03644</td>
<td>0.04968</td>
<td>0.03881</td>
<td>0.03537</td>
</tr>
<tr>
<td>$P_3$ ($G_3$)</td>
<td>0.04012</td>
<td>0.07364</td>
<td>0.03023</td>
<td>0.04423</td>
<td>0.05038</td>
</tr>
</tbody>
</table>

Results: $P_1 (G_1), P_2 (G_2), P_3 (G_3)$

<table>
<thead>
<tr>
<th></th>
<th>$G_1$</th>
<th>$G_2$</th>
<th>$G_3$</th>
<th>$G_4$</th>
<th>$G_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$ ($G_1$)</td>
<td>0.02866</td>
<td>0.08871</td>
<td>0.09853</td>
<td>0.09267</td>
<td>0.07496</td>
</tr>
<tr>
<td>$P_2$ ($G_2$)</td>
<td>0.11445</td>
<td>0.06460</td>
<td>0.08818</td>
<td>0.06893</td>
<td>0.06281</td>
</tr>
<tr>
<td>$P_3$ ($G_3$)</td>
<td>0.07127</td>
<td>0.13060</td>
<td>0.05369</td>
<td>0.07854</td>
<td>0.08943</td>
</tr>
</tbody>
</table>

Results: $P_1 (G_1), P_2 (G_2), P_3 (G_3)$
<table>
<thead>
<tr>
<th>Table 1. Cont.</th>
</tr>
</thead>
<tbody>
<tr>
<td>3. ($\sigma_1 = 0.3, \sigma_2 = 0.7$)</td>
</tr>
<tr>
<td>$G_1$</td>
</tr>
<tr>
<td>$P_1$</td>
</tr>
<tr>
<td>$P_2$</td>
</tr>
<tr>
<td>$P_3$</td>
</tr>
</tbody>
</table>

Results: $P_1 (G_1)$, $P_2 (G_5)$, $P_3 (G_3)$

| 4. ($\sigma_1 = 0.4, \sigma_2 = 0.6$) |
| $G_1$ | $G_2$ | $G_3$ | $G_4$ | $G_5$ |
| $P_1$ | **0.04297** | 0.13270 | 0.14743 | 0.13883 | 0.11222 |
| $P_2$ | 0.18138 | 0.09659 | 0.13203 | 0.10327 | **0.09410** |
| $P_3$ | 0.10680 | 0.19533 | **0.08043** | 0.11767 | 0.13391 |

Results: $P_1 (G_1)$, $P_2 (G_5)$, $P_3 (G_3)$

| 5. ($\sigma_1 = 0.5, \sigma_2 = 0.5$) |
| $G_1$ | $G_2$ | $G_3$ | $G_4$ | $G_5$ |
| $P_1$ | **0.04476** | 0.13183 | 0.15353 | 0.14459 | 0.11687 |
| $P_2$ | 0.19710 | 0.10057 | 0.13750 | 0.10756 | **0.09801** |
| $P_3$ | 0.11123 | 0.20340 | **0.08377** | 0.12235 | 0.12946 |

Results: $P_1 (G_1)$, $P_2 (G_5)$, $P_3 (G_3)$

| 6. ($\sigma_1 = 0.6, \sigma_2 = 0.4$) |
| $G_1$ | $G_2$ | $G_3$ | $G_4$ | $G_5$ |
| $P_1$ | **0.04297** | 0.13270 | 0.14743 | 0.13883 | 0.11222 |
| $P_2$ | 0.20097 | 0.09659 | 0.13203 | 0.10327 | **0.09410** |
| $P_3$ | 0.10680 | 0.19533 | **0.08043** | 0.11767 | 0.13391 |

Results: $P_1 (G_1)$, $P_2 (G_5)$, $P_3 (G_3)$

| 7. ($\sigma_1 = 0.7, \sigma_2 = 0.3$) |
| $G_1$ | $G_2$ | $G_3$ | $G_4$ | $G_5$ |
| $P_1$ | **0.03761** | 0.11623 | 0.12912 | 0.12153 | 0.09827 |
| $P_2$ | 0.19292 | 0.08462 | 0.11561 | 0.09040 | 0.08238 |
| $P_3$ | 0.09348 | 0.17110 | **0.07041** | 0.10301 | 0.11725 |

Results: $P_1 (G_1)$, $P_2 (G_5)$, $P_3 (G_3)$

| 8. ($\sigma_1 = 0.8, \sigma_2 = 0.2$) |
| $G_1$ | $G_2$ | $G_3$ | $G_4$ | $G_5$ |
| $P_1$ | **0.02866** | 0.08871 | 0.09853 | 0.09267 | 0.07496 |
| $P_2$ | 0.17286 | 0.06460 | 0.08818 | 0.06893 | **0.06281** |
| $P_3$ | 0.07127 | 0.13060 | **0.05369** | 0.07854 | 0.08943 |

Results: $P_1 (G_1)$, $P_2 (G_5)$, $P_3 (G_3)$

| 9. ($\sigma_1 = 0.9, \sigma_2 = 0.1$) |
| $G_1$ | $G_2$ | $G_3$ | $G_4$ | $G_5$ |
| $P_1$ | **0.01613** | 0.05002 | 0.05555 | 0.05219 | 0.04223 |
| $P_2$ | 0.14065 | 0.03644 | 0.04968 | 0.03881 | **0.03537** |
| $P_3$ | 0.04012 | 0.07364 | **0.03023** | 0.04423 | 0.05038 |

Results: $P_1 (G_1)$, $P_2 (G_5)$, $P_3 (G_3)$
5.2. Divergence Measure for Pattern Recognition

Assume that a set of known patterns $G_i (i = 1, 2, 3)$ which are given in the PFSs form: Suppose the patterns $G_i (i = 1, 2, 3)$ synthetic data information in universe set $S = \{ s_1, s_2, s_3, s_4, s_5 \}$ as

$$G_1 = \{ s_1 (\langle 0.4, 0.1, 0.3, 0.2 \rangle), s_2 (\langle 0.5, 0.2, 0.3, 0.0 \rangle), s_3 (\langle 0.4, 0.0, 0.3, 0.3 \rangle), s_4 (\langle 0.7, 0.2, 0.0, 0.1 \rangle), s_5 (\langle 0.6, 0.1, 0.1, 0.2 \rangle) \}$$

$$G_2 = \{ s_1 (\langle 0.7, 0.1, 0.1, 0.1 \rangle), s_2 (\langle 0.2, 0.4, 0.3, 0.1 \rangle), s_3 (\langle 0.2, 0.5, 0.1, 0.2 \rangle), s_4 (\langle 0.1, 0.2, 0.5, 0.2 \rangle), s_5 (\langle 0.3, 0.3, 0.3, 0.1 \rangle) \}$$

$$G_3 = \{ s_1 (\langle 0.1, 0.4, 0.3, 0.2 \rangle), s_2 (\langle 0.4, 0.1, 0.3, 0.2 \rangle), s_3 (\langle 0.3, 0.2, 0.4, 0.1 \rangle), s_4 (\langle 0.2, 0.3, 0.5, 0.0 \rangle), s_5 (\langle 0.5, 0.1, 0.3, 0.1 \rangle) \}$$

Consider an unknown pattern $A \in \text{PFS}$ is represented as

$$A = \{ s_1 (\langle 0.6, 0.1, 0.2, 0.1 \rangle), s_2 (\langle 0.3, 0.2, 0.4, 0.1 \rangle), s_3 (\langle 0.4, 0.2, 0.3, 0.1 \rangle), s_4 (\langle 0.7, 0.0, 0.1, 0.2 \rangle), s_5 (\langle 0.4, 0.2, 0.2, 0.2 \rangle) \}$$

Discussion on Obtaining Results

In this study we classify the unknown pattern $A$ in one of the known patterns $G_i (i = 1, 2, 3)$. For this, the proposed picture fuzzy divergence measure has from each $A$ to $G_i (i = 1, 2, 3)$ and is given in Table 2. From the numerical results presented in the above table, picture fuzzy divergence measures assign the unknown patients class $A$ to the known class $G_1$, according to the principle of the minimum degree of divergence measure between PFSs.

Hence, conclude that the unknown class $A$ is related to the known class $G_1$ based on picture fuzzy divergence measure.

<table>
<thead>
<tr>
<th>$P_{FD}(A, G_1)$</th>
<th>$P_{FD}(A, G_2)$</th>
<th>$P_{FD}(A, G_3)$</th>
<th>$P_{FD}(A, G_4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1 = 0.1, c_2 = 0.9$</td>
<td>0.0161307</td>
<td>0.0500263</td>
<td>0.0555501</td>
</tr>
<tr>
<td>$c_1 = 0.2, c_2 = 0.8$</td>
<td>0.0286649</td>
<td>0.0887184</td>
<td>0.0983386</td>
</tr>
<tr>
<td>$c_1 = 0.3, c_2 = 0.7$</td>
<td>0.0376115</td>
<td>0.116239</td>
<td>0.129129</td>
</tr>
<tr>
<td>$c_1 = 0.4, c_2 = 0.6$</td>
<td>0.0429768</td>
<td>0.132706</td>
<td>0.147436</td>
</tr>
<tr>
<td>$c_1 = 0.5, c_2 = 0.5$</td>
<td>0.0447649</td>
<td>0.138187</td>
<td>0.153531</td>
</tr>
<tr>
<td>$c_1 = 0.6, c_2 = 0.4$</td>
<td>0.0429768</td>
<td>0.132706</td>
<td>0.147436</td>
</tr>
<tr>
<td>$c_1 = 0.7, c_2 = 0.3$</td>
<td>0.0376115</td>
<td>0.116239</td>
<td>0.129129</td>
</tr>
<tr>
<td>$c_1 = 0.8, c_2 = 0.2$</td>
<td>0.0286649</td>
<td>0.0887184</td>
<td>0.0983386</td>
</tr>
<tr>
<td>$c_1 = 0.9, c_2 = 0.1$</td>
<td>0.0161307</td>
<td>0.0500263</td>
<td>0.0555501</td>
</tr>
</tbody>
</table>

6. Advantages of the Proposed Picture Fuzzy Divergence Measure

(1) Although to solve MADM problem in different areas, IFS theory has been profitably tested, some situations in real life IFSs are not applicable. In those situations we used the PFSs, which are an extension of IFSs, so the PFS is most often better than the IFS. In some situations, the IFS cannot solve a problem which PFS can solve, e.g., if a DM gives information about positive, neutral and negative membership grades, then this type of problem is only valid for the PFS. Particularly, PFS is more capable of handling uncertain problems.

(2) In this paper, we use the picture fuzzy information and proposed a technique to making decisions in complex real life problems. Numerical examples proposed in this paper cannot be handled with pre-existing structures such as the fuzzy sets, intuitionistic fuzzy sets and cubic sets. So, our proposed technique is a generalization of the pre-existing structure of fuzzy sets to deal with real life decision making problems more smoothly.
(3) From the existing studies [8,16–18] it is observed that many researchers introduce different algorithms by utilizing divergence measures for IFSs. As mentioned above, in some situations, we cannot use the IFSs algorithm, because their corresponding algorithm may not give us applicable results.

(4) The divergence measures of IFS is a special case of the divergence measures of PFSs. Therefore, the defined picture fuzzy divergence measures are more generalized and acceptable to solve the MADM problem than the current ones.

7. Conclusions

In this article, we study and introduce an exponential Jensen picture fuzzy divergence measure successfully. The basic properties of picture fuzzy divergence measure are also introduced and discussed. Subsequently, we give a new method of decision-making problem based on the proposed divergence measure by analyzing the limitations and advantages in the existing literature. The decision steps of the decision method are also constructed. The proposed approach will yield an objective decision result based on information from the decision problem only. Some illustrative examples are used to show the appropriateness of the defined picture fuzzy divergence measure.
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