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Abstract: Data Grids deal with geographically-distributed large-scale data-intensive applications. Schemes scheduled for data grids attempt to not only improve data access time, but also aim to improve the ratio of data availability to a node, where the data requests are generated. Data replication techniques manage large data by storing a number of data files efficiently. In this paper, we propose centralized dynamic scheduling strategy-replica placement strategies (CDSS-RPS). CDSS-RPS schedule the data and task so that it minimizes the implementation cost and data transfer time. CDSS-RPS consists of two algorithms, namely (a) centralized dynamic scheduling (CDS) and (b) replica placement strategy (RPS). CDS considers the computing capacity of a node and finds an appropriate location for the job. RPS attempts to improve file access time by using replication on the basis of number of accesses, storage capacity of a computing node, and response time of a requested file. Extensive simulations are carried out to demonstrate the effectiveness of the proposed strategy. Simulation results demonstrate that the replication and scheduling strategies improve the implementation cost and average access time significantly.
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1. Introduction

The term grid computing was first put forth by Foster and Kesselman [1,2] as the paradigm that provides reliable, consistent resource sharing and execution of jobs in the distributed systems. A data grid is an integrated architecture that offers a collection of storage and computational resources in distributed geographical locations [3]. Data grids involve the management and storage of huge amounts of data. Key data grid application areas include (a) climate simulation, (b) the Large Hadron Collider (LHC), (c) astronomy and earth observation, and (d) high-energy physics (HEP) that produce a huge volume of data (terabytes to petabytes) [4–11]. Data grid scheduling strategies should attempt to optimize the data availability, job execution time, fault tolerance, bandwidth consumption, and response time [12].

Techniques that are applied to overcome the data availability problem are (a) caching, (b) mirroring, and (c) replication. The cache is small in size and stores the most commonly requested
data, but in large computing environments a small cache may not fulfil the data request rate for each computational resource [13]. Mirroring conveys the data’s meaning, coping files from one server to other. Mirroring is not a practical technique, as it needs to move all of the data from one site to the other all the time, as the request rate changes periodically. Replication involves deploying several data files on servers to fulfill the client request more rapidly. Replication normally increases the accessibility of data and optimizes response time and bandwidth consumption rate, which ultimately boosts the system performances. Considering the dynamic data grid environment that involves managing huge amounts of data, a replication technique is considered in order to improve data access time in a data grid environment.

Data replication when employed in data grids improves efficiency and reliability in dealing with wide area data accessing and retrieving processes [14,15]. Data replication techniques are of two types: (a) static and (b) dynamic [16]. In static replication techniques, a number of created replicas occur within the same node, until the user deletes them or time duration expires. In dynamic replication techniques, data files are duplicated based on user requests and storage capacity requirements of a computing node.

An important issue in data replication techniques is replica placement [17]. Replica placement is the assignment of the duplicate copies of data to an appropriate number of nodes. Replica placement is further categorized into two phases: (a) replica discovery and (b) replica selection. Replica discovery decides when and where to place the replica. Replica selection decides which file to replicate [18,19]. If sufficient storage space is not available in a node then the file replacement stage is activated for new replicas [8]. Thus, the best replica placement strategy improves the response time and bandwidth consumption significantly.

The motivation of this paper is to develop a scheduling and replication strategy that not only minimizes the implementation cost, but also efficiently schedules the tasks with minimum data movements. The scheduling strategy should be able to minimize the transfer and deletion actions of data files among computing nodes. Devising such a strategy is a challenge, as users’ request patterns may change very frequently in a data grid environment. Such an example is a video server system, where the demand for videos changes each day. Therefore, fulfilling the required demand from the nearest server by replicating and replacing new files all the time is not an appropriate methodology. Scheduling jobs for an appropriate computing node is essential, since data transferring among computing nodes increases the implementation cost and data access time [2]. Therefore, in our proposed strategy, we have considered both the replication and job scheduling.

In this paper, a centralized dynamic scheduling strategy-replica placement strategy (CDSS-RPS) is proposed. CDSS-RPS consists of two strategies: (a) centralized dynamic scheduling strategy (CDSS) and (b) replica placement strategy (RPS). CDSS considers the data grid architecture that supports effective scheduling of job and data replication. RPS replaces replicas on the computing sites that have enough storage space and computing capability. We have considered the replication and scheduling strategy equally to minimize the job execution time.

The main contributions of this paper are as follows:

1. We present a job scheduling strategy for data-intensive applications in a data grid environment. Our paper modifies the cost minimization strategy presented in [19], and considers the replication strategy along with the scheduling strategy.

2. We present a novel data replication and scheduling strategy. Our approach consists of minimizing the data access time and implementation cost, i.e., (a) scheduling the tasks on the available computing node for the number of tasks requested, and (b) minimizing the transfer time of all data files with respect to their network bandwidth consumption.

3. GridSim Tool Kit 4.1 [20] was also used to define the data grid architecture that supports job scheduling and data replications and perform the simulation.
4. Extensive simulations were carried out to compare the implementation cost and turnaround time of the proposed strategy with the contemporary data replication strategies in a data grid environment.

The rest of the paper is organized as follows: Section 2 discusses the related work. In Section 3, the proposed work is described, i.e., the system model, the problem formulation, and the proposed methodology. The methodology experimentally evaluated and results are presented in Section 4. Finally, Section 5 concludes the paper.

2. Related Work

The aim of dynamic replication and scheduling strategy is to minimize the cost of accessing the data and the execution time of a job in a data grid environment. The scientific applications consist of huge sets of data files in a data grid environment. Due to storage constraints of computing sites, all the files cannot be stored on each and every computing node. An early work on dynamic data replication in grids is presented by [21,22], where the following replication strategies have been proposed: (a) no replication, or plain; (b) cascading; (c) best client; (d) cascading plus caching; and (e) fast spread. The study concludes that fast spread shows consistent performance through various access patterns. The modified version of the fast spread replication strategy is presented by Bsoul et al. [23]. They proposed a dynamically-based replication strategy and presented results demonstrating that it is better than the fast spread strategy.

Replica placement has been considered in several circumstances, e.g., web servers, video, and content distribution networks (CDNs) [24,25]. The replica placement problem (RPP), also called the file allocation problem [26], considers the data management. Moreover, RPP presumes only a fixed system state, and cannot manage the frequent changes of a replication scheme. In Loukopoulos et al.’s work [27], the continuous replica placement problem (CRPP) considers frequent updating requirements, but the main drawback of CRPP is that it does not consider the cost factor. In [19], the replica transfer scheduling problem (RTSP) not only considers the frequent replication of data, but also handles the cost minimization problem while transferring data from one state to another. RTSP does not consider the scheduling of job and task in order to fulfil the request within a time deadline.

Maheswaran et al. [28] introduced the heuristics of matching and scheduling the independent jobs of different types of classes. These heuristics are classified into two modes: (a) the online mode and (b) the batch mode. Hamscher et al. [29] considered the structure of a scheduling process and assumed all data structures, including centralised, hierarchical, and decentralized, for the grid environment. The result is not meant to be complete, as the scheduling algorithm is dependent upon the parameters and machine configuration, and the work is done on the limited number of parameters. Shan and Oliker [30] suggest super-scheduler architecture and three algorithms that are based on the distributed job migration algorithms. These studies do not consider the control and the proper management of data replicas and scheduling jobs properly.

Park et al. [31] presented a bandwidth hierarchy-based replication (BHR) that is used to reduce the time of accessing data and avoid any blockage of a network, by enhancing network-level locality. The BHR technique works well in cases where the storage capacity is considered to be smaller, but BHR has two main shortcomings: (a) if a region contains the replica, it terminates; and (b) instead of selecting a few appropriate sites, replicas are placed in all the demanded sites.

Chang et al. [32] proposed an emergent methodology called fragmented replicas. The approach replicates only that part of the file that needs to be replicated, in order to save storage space. The proposed fragmented replica strategy still needs to be improved. Moreover, the assumption on fragmented replicas being adjacent might not be easily possible in a data grid environment. In addition, the authors have proposed the hierarchical cluster scheduling strategy (HCS) and the hierarchical replication strategy (HRS) in [33–36], to improve the efficiency rate of accessing the data in the grid. HCS uses hierarchical scheduling and involves the information of a cluster to reduce the time searching for the appropriate computing node. HRS uses the same idea of “network locality”
as the BHR strategy. The HRS technique has two benefits over BHR: (a) BHR discovers the best replica by checking all the sites, while in the case of HRS a replica is located in a local cluster; and (b) HRS characterizes the replica at the site level, while BHR characterizes the replica at the cluster level. The HCS and HRS strategy improve the time it takes to access the data and perform inter-cluster communications, in contrast to other scheduling algorithms and replication strategies. However, HRS focuses on deleting and selecting the replica on the basis of bandwidth. An extension of the BHR [31] strategy is the customized and the modified BHR [36] strategy, which replicates the most accessed data files that are supposed to be requested again in a near future. The modified BHR strategy has a major drawback in that it replicates the file to the best site by searching all the sites individually.

In [22], both a three-level hierarchy structure and a scheduling algorithm are proposed. The work defines a network hierarchical structure that has three levels. The three-level hierarchy technique leads to an improved performance over the LRU (least recently used) technique. Andronikou et al. [37] project novel data replication strategies that consider the infrastructural controls as well as the “significance” of the data. In this work, a QoS-aware dynamic replication strategy concluded the amount of replicas needed based on content importance, data request, and requested QoS. The QoS-aware dynamic replication strategy places the upcoming or new replicas based on the network bandwidth capacity and the replication strategies within the grid environment. The dynamic replication strategy also considers the grid environment, so as to increase or decrease the number of replicas on the computing sites based on the data request rate. Taheri et al. [38] proposed a bee colony-based optimization algorithm, calling it job data scheduling using bee colony (JDS-BC). JDS-BC actually consists of two methods: files replication on computing sites and job scheduling onto computational sites in a system. This method reduces the total time to transfer the files in a varied system environment, and is capable of working under several scenarios.

Vrbsky et al. [39] focused on an energy-efficient data-aware strategy, and presented a new data replication strategy called “queued least frequently used” (QLFU). QLFU measures replication performance and determines if it reduces energy consumption and ultimately saves energy significantly, without any effect on the response time. Almuttairi et al. [40] designed a replica selection strategy called “two-phased service-oriented broker” (2SOB). 2SOB consists of two phases: (a) coarse-grain phase and (b) fine-grain phase. Replica placement to the site that has an uncongested network link from the congested link is done in first phase of 2SOB. The fine-grain phase is designed to fulfill the user request as quickly as possible and with the minimum network cost. Both phases are designed and simulated in the European Data Grid. Gui et al. [41] proposed an algorithm based on replica selection. A scheduling algorithm along with replica selection is also proposed. The three scheduling algorithms are the global dynamic scheduling algorithm (GDSA), the local dynamic scheduling algorithm (LDSA), and the naive scheduling algorithm (NSA). The main objective of these algorithms is to improve data latency time and network bandwidth consumption.

Mansouri et al. [16] proposed two strategies. First is weighted scheduling strategy (WSS), which is a scheduling strategy that aims to reduce the search time for a suitable computing site. WSS examines the sets of requested jobs waiting for their turn in a queue, the place to where the requested data should be replicated, and the storage capacity of a computing site. The second is a dynamic data replication strategy called “enhanced dynamic hierarchical replication” (EDHR), which advances file access time. EDHR strategy is an enhanced version of the dynamic hierarchical replication strategy. EDHR introduces a method to delete the files from the computing nodes whenever there is not enough space for the new. An ideal replica placement strategy improves the job execution time and the cost to store data.

Li et al. [42] proposed the cost-effective data-reliable PRCR mechanism, based on a data-reliability model, using a proactive replica-checking approach. This approach manages the minimum required number of replicas, in order to reduce the replication cost, and manages large amount of data in the cloud at the minimum cost of cloud storage space. This strategy ignores the location of the replicas in the cloud.
Souravlas et al. [43] proposed a technique using a binary tree structure to handle the increasing and decreasing demands of the user over a period of time in each node of the data grid computation. The proposed technique calculates the number of files to be accessed more frequently, based on the temporal locality principle. The strategy improves the completion of file access time performances requested by the user.

Bsoul et al. [17] have also worked on the same idea to improve the data replication strategy. In order to select the best file to be replicated, they proposed the round-based data replication strategy. The simulation result shows that this strategy improves the performance in terms of average number of files delayed and the average of bandwidth consumption.

Liu et al. [44] presented SD$^3$ (selective data replication in distributed datacenters) mechanism for OSN (online social networks), with the aim of reducing the inter-datacenter data communications within the limits of achieving low service latency.

Michelon et al. [45] proposed data replication strategy MANETs (mobile ad hoc networks) to improve data access for mobile ad hoc networks. MANETs aim to solve the problem of handling a series of application-dependent requirements through an application-level message forwarding mechanism using virtual magnetic fields.

Nahir et al. [46] present a replication-based load balancing mechanism over large distributed server systems. The approach was based on creating multiple replicas of each job and sending them to the different servers; when each replica arrives at the head of the queue at its server, then signals will be sent to rest of the servers to remove that job from their queues. The proposed scheme not only overcomes the overhead communication between the users and the servers, but also removes the overhead scheduling from the job’s critical path.

Souli-Jbali et al. [47] present a dynamic data replication-driven model that, in order to best exploit the available resources, combines scheduling queries and data replication, which also minimizes the total cost. Patil et al. [48] work on directory server data replication to improve data replication results. The authors propose a mechanism of replication between heterogeneous supported platforms through service-oriented architecture.

Khalajzadeh et al. [49], by using graph partitioning, present a cost efficient data placement and a replication technique that finds near-optimal data placement of replicas, and minimizes the monetary cost as well. Usman et al. [50] present a component-based data replication strategy, CbHaRS (component-based highly-available replication strategy), that achieves high operation availabilities through hybrid communication model, and also exploits the operation types.

Mansouri [51] enhanced the data grid by proposing threshold-based dynamic data replication (TDDR), a job scheduling strategy, with parallel job scheduling, which schedule jobs and manage data at the same time. Zeng et al. [52] present a data management and task computation scheduling strategy ADAS (adaptive data-aware scheduling) for workflow applications, which achieves a satisfactory makespan through data management and reveals parallelization mechanism. Casas et al. [53] propose a balanced scheduler technique for scientific workflows with data reuse and replication, balanced and file reuse–replication scheduling (BaRRS), which optimally schedules scientific application workflows.

A survey on data replication strategies in P2P systems was conducted by Spaho et al. [54], in which data replication strategies and requirements for various P2P application were identified. The authors also classify the replication control mechanisms on the basis of “where, when, and how” the updates are take place, propagated and distributed fully or partially. Another survey regarding the trends in data replication strategies was conducted by Souravlas et al. [55]. The authors identified various data replication techniques, including both static and dynamic strategies, and also mentioned the advantages and disadvantages of each technique.

After having gone through an extensive literature review, we are of the opinion that the research presented in this paper is closely related to the aspects mentioned above, in which data replication and job scheduling strategies are combined. Compared with the existing strategies, our strategy is more comprehensive, in not only reducing job execution time but also minimizing the implementation cost.
Motivated by this, we propose the CDSS (centralized dynamic scheduling strategy) for the scheduling of jobs, and RPS (replica placement strategy) for replica placement. The proposed data replication and job scheduling strategy attempt to reduce job execution time, as well as decrease implementation cost, by minimizing the data transfer and deletion rate in a data grid environment. Moreover, the proposed strategy ultimately minimizes implementation cost and improves the data access rate significantly.

2.1. Implementation of Cost Minimization Techniques

The replica transfer scheduling [19,56] technique is exclusively proposed for minimizing the cost of transferring the data from one computing site to another. XOLD and XNEW are two input states—an old and a new state, respectively—and produce a valid schedule $H$ (the number of files record in a history table) for migrating from XOLD to XNEW. The following algorithm tries to minimize the implementation costs.

2.1.1. All Random

The aim of this algorithm is to create replicas requested by a user in a new state and delete the replicas that are present in an old state. This decision is taken randomly. Outstanding replicas are those that are required in the XNEW state, but are not available in the XOLD state. Whereas superfluous replicas are those that are not required in the XNEW state, but are available in the XOLD state. All random (AR) does not consider the optimization of total communication cost.

2.1.2. Highest Opportunity Cost First

The highest opportunity cost first (HOCF) technique is specifically designed to minimize the implementation cost by selecting the outstanding replicas. The cost of the nearest source node is given as equal to 0, and the servers that are next to the nearest node are prioritized according to the implementation cost. If the nearest source server is deleted, then the requested replica is transferred from the second nearest source node. Every iteration selects the outstanding replicas that have the highest opportunity cost. If not enough space is available for replicas, one or more replicas are deleted from the target server. Outstanding replicas having zero or less opportunity cost are selected at the end in random order.

2.1.3. Greedy Object Lowest Cost First

The greedy object lowest cost first (GOLCF) heuristic technique is different from HOCF. In this technique, an object is selected randomly, to be replicated on all those servers that require a copy of it. A request of a source node is fulfilled from the nearest node having the lowest communication cost. If not enough space is available, then one or more replicas need to be deleted. The deletion action is performed very efficiently so that no usable file is deleted. The process is repeated for all the objects that are under consideration. When no more objects are left to be considered, the algorithm terminates.

GOLCF focuses on replicating the objects when they need to be replicated, and completes objects set to be replicated at a given time. Replicating all the objects helps optimize the sequence of the resulting transfers, whereas the random transfer of objects may lead to non-optimal overall results.

3. Proposed Work

The following subsection explains the system model, the working of CDSS-RPS, the CDSS-RPS, and the architectural diagram in detail.

3.1. System Model

In a data grid system, efficient network performance is required to schedule and dispatch the number of jobs required by the end user. Figure 1 shows how a data grid system supports, schedules, and dispatches the jobs. A typical data grid system is comprised of a set of domains that consist of
a replica server and a number of computing sites. Storage for replicas and computational resources for the jobs are provided by the replica server and the computing site, respectively. Both of these functioning devices are commonly known as nodes. A local area network (LAN) serves every two nodes within domains with a similar network bandwidth. Also, a wide area network (WAN) connects different domains’ nodes with different network bandwidth.

If a replica server exists in the same domain as a computing site, it is known as the primary replica server (PRS) for that computing site, while all other replica servers are considered to be secondary replica servers (SRS). The data grid information service keeps a record of available resources and provides resource registration service in the data grid. Based on specific strategies, it is the job of the grid scheduler to allocate a task to the specific computing nodes, as shown in Figure 1. A local storage device stores the data before it is allocated to the computing nodes. If the cache of a computing node does not contain the required data, then the request for the data will be directed to its PRS. PRS will search within a domain first, but if the required data is not available within a domain, then PRS will search among all replica servers and collect the data from the replica server having the highest bandwidth capacity connection to the computing node. The ideal grid scheduler should assign the jobs to appropriate computing sites with all the available data files, which ultimately minimizes the search time significantly.

The data grid architecture is defined as follows:

- There are $D$ domains in the data grid.
- For every domain $d \in D$, the number of computing sites situated in $d$ is denoted by $CS(d)$.
- $RS(d)$ are the replica servers within each domain $d$.
- $NS(d)$ is the set of nodes within each $d$, where $NS(d) = CS(d) \cup RS(d)$.
- $C_i$ is the computing capability for a computing sites $i$.

Our CDSS-RPS strategy is based on two phases: CDSS and RPS. In CDSS, the most-accessed jobs are collected from every server in the meta scheduler. The meta scheduler then takes the average of

---

**Figure 1.** System architecture.
the number of files to be accessed. Then, the RPS strategy is applied to replicate the most-accessed jobs (calculated by CDSS) at the desired computing sites where the demand of the file occurred most frequently. The system architecture with the proposed strategy is explained below.

3.2. Centralised Dynamic Scheduling Strategy-Replica Placement Strategy Architecture Diagram

Figure 2 describes the working of the proposed strategy. The mechanisms of architecture diagram are described below.

**Figure 2.** Architecture diagram for centralized dynamic scheduling strategy-replica placement strategies (CDSS-RPS).

3.2.1. Grid User

A grid user submits a job to the meta scheduler by specifying features of jobs (i.e., length of a job, expressed in millions of instructions per second (MIPS)) and quality of service requirements (i.e., processing time).

3.2.2. Meta Scheduler

The resource locator in a meta scheduler registers resources with grid information service (GIS). At the time of registration, the resource locator gets the information of number of computing resources, computing capability, and processing speed from each domain.

3.2.3. Scheduling Manager

The scheduling manager collects the details of available resources and number of user’s job requests to execute. The scheduling manager sends details of the number of jobs and available resource information to the replicator for evaluating the list of data files accessed frequently.
3.2.4. Replicator

The replicator service consists of three phases: (a) information service, (b) replication advisor, and (c) job placement. The information service gets the information about the number of data files assigned to the computing sites of each domain. The replication advisor then takes the decision on the collected information and invokes the CDSS algorithm discussed in Section 3.2.4.1. The replica placement of a data file and job placement occur as discussed in Sections 3.2.4.2 and 3.2.4.3. The reorganized information about resources and data files is updated on each replica server and the computing sites of each domain.

3.2.4.1. Centralised Dynamic Scheduling Strategy (CDSS)

In a centralized dynamic scheduling strategy, there is a meta scheduler running in a system, elaborated in Figure 3. Every primary replica server (PRS) collects the information of data access from each computing site or resource discussed in Figure 1. PRS sends the number of files and its number of access (NOA) to the meta scheduler. The meta scheduler aggregates the number of accesses of a file and stores the result in a history table H. The centralized dynamic scheduling strategy is invoked by the meta scheduler, which informs the replica server to perform replication. The formula to calculate the average number of access file is as follows.

\[
\overline{\text{NOA}} = \frac{1}{|H|} \sum_{h \in H} \text{NOA}(h)
\]

(1)

NOA is number of access of each file identification (FID). |H| is the number of files records in a history table H, and \(\overline{\text{NOA}}\) is the average number of access.

Figure 3. Illustrative example (a) without scheduler and (b) with scheduler.

The replica placement and scheduling strategy is presented in the CDSS algorithm.

Computing sites with a higher computing capability fulfill requests on time or even sometimes before the specified time. The computing capability of domain \(D\) is defined as \(c_d = (D)c_i\), and the computing capability of all domains is \(c_D = c_d\). Let us suppose the relationship between data request rate is proportional to the computing capability. The proportionality difference between them is measured by the factor \(\theta\) from domain \(D\), and can be denoted by:

\[
D_{-}\text{REQ}(D) = \theta \cdot c_d
\]

(2)
where the $\theta$ value should be between 0 and 1. Let us take $\theta = 1$ then $D_{\text{REQ}}(D) = c_d$. For data $f$, where $f$ represents the data files, the probability of the requested rate is denoted by $\text{Prob}_f$. Therefore, the data request rate for data $f$ from domain $d$ can be defined as

$$D_{\text{REQ}}(D, f) = \text{Prob}_f \cdot D_{\text{REQ}}(D) = \theta \cdot \text{Prob}_f c_d$$

(3)

**Algorithm 1: CDSS Algorithm**

**Input:** Number of files to be processed

**Output:** collect the number of files to be accessed more frequently.

**Begin**

1: Meta scheduler collects the number of accessed files information from each replica server.
2: Meta scheduler aggregates the number of access of files.
3: The average number of accesses is calculated according to Equation (1).
4: For each file from the history table do
5: Compare each file access with the average number of accesses.
6: if the number of file accesses is less than the average number of accesses
7: Remove files accessed
8: End if
9: End for
10: Sort the remaining files in descending order.
11: Last record in a history table is denoted by LAF, where LAF is the least accessed file.
12: End while
13: Place the files on replica servers following the history table $H$.
14: While history table $H$! = empty
15: Pop h from the history table $H$
16: Request from replica placement strategy (RPS) (Algorithm 2) to replicate the file id (FID) (h).
17: Update record $h$
18: If NOA ($h$) > LAF then
19: Re-insert record $h$ in $H$ according to descending order of NOA field
20: End if
21: End while
22: End

The computing node, having the highest available bandwidth, most likely has the capability to directly access the replicas. The bandwidth capacity between computing nodes within the same domain is supposed to be the same. $BW_{d,k}$ is a measure of the bandwidth capacity between the computing node and replica server $k$, where a computing node can be any node in domain $d$. The number of replica servers in data grid architecture is denoted as $R_{\text{SER}}$, which stores the original data, or the replicas of data $f$. The bandwidth capacity $B_{\text{CAP}}$ while accessing the data $f$ from any node in domain $d$ can be defined as

$$B_{\text{CAP}}(d, f) = \max_k \in R_{\text{SER}} f BW_{d,k}$$

(4)

The average response time for data $f$ is defined as follows

$$\text{AvgResp Time}(f) = \sum_{d \in D} \frac{c_d}{\max_k \in R_{\text{SER}} f BW_{d,k}}$$

(5)

The average response time is the minimal average response time for any data $f$.

The replica placement is made on the basis of largest bandwidth capacity and storage place of every replica server. Let $R_f$ be the set of servers containing replicas or the original copy of data $f$. Replicate the data $f$ to the replica server, where data $f$ does not exist and has enough storage space to replicate data.
3.2.4.2. Replica Placement Strategy

Let XNEW contain the set of data files that are requested in a new session, and XOLD contain the set of replicas in an old session. After scheduling and placement of data file \( f \), a data request is generated on a number of replica servers. These requests take replica placements XOLD and XNEW as inputs, and introduce additional (superfluous) transfer actions as early as possible to the start of data request submitted. Superfluous replicas are defined as the data files that are not present in the XNEW state, but were available in XOLD state. Corresponding deletion action is added to schedule before the transfer action takes place. The next session explains the transfer and deletion mechanism, as well as how to produce a new valid schedule that incurs the lowest cost.

Algorithm 2: RPS Algorithm

**Input:** Most accessed data files that need to be replicated.  
**Output:** Replicate the files on the computing sites  
**Begin**
1: Calculate the computing capability of a domain \( c_d \) and sum of all domains \( c_D \).
   Where \( c_d = (D)C_i \) (\( D \) is the domain)  
   And \( c_D = c_d \) (computing capability of all domains)
2: Data request rate is proportional to its computing capability; proportional relationship is presented in Equations (2) and (3).
3: Set bandwidth equal between computing nodes within the domain and varying outside the domain.
4: Calculate the highest available bandwidth between the nodes in domain \( d \) to replica server \( k \) as shown in Equation (4).
5: Average response time for most accessed or requested data files are calculated in Equation (5).
6: If bandwidth capacity and storage capacity is greater than that of the file to be replicated do  
   7: If else replica server does not already contain that data file do  
   8: Replica placement  
   9: End if else  
10: Else  
11: Delete data files that are not required in a new requested state.  
12: End if  
**End**

3.2.4.3. Schedule Enhancement Operator

When the most accessed data files are replicated over the number of servers, the request is generated to check the cost of transfers and deletions. In case the requested data file is inaccessible from the host server, it is transferred from the computing site having the highest available bandwidth and it is replicated on the host server as well. We next present Algorithm 3, which considers the bandwidth as a main feature for a selection and deletion of a replica. If the storage size of a server is smaller, then the algorithm deletes the files that are not required in a new state but were available in an old state, or the files that are least recently used.

3.2.5. Dispatcher

The dispatcher dispatches the tasks one by one from the queue to the computing sites for which they are scheduled.

3.2.6. Scheduling Receptor

The scheduling receptor gets the task completion details from each computing sites and sends the completion results details to the user.
Algorithm 3: Schedule Enhancement Operator

Input: Request is generated
Output: Request is granted successfully
Begin
1: If (requested replica is in a computing site) \( R_r = C_s \)
2: fulfill the request
3: Else if (requested replica is not in a computing site) \( R_r \neq C_s \)
4: search replica within the same domain Goto domain \( C_{d(i)} \)
5: If (replica is found in the same domain) \( R_r = C_d \)
6: move to requested site \( R_r = C_s \)
7: If (! Enough space available) (space! = 0)
8: Directly fulfill the request \( // avoid duplication \)
9: End if
10: else
11: search replica in other domain Goto \( (D)c_i \) (\( D \) is the domain)
12: create a list of computing sites that offer requested replica
13: select the replica from the computing site that offers the highest available bandwidth
14: End else
15: End if
16: If (space is available to store new replica)
17: store it
18: Else
19: while (not enough space is available)
20: delete least accessible files
21: store new replica
22: End while
23: End else
24: End if
25: End else if
26: End if
End

3.3. Illustrative Example

For better understanding, we choose to provide a complete scenario, to elaborate the working of the proposed strategy illustrated via a simple example, shown in Figure 3. Figure 3a,b show the difference between the implementation costs without scheduling the data files on each domain and with a scheduler, defining the job submission and replication. Suppose there are three replica servers, each in a domain. \( C_{S_1} \) are computing sites connected to each replica server with the same bandwidth within a domain. The network bandwidth between different replica servers is different. Suppose \( S_1 \) consists of data files (\( a, b, b \)), \( S_2 \) consists of data files (\( c, c \)), and \( S_3 \) contains data files (\( b, a \)). The network bandwidth between \( S_1 \) and \( S_2 \) is 8 bps, 4 bps between \( S_2 \) and \( S_3 \), and 3 bps between \( S_1 \) and \( S_3 \). The network bandwidth between the computing sites and the replica server is supposed to be the same within a domain.

In Figure 3a, the request is submitted to any computing site. Let us suppose that a job is submitted to \( C_{S_1} \), and the job requires data file \( c \). \( S_1 \) does not contain data file \( c \), therefore it is transferred from \( S_2 \) to fulfill the request of a job. If \( S_1 \) does not contain enough space, it will delete any file to place replica \( c \). Similarly, the same situation occurs if \( b \) is requested in \( S_2 \); this also requires the transfer and deletions to fulfill the request. Transfers and deletions increase the implementation cost, delay data request completion, and cause congestion in network traffic. Figure 3b explains the same situation with the meta scheduler. The meta scheduler holds all the information of each domain and decides the job submission on its base. It replicates the most-accessed data files to the number of computing sites, wherever the data request rate is higher than others. In Figure 3b, the meta scheduler submits
the jobs to S_2 directly, minimizing the implementation cost and ultimately decreasing data access time as well. This shows that adding the scheduler significantly improves the efficiency of accomplishing the user requests.

4. Simulation Results and Discussion

The following subsection explains the simulation results and their discussion in detail. It includes details of the simulation setup, performance evaluation parameters, results, and discussion of those results.

4.1. Simulation Setup

To evaluate the effectiveness of the proposed strategy, we carried out a simulation using the Grid Sim simulator [20,57]. For simulation in a data grid environment, we considered 25 sets of domains, and each and every domain had a server, also called the replica server. We took 80 computing sites that were randomly dispersed to the 25 domains. The links between computing site nodes and server nodes were given a bandwidth that was randomly distributed. Within the domain, the bandwidth was set to be within the range of 15 to 100 Mbps, but outside the domain the bandwidth was set normally to less than 15 Mbps. The number of files differed from 100 to 500, and the size of the files was homogeneously dispersed from 100 to 400. The primary replicas were assigned randomly to all the nodes.

We compared the performance of the proposed strategy, GOLCF, with the contemporary strategy, HOCF, as these strategies are more related to our work as compared to rest of the newer strategies mentioned in related work. The performance evaluation parameters that were used to compare results include implementation cost, i.e., the cost associated with implementing the data grid; geometric mean of turnaround time; turnaround time; and average turnaround time.

4.2. Results and Discussion

Simulation results, performance evaluation parameters, and their discussions are presented in this section.

4.2.1. Evaluation of Replica Transfer Scheduling Problem Algorithms

Implementation cost was compared initially with the schedules that were produced by non-scheduled RTSP algorithms. Figure 4 shows the performance of the schedules created by GOLCF and HOCF from [19]. The number on the x-axis represents the replicas per object created, and the number on the y-axis represents the implementation cost. Let us suppose that XNEW changes with the replica numbers need to be created for each object. Storage capacity is supposed to be kept equal for all the replicas in XNEW.

![Figure 4. Cost of replica transfer scheduling problem (RTS)-based algorithms.](image-url)
4.2.2. Comparison of Centralized Dynamic Scheduling Strategy-Replica Placement Strategy with Greedy Object Lowest Cost First and Highest Opportunity Cost First

For a performance comparison with the CDSS-RPS, we chose the best contemporary algorithms, which include GOLCF and HOCF CDSS-RPS, and RTSP algorithms, which were taken as input for the XOLD and XNEW states. Figure 5 represents the results for the implementation cost for CDSS-RPS, GOLCF, and HOCF, respectively, when the replica per file size varied from 5 to 100. The number on the x-axis represents the replicas per object created, and the y-axis represents the implementation cost. Implementation cost is based on the number of transfers and deletions occurring in order to fulfill the requests. When the number of transfers increases, it also increases the implementation cost. Figure 5 shows that the implementation cost of our strategy is less than the other two. CDSS-RPS is a better choice compared to GOLCH and HOCF. GOLCF makes the decision on the basis of the smallest link cost, and gives better results as compared to HOCF, but the number of files and jobs in GOLCF are not scheduled properly, as it does not consider the most-accessed files and their replications. The HOCF strategy is based on the nearest and second-nearest goal server. CDSS-RPS schedules the most accessed files, then replicates the files on its access bases; this improves the implementation cost significantly, as shown in Figure 5.

![Implementation Cost Graph](image)

**Figure 5.** Schedule implementation cost w.r.t. CDSS_RPS, greedy object lowest cost first (GOLC) and highest opportunity cost first (HOCF).

As the amount of replicas per object increases, the probability of transfers and deletion also increases. Initially, the difference between the GOLCF and CDSS-RPS is very minor, because the probability of transfer action is low. With the increase of the number of replicas, the transfer action also increases, and this degrades the GOLCF and HOCF performances.

4.2.3. Geometric Mean of Turnaround Time

Figure 6 compares the geometric mean of turnaround time (GMTT) of CDSS-RPS, GOLCF, and HOCF. The number on the x-axis represents the number of jobs, and the y-axis represents the GMTT. A lower GMTT means an improved access time and performance from a user perspective. The GMTT does not allow applications or jobs that are too long. CDSS-RPS schedules the files and then replicates them on servers, then introduces an enhanced scheduling operator that handles the transfer and deletion action if required. This step-wise mechanism improves the GMTT, as shown in Figure 6 below.

The GMTT is calculated as:

$$\text{GMTT} = \left( \prod_{i=1}^{n} q_i \right)^{1/n}$$  \hspace{1cm} (6)

where \(a\) is the turnaround time the job, \(i\) to \(n\) are the number of jobs in the concerned workload.
4.2.4. Execution Time

The experimental results of execution time for the number of jobs or files are shown in Figure 7. The execution time of a job is calculated as the sum of executing the job, which is the time used to transfer the file and process that job. Time reserved to transmit the file is the most important factor that impacts job execution time for jobs in a data grid. In Figure 7, the number on the x-axis represents the number of jobs, and the y-axis represents the execution time (in milliseconds). The execution time of CDSS-RPS is compared with that of GOLCF and HOCF.

![Figure 7. Execution time for all sets of jobs.](image)

The turnaround time of 100 to 500 numbers of jobs is shown in a Figure 8 below, and the average turnaround time is 1.7.

![Figure 8. Turnaround time.](image)
The above results show that CDSS-RPS works better than GOLCF and HOFC. GOLCF minimizes the implementation cost significantly, but does not schedule the files; this may increase the cost in the long run. CDSS-RPS schedules the files on its access basis; this minimizes the transfer and deletion probabilities, and ultimately improves the implementation cost. CDSS-RPS extends the work of [19] and gives better results than RTSP heuristics.

5. Conclusions and Future Work

In this paper, the centralized dynamic scheduling strategy-replica placement strategy (CDSS-RPS) is proposed. Results are formulated via simulations, also with reference to the plain RTSP algorithms. Our results indicate that the proposed CDSS-RPS algorithm provides an improved scheduling and replication mechanism compared to the RTSP heuristics. Though our paper shows significantly improved results, there is still a need for further testing of this strategy, in order to advance our knowledge in this area. The CDSS-RPS strategy can also be studied in terms of fault tolerance as well. For example, failure may occur in any computing sites, which may increase the implementation cost substantially. We have assumed a scenario where no failure occurs. It may also be worthwhile researching variants of the current problem. Investigating the faults and applying the fault-tolerant strategies may increase the execution time and the implementation cost as well, but the overall scheduling mechanism will be improved significantly. In the future, we plan to improve the replication strategy by further testing and comparisons with the latest techniques of a similar nature with regards to additional parameters.
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