Abstract: The context of the work presented in this article is the assessment and automated evaluation of human behaviour. To facilitate this, a formalism is presented which is unambiguous as well as such that it can be implemented and interpreted in an automated manner. In the greater scheme of things, comparable behaviour evaluation requires comparable assessment scenarios and, to this end, computer games are considered as controllable and abstract environments. Within this context, a model for behavioural AI is presented which was designed around the objectives of: (a) being able to play rationally; (b) adhering to formally stated behaviour preferences; and (c) ensuring that very specific circumstances can be forced to arise within a game. The presented work is based on established models from the field of behavioural psychology, formal logic as well as approaches from game theory and related fields. The suggested model for behavioural AI has been used to implement and test a game, as well as AI players that exhibit specific behavioural preferences. The overall aim of this article is to enable the readers to design their own AI implementation, using the formalisms and models they prefer and to a level of complexity they desire.
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1. Introduction and Outline

The philosophical question whether a machine can be intelligent is “as old as computers themselves” [1] and Alan Turing’s 1950 article on “Computing Machinery and Intelligence” [2] famously opens with the question “Can machines think?” Some of the most widely known successes of Artificial Intelligence have been achieved by game-playing programs, which, one by one, have dismantled strongholds of human intelligence [3]. Chess, for centuries considered a pinnacle of human intelligence and intellect, was famously conquered by the program Deep Blue when it defeated the reigning human world champion in 1997 [4]. Recently, the best living human player of the game of Go, a game orders of magnitude more complex than Chess, was beaten by AlphaGo [5,6] (in a sweep victory [7]). In 2017, an improved version of that program [8] autonomously learned Go, Chess and other games, and then proceeded to beat the best existing players (which at this point are all machines). Machines have blown away the best human players of Jeopardy! [9] (a natural-language based TV game-show that relies on the understanding of subtle hints, jokes and riddles) as well as outperformed humans in “Heads-up limit hold” Poker [10] (where the analysis of the opponents’ playing behaviour is crucial) [11,12]. With regard to traditional board- and card-games, the age of man has truly come to an end.

Machines have started to outperform humans in virtually all areas of rational decision making, Machines can do the right thing. However, when it comes to making bad, irrational or obviously false decisions, most of our behavioural models struggle or fail. Achieving realistic and human-like machine behaviour seems to be far more difficult than building programs that outsmart us.
1.1. Motivation

The ability to exhibit natural behaviour patterns (however these may be defined) on a level that is compatible with human behaviour is considered a key challenge for robots, virtual agents and intelligent machines designed to interact with humans. Recent years have seen a massive increase in the use of intelligent interaction partners designed to assist humans in virtually all areas of our daily lives. While it may not be a fundamental requirement for all application areas, the ability to elicit social interaction or to appropriately respond to specific human behaviour patterns undoubtedly has the potential to improve performance of a system as well as greatly increase its acceptance by society.

1.2. Context

Our approach to designing a behavioural Artificial Intelligence, presented in Section 5.6, is firmly rooted in the desire to design an automated tool for the assessment, evaluation and comparison of human behaviour (to which the entire Section 5 is dedicated). Such an undertaking requires (among other things) a formalism (cf. Section 3 for an overview of TACT (Target, Action, Context and Time) and logic, and Section 5 for how these are combined into a tailored formalism) to express behaviour. In addition, to guarantee comparable results, it is necessary to ensure that conditions surrounding the assessment are comparable and entirely controlled by the researcher. Relatively simple computer games are ideally suited to facilitate the latter and Section 4 provides our formal definitions for such games. The idea of using computer simulations for psychological research is not new [13]. Herbert Simon observed [14] that “An important part of the history of the social sciences over the past 100 years, and of their prospects for the future, can be written in terms of advances in the tools for empirical observation and in the growing bodies of data produced by those tools”. The origin of the approach and model presented in this article stems from our work on the design and implementation of tools specifically designed to be used in an automated manner. The larger is the scope of the empirical study for which such a tool will be used, the more important it is to use unambiguous formalisms and to ensure that they can be fully automated. The integrity of the collected data and the representative nature of the study will depend on this and, by extension, so will the usefulness of the tool itself.

1.3. Outline

In Section 2.4, we discuss a model for human behaviour used in the field of behavioural science, specifically behavioural psychology (Section 2). Rationality and intelligence both play a part in these fields. In Section 3, we introduce formalisms from psychology, logic, and game theory and, in Section 4, we argue that computer games are commonly used in psychology and education and that certain games can provide a discrete, well-defined and controllable environment to assess and evaluate behaviour. In other words, computer games can be well-suited as the embodiment of the proposed formal approach. The second half of Section 4 provides formal definitions and a model for such games. Using these and the formalism discussed in the section at hand, we discuss in Section 5 which aspects of behaviour we want to express formally, how such formal statement can be evaluated to be true or false (in an efficient and automated manner) and, ultimately, how the ability to evaluate formally stated behavioural preferences against a set of behavioural choices can be used to drive AI behaviour under rational choice.

1.4. Disclaimer

This is not an article from the field of psychology using computing science technologies; instead, it is a computing science article aiming to make a contribution to the fields of behavioural psychology and AI. The author is by no means an expert in the field of psychology; the model used was chosen on the basis of it being widely used by practitioners. The presented approach is designed with a chosen model as foundation, but it is not at all model-dependant (which is a good thing).
2. Behavioural Sciences

Behavioural science is a conglomerate of many disciplines, all of which are dedicated in one way or another to the exploration of actions and interactions between humans, animals or, generally, entities. For example, social cognitive neuroscience attempts to identify and describe the brain areas and mechanisms that mediate social life [15] while behavioural psychology is a branch of psychology that focuses on observable behaviours. Such behaviours range from collaboration to solve a problem or a task in the physical world [1] over rational choice (or the absence thereof) [16] and risk taking [17] to language acquisition and evolution. This section draws on previous publications [18–24].

In this section:

(a) We elaborate on the claim that experts in psychology disagree on what affects behaviour (Section 2.1).
(b) We argue that game theoretic models regularly fail to correctly predict human behaviour (Section 2.2).
(c) We discuss the dilemma of competitive versus cooperative behaviour (Section 2.3) which our proof-of-concept behavioural artificial intelligence (cf. Section 6) was designed to face.
(d) We introduce (Section 2.4) the model from behavioural psychology used for our formalization (Section 3).

2.1. Behavioural Psychology

Most people would readily agree that our decisions regarding action and behaviour are partly controlled by their anticipated outcome (cf. the model in Section 2.4). Independent of someone’s values, we humans model and reinforce what we value and our actions reflect these values [25]. However, this is not consistent with human behaviour as observed, e.g., in gambling, drug addiction and health care.

Edward Thorndike and B. F. Skinner considered behavioural learning a matter of reinforcement [26–28]. According to them, organisms respond to reinforcement and, when found in previously experienced situations and presented with known incentives, will react the same way [29]. The theory that the learning of behaviour is achieved through repetition and reinforcement has many critics (e.g., [30]), which are quick to point out that this theory completely removes mental processes and models from the conscious decision. While these theories might find justification when investigating (and observing) animals with lower intelligence, they leave no room for the subjective nature of human behaviour. As stated in [31], Skinner said that people act because of conditions that make them act. Chomsky, who also has his critics ([32]), argued that certain important questions are ignored in this approach [33] and stated that “no one would naturally expect that prediction of the behavior of a complex organism (or machine) would require, in addition to information about external stimulation, knowledge of the internal structure of the organism, the ways in which it processes input information and organizes its own behavior” [34]. The underlying organization of behaviour, and within it the preferences for some behaviours over others, are (according to Chomsky) important factors in its analysis. Our model for behavioural artificial intelligence (cf. Section 5.6) also uses a preference function to order behaviours.

A clear contrast to behaviourism is the approach of Carl Rogers [31] who believes that people act on their internal state, i.e., they act because of states they feel (and not, as Skinner postulated, because of the external conditions that make them feel like this). According to Rogers, humans inherently have the ability to “figure out what is best for them”, which is reflected by his view that therapy is essentially a learning experience and not, as Freud saw it, a battleground of conflicting drives [31].

In the real world, our behaviour is generally bounded by time and our decision making processes have evolved to address this. Daniel Kahneman [35] argued that there are several processes in our brain that operate at different speeds as well as levels of complexity and rationality. Gigerenzer and Goldstein [36] proposed that the brain operates a number of simple heuristics [37] similar to a toolbox [38] from which we use simple tools adaptively as we encounter decisions in life. In the field of Artificial Intelligence, Minsky [39] proposed in 1988 that cognition and intelligence are the product of a number of specialized agents, collectively forming what he referred to as a society of mind.
2.2. Game Theory and Rational Choice

Game theory has provided the field of behavioural sciences with a variety of rigorous models aiming to predict and understand decision making. However, as, e.g., Sanfey [40] pointed out, humans live in a highly complex social environment and there are a host of results that show that humans do not behave rationally (as defined in game theory). As a matter of fact, game theoretic models often fail to adequately predict human behaviour. Specifically, participants in experiments often fail to choose a so-called Nash-equilibrium [41,42], i.e., a state in which a player can expect to get the highest payoff assuming that the other players also base their decision on maximizing their subjective payoff. As it turns out, human decisions are often not based on selfish considerations and social factors are frequently considered [40]. Milton Friedman wrote [43] that “[e]conomics as a positive science is a body of tentatively accepted generalizations about economic phenomena that can be used to predict the consequences of changes in circumstances” and Shapley [44] portrayed economics as the most successful social science. This claim might find some traction because the generalisations that are made are about human behaviour, and the observed behaviour is likely to be representative because humans are inherently greedy, and (by traditional economic theory [16]) can be expected to behave rationally when it comes to economic (social) choice.

Sanfey [40] reported on investigations into social choice: “the study of decision-making attempts to understand our fundamental ability to process multiple alternatives and to choose an optimal course of action”. The author continues to say that this ability has been the matter of many studies in a number of fields and that these studies used a variety of theoretical assumptions as well as measurement techniques, and mentions the discipline of game theory as being one of the fields that has greatly contributed to these investigations. Both rational decision and social choice are relevant for what we discuss in this article: the context of the presented work is to provide a tool for the investigation of human behaviour, and, to achieve this, a game-playing behavioural AI driven by the same formalism was designed. Specifically, we use Simon’s model for rational choice, subjective expected utility (SEU) theory (explained in Section 3.3.3) is used in Section 5.6 (p. 25) for our model of rational behaviour in AI players. The connection between game theory and rational choice is discussed in Section 3.3. (p. 9).

2.3. Cooperative/Competitive Behaviour

As is evident from the large body of literature, cooperative (and thus also competitive) behaviour is amongst the behaviours that have been greatly investigated in behavioural sciences. Some consider it to be a key aspect of human behaviour [45,46]. Simon mentioned [14] altruism versus egoism, and the potential usefulness of cooperation in a Darwinistic system. Humans, as a social species, have achieved a lot through cooperative behaviour and coordinated actions with others [47] and one would expect to find similarities everywhere. However, this cannot be generalized as different societies can vary greatly with regard to cognitive stances [17]. For example, linguistics: in English, speakers take a different cognitive stance (egocentric) than speakers from certain non-Western cultures (allocentric).

Several theories have been proposed to explain the evolution of human cooperation [48]. In the literature, hypothetical test scenarios have been used to investigate test subjects’ decisions with respect to acting cooperatively or competitively. Since it is regularly [49] used to explain a Nash Equilibrium and to illustrate the difficulties of making a rational cooperative decision [50], we briefly explain The Prisoner’s Dilemma [14,41,51]. In this well-known conundrum, only two choices are offered in a hypothetical situation: cooperation and defection. The setting is that two players are both presented with these choices and are advised that their choices will affect the outcome for themselves as well as for the other player, as shown in Table 1 below:
Table 1. The payoffs for the various combinations of choices in The Prisoners Dilemma.

<table>
<thead>
<tr>
<th></th>
<th>Cooperate Player 1</th>
<th>Defect Player 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooperate Player 2</td>
<td>(B, B)</td>
<td>(A, D)</td>
</tr>
<tr>
<td>Defect Player 2</td>
<td>(D, A)</td>
<td>(C, C)</td>
</tr>
</tbody>
</table>

The entries in the table represent outcomes of the game, \((X, Y)\) being the outcome for player 1 (X) and player 2 (Y). The values A, B, C and D are related to each other as follows: \(A \succ B \succ C \succ D\) and such that \(B > A + D/2\), where “\(X \succ Y\)” means that X is preferable over Y. Everything about this game is known to both players, except the other player’s choice.

This dilemma is a thought experiment that can be traced back to Thomas Hobbes and Jean-Jacques Rousseau [52]. It shows the problem of achieving mutual cooperation [50] in a scenario where it is possible to gain an advantage over the other player. The argument is that the most rational choice is to defect, as this will either yield the best possible result (in the case when the opponent cooperated) or (if the opponent also defected) at least avoids the worst possible outcome. It was studied during the cold war [52] by members of the RAND corporation [53] and was used by von Neumann to advocate a nuclear first strike against Russia [54].

The problem was extended by considering a finite number of these choices between the same two players, called the *iterated Prisoner’s Dilemma* [55], which is often described as a game-theoretic paradigm for the evolution of cooperation based on reciprocity [56]. Humans exhibit (sometimes highly) irrational behaviour by, e.g., adapting a much more forgiving approach when there is the opportunity for reciprocity. Due to this, the prisoner’s dilemma has been used “to show how altruism can develop in animal communities, including human societies” [52]. When faced with a repeated choice as in the iterated prisoner’s dilemma, a common strategy called “tit for tat” (“tip for tap” meaning equivalent retaliation i.e., where one player will take the stance taken by the other player in the previous game), emerges. The strategy goes as follows: start in the initial round by cooperating and in every subsequent round adopt the decision taken by your opponent in the previous game. This has been investigated extensively (e.g., [57,58]).

2.4. Modelling Behaviour

Simon’s model [16] of rational choice, subjective expected utility theory (SEU), discussed in Section 3.3, is based on the assumption that people are perfect rational decision makers [59]. Clearly, this is not the case and there is a host of work in the literature making this point [60]. Prospect theory [61] adds to this by showing that humans are not even consistent in their evaluation of specific outcomes of actions. As a result, even if there were a single model for rational decision making, it would be subject to changing interpretations. Daniel Kahneman suggested that our inability to be equally aware of the bad things as we are of positive and good things might be a natural human trait [62].

In the context of computer games and artificial intelligence, player modelling has been an important research domain for decades where one of the key challenges is behavioural consistency [63]. There is a growing number of complementary and competing models [64], some of which have been strongly influenced by various aspects of human emotional behaviour [63]. Generally, player modelling can be seen as a loose concept [65] aiming at the design and study of computational models for players in games [66], be it human or AI players. For the industry, predicting player behaviour (with the aim to adjust the game to the player) [67] or the fact that behavioural and cognitive capabilities akin to that of humans has the potential to greatly increase the believability of agents [66] have been a driving factor. The view that certain social and cognitive aspects are basically required by any intelligent system [64] is supported by experts from the field of AI, such as Marvin Minsky [39] and Herbert Simon [68].

As stated in [18], attitude is a hypothetical construct that represents an individual mental predisposition either for or against some concept or idea. Simply changing the framing of a question or problem can shift our preferences for specific outcomes [69]. This established fact is incompatible with
The Theory of Planned Behaviour (ToPB) in psychology, a theory regarding the link between attitudes and behaviour ([71,72]), provides a model for human behaviour that treats the attitude a person has towards some action as a relevant factor in the decision making process as to whether to execute this action. This theory implies that the attitude someone has towards a certain behaviour influences that person’s likeliness to subsequently exhibit it. It is of interest to us in the context of this article, as we used the related description for behaviour as the basis for our formalism.

According to ToPB and with respect to actions and behaviour, human decision making is guided by three different considerations and beliefs:

1. **Behavioural beliefs**: Behavioural beliefs are someone’s expectations about the likely outcome of actions, paired with the subjective view of these outcomes.
2. **Normative beliefs**: Normative beliefs are the opinion of others regarding the outcomes of actions, the personal intention to adhere to these peer standards as well as the desire of the individual to live up to the expectations of one’s peers.
3. **Control beliefs**: Control beliefs are one’s level of confidence that they have control over all relevant factors required to bring about an outcome.

Figure 1 illustrates this model and how the mentioned beliefs and considerations influence one’s intentions and subsequently one’s behaviour. This theory has formed the basis for previous work on the evaluation and the assessment of human game-playing behaviour.

![Figure 1. The Theory of Planned Behaviour (simplified illustration) [71,72].](image)

3. **Formalisms**

In this section, we introduce established models and formalisms from:

(a) **behavioural psychology** (i.e., the TACT paradigm, Section 3.1) to formally describe behaviour;
(b) **philosophy and logic** (i.e., classical propositional logic as well as modal logic, Section 3.2); and
(c) **game theory** (i.e., game theory, utility theory and subjective expected utility theory, Section 3.3).

The first provides a formalism to describe behaviour, the second a formalism to express the so-described behaviour in a way that the evaluation thereof can be automated, and the third models for rational decision making that can be augmented to include behavioural preferences provided this way.
3.1. The TACT Paradigm

With respect to observable aspects of behaviour, we continue to use the works of Icek Ajzen as our reference point, specifically the TACT (Target, Action, Context and Time) paradigm that was suggested for the design and the evaluation of questionnaires (within the context of ToPB related research). We previously discussed our choice for TACT in [19–21,24].

Ajzen [73] argued that, to define behaviour sufficiently (within the context of ToPB), four aspects of any behaviour have to be defined: Target, Action, Context and Time (TACT). His running example is “walking on a treadmill in a physical fitness center for at least 30 min each day in the forthcoming month”, and he states that the distinction between these four aspects is not always clear. Ajzen himself pointed out this ambiguity and suggests that there are many possible additions to his basic TACT paradigm (e.g., “within the next month” can include “next Tuesday”). We argue that, within the scope of this article, the four TACT aspects suffice. However, we point out that we neither expect these four nor the TACT approach itself to be the optimal solution to all applications or problems. There are a number of theories in the field of behavioural psychology and the adopted theory and paradigm will depend on the specific focus of the application. The specifics of the project for which the formalism (presented in Section 5) is eventually used will determine the extent to which a finer grained distinction if TACT (or indeed a different paradigm) is required. Furthermore, complicated extensions will complicate the formalism presented in this article without adding value to the conceptual approach and are therefore omitted here. For most applications, the presented level will suffice; for more demanding applications, the extensions would probably have to be very specific to the application, but would not be conceptually different. Therefore, we argue that the extent of the introduced material suffices for this article.

Examples

As above, our running example [73] is “walking on a treadmill in a physical fitness center for at least 30 min each day in the forthcoming month”. The TACT elements in this and similar statements could be:

Action: walking, exercising, working out
Target: on a treadmill, on a stair master, on a walking machine
Context: at home, in a physical fitness centre, in the gym
Time: for at least 30 min each day in the forthcoming month

Another set of examples, closer to what we use (see Section 5.2), is:

1. This summer, Person A sells a boat to Person B in Edinburgh.
2. Last year Person A bought a boat from Person C in Glasgow.
3. The next five months Person A will not sail on the Clyde.

The TACT elements in these examples could then be identified as:

Action: buy, sell, sail
Target: Person A, Person B, Person C
Context: in Glasgow, in Edinburgh, on the Clyde
Time: this summer, last year, the next five months

We elaborate on this in detail in Section 5.2 and continue first by introducing logic as a formal and well-defined language which can be evaluated by automated processes.

3.2. Propositional and Modal Logic

In the most general description, logic “may be regarded as the systematic study of thought” [74] and it has been referred to as the “theory of good reasoning” [75]. “Thought” and “reasoning” are concepts associated with the field of psychology [76], which also concerns itself with “decisions” and
“choices” [77]. However, we should not treat the field of logic as a sub-category of psychology (which it could, arguably, be considered [78]), because the logical distinction between valid and invalid inference does not refer to the way we think [79]. Kant wrote that the emphasis of logic was not on how we think but on how we ought to think [80], and, indeed, humans have been observed to think and reason in an irrational and very un-logical way [81]. The use of logic in this article is exclusively as a formalism, to make unambiguous statements about behaviour. We discuss common models for behaviour from the field of behavioural psychology, and, when it comes to investigating behaviour, it is those we draw upon.

3.2.1. Propositional Logic

Propositional logic (PL) (cf. [82]) is not concerned with anything but propositions which are statements that are either true or false [83]. As such, PL treats the world about which it reasons as a snapshot, a photograph if you will, which is static. Therefore, PL is incapable of expressing change, uncertainty or probabilities but only individual statements p and q and their truth values (so named by Gottlob Frege [84]). These propositions could mean anything; a logician is not really concerned with the actual state of affairs as long as there are ps and qs to reason about.

This implies a very narrow minded view on the world as it excludes anything that cannot be unambiguously evaluated. However, for our purpose, this view is sufficient. We consider a finite set of such propositions, traditionally called Φ [85], to be enough for an adequate description of the world.

Syntax and Semantics

In what follows, we denote such atomic statements in Φ by p and q and introduce the means to combine them into more complex statements. We now introduce two such connectors: the first, “¬” we call not (usage ¬p) and “∧” which we call and (usage (p ∧ q)). Since we take this narrow view on the world where everything is either true (T) or false (F) (the latter being defined as ¬T), we can define the meaning of these connectors unambiguously by giving their truth tables [86], i.e., by defining their truth values for all possible combinations of truth values of the propositions they cover (cf. Table 2). In the first case, there are only two (p can only be true or false), while, in the latter, there are four: both p and q are true, p is true and q is not, p is false and q is true, and both p and q are false:

<table>
<thead>
<tr>
<th>p</th>
<th>¬p</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>p</th>
<th>q</th>
<th>(p ∧ q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
</tbody>
</table>

The syntax for any well formed formula (wff) φ in PL(Φ) (propositional logic formulae constructed over propositions contained in Φ) is defined as follows: φ ∈ PL(Φ) if and only if (iff):

φ = p | T | ¬ψ₁ | ψ₁ ∧ ψ₂

with p ∈ Φ and ψ₁, ψ₂ also wff of PL(Φ). The above means that a formula φ is: (a) a proposition; (b) a truth value; (c) the negation of a formula; or (d) a conjunction of two formulae.

Syntactic Sugar

We use symbols which enhance readability of formulae but do not add expressiveness to the language. These symbols can be considered mere abbreviations for longer formulae which would otherwise be confusing or counter-intuitive; the above introduced “false” (F), defined as ¬T, is an instance of such syntactic sugar. Commonly, PL has additional symbols for three more operators:
\( \lor \) stands for “or”, \( \rightarrow \) for “if \( \ldots \) then \( \ldots \)” and finally \( \leftrightarrow \) represents “if, and only if”. Their syntax is as follows: \((p \lor q)\), \((p \rightarrow q)\) and \((p \leftrightarrow q)\). However, a well-known result, DeMorgan’s Law \([87]\), states that these connectives are merely abbreviations and that they can be rewritten using only the operators \(\land\) and \(\neg\):

1. \((p \lor q)\) is equivalent to \(\neg(\neg p \land \neg q)\)
2. \((p \rightarrow q)\) is equivalent to \(\neg p \lor q\)
3. \((p \leftrightarrow q)\) is equivalent to \((p \rightarrow q) \land (q \rightarrow p)\)

These rewritten rules come in handy in Section 5.4 when we provide a mechanism to evaluate a statement in a specific state \(s_j\) of a game. The remaining ambiguities can be removed by introducing brackets to distinguish, e.g., between \(p \lor (q \land r)\) and \((p \lor q) \land r\). With this in place, translating these formal statements into some semi-natural language \(L\) and vice versa is straightforward (see Section 5.3).

### 3.2.2. Modal Logic

Generally speaking, modal logic is any logic with modalities. Recall that PL is only concerned with what is true or false. This, however, is very far from modelling a variety of issues of our daily lives where we constantly encounter things that are possible, probable, or sometimes follow necessarily. Modal logic allows for models that entertain two different, possibly even contradicting, states that the world could be in. Such states constantly occur in our lives and as our world around us evolves we continuously update and change our representation thereof. In other words, change and uncertainties are part of our environment and a formalism meant to describe behaviour will have to allow for this.

#### Syntax

Modal logic is propositional logic enriched with modalities. Syntactically this is achieved by adding a unary modal operator, \(\Diamond\). The syntax for any well formed formula (wff) \(\phi\) in ML(\(\Phi\)) (modal logic formulae constructed over propositions contained in \(\Phi\)) is defined as follows: \(\phi \in ML(\Phi)\) iff:

\[
\phi = p \mid T \mid \neg \psi_1 \mid \psi_1 \land \psi_2 \mid \Diamond \psi_1
\]

with \(p \in \Phi\) and \(\psi_1, \psi_2\) also wff of ML(\(\Phi\)). The above means that any well formed formula of modal logic is: (a) a proposition; (b) a truth value; (c) the negation of a formula (of propositional or modal logic); (d) a conjunction of two formulae (of propositional or modal logic); or (e) a formula of propositional or modal logic with a modality added. We add a second symbol for the dual, \(\Box\), which is defined as: \(\Box \phi = \neg \Diamond \neg \phi\). The reason this is (again) syntactic sugar is explained below.

#### Semantics

In Mathematical modal logic: a view of its evolution \([88]\), Goldblatt wrote that Leibniz considered the concept of possible worlds and Wittgenstein spoke of possible states of affairs. He stated that, in \([89]\), Saul Kripke provided a semantic model for a modal logic, which is often referred to as possible world semantics because it allows for different propositions to be true in different states, which are connected to each other by an accessibility relation. While this is not the only semantic for modal logics (cf., e.g., \([90]\) for a non-Kripke semantics), this approach (to interpret modal formulae in models of possible worlds, with different state descriptions and in a relational structure) is exactly what we need (cf. Section 4.4), and thus the semantics we provide.

**Note:** Modal logic is consistent, complete and decidable \([91]\). Since ML extends PL, so is PL.

### 3.3. Game Theory and Rational Choice

Hastie and Dawes \([77]\) dated the idea of rationality to the Renaissance and the middle of the 16th century. In the following century, Pascal and de Fermat devised an optimal strategy for betting (in games of chance) \([92]\). A more recent work on rational decision making—considered
to be a founding book for the field of Game Theory and already mentioned above (Section 2.2)—is “Theory of Games and Economic Behaviour” [42] where the authors compared economical behaviour to mathematical notions of strategic games [93]. With respect to game theory, Davis [93] agreed that “[t]he definition of game theory is very broad”. It is a collection of rigorous models aiming to explain interactive decision making [40] and a collection of analytical tools to understand the interaction between decision makers [94].

Amongst the decisions investigated by game theory is, e.g., strategic bargaining behaviour. There are many experiments from psychology that show humans are likely to punish unfair behaviour [95]. However, fair and rational are often conflicting behavioural stances. Without wanting to open this philosophical debate here, it should be noted that one underlying assumption of the term game (and in the field of game theory in general) is that an action is aiming to maximise the agent’s pay-off or reward. The fact that Osborne and Rubenstein’s model for rational decision [94] includes the individual player’s preference over the outcomes of actions directly implies that there is not one global preference shared by everyone (a generally adopted and supported understanding of what fair is). This means that their model for rational choice is concerned with rational, but not necessarily fair, decisions and that within this model the punishment of unfair behaviour can be irrational. Indeed, humans often fail to behave rationally [92]. In addition, Tversky and Kahneman [69] famously showed that the subjective evaluation of outcomes itself can be inconsistent when its outcome depends on a reference frame: differently framed versions of the same mathematical choice can illicit opposing outcomes [96].

Furthermore, the most rational decision, as calculated in a mathematical model such as the ones provided by game theory, is not always the most beneficial in the real world: for example, in October 1962, the Cuban missile crisis brought the world to the brink of nuclear war. Because of the magnitude of the payoffs (i.e., the potential consequences of the decisions taken, and the implications thereof), one would expect the decision making process to be guided by rational considerations. Indeed, “[t]he Cuban missile crisis is often held up as a model of rational decision-making” [97]. However, recent analysis has indicated that the decision making process that led Kennedy to the actions which eventually de-escalated the crisis were not rational in the traditional sense; only small differences in the circumstances would have led to very different events, potentially to global nuclear war [97]. Another example is the fact that, in the 1950s, von Neumann, using game theoretic models, argued for a pre-emptive and unprovoked nuclear first strike against Russia, something he saw as the most beneficial move in the game of nuclear proliferation [54]. Since then, the view of the underlying model has changed: Sagan [98] claimed that “preventive war is unlikely to lead to a safer nuclear future. Given the gravity of the risks we face, careful and steady movement towards global nuclear disarmament should be our goal”.

These examples shows us that we can only use a theory to discuss its underlying model, whether the inferences made are then transferable to the real world depends on how adequate the model is. This is a very important consideration: we use common models and assume the existence of, e.g., preferences, but make no claim about these models and preferences being representative for the real world and for how humans really think, reason and, ultimately, behave. The latter is left to the experts; our stated aim is to assist them by providing a formalism, a tool so to speak, for their investigations.

3.3.1. Game Theory

Game theory is concerned with rational decision making. Its founding book [42] was written by a mathematician and an economist, which indicates what the field is about: mathematical models for social interactions which are on the one hand very well defined and on the other driven by a preference which is easily understood and modelled: the direct benefit of the acting entities.

Game theory is a decision making tool for scenarios where the individual choice and an element of chance are not the only deciding factors for the outcome of actions: the actions of others or changes in the environment (no matter how predictable) are included in the model [93].
Its formalism is mathematical, but the concepts and ideas modelled in Game theory are not inherently mathematical [94]. The descriptions and definitions of Game theory are stated formally to avoid ambiguity. The concepts that are captured can be understood intuitively (cf. [93]). Because of the interactive nature of the sequences of decisions we consider, we call the situations which we investigate games.

In these games, we have players, i.e., decision makers, whose actions and decisions are presumable guided by a strategy, i.e., a plan that allows the player to choose an action in all possible circumstances that can arise. Throughout the game, and especially at the end, there are payoffs, i.e., a reward or a punishment for each player, which can be compared between players to determine a winner.

Osborne and Rubenstein [94] provided a more formal model for rational behaviour (in the context of games): a set $A$ of actions has a set $C$ of consequences, there are rules $R$ which define the consequences of actions (or, as we below (cf. Definition 6 in Section 4.4.1) call it, determine transitions between the individual states of the game) and some preference function $\succ$ orders these consequences according to how desirable they are. The latter is often determined by a utility measure. All the above form the basis for the formalisms presented in Section 4.3 as well as Definitions 13 and 14 in Section 5.6.

3.3.2. Utility Theory

Von Neumann and Morgenstern [42] acknowledged the “conceptual and practical difficulties of the notion of utility”. Our use of utilities permits us to use a straightforward numerical representation; a full philosophical discourse is outside the scope of this work, as it was outside the scope of [42].

Suffice it to say that, as marginally mentioned Osborne and Rubenstein [94], preferences are sometimes (as in our work) defined in terms of a numerical value given to the individual consequences of actions, expressing the utility value of this consequence. A preference function is then simply a means to calculate for any two consequences which, if any, is preferable to the other.

Let us briefly discuss what we understand by the term utility value: as Davis [93] pointed out, before making a decision to get what we want, we first have to have a clear understanding of what it is that we want. There is the philosophical argument that this is ultimately not the subject of a conscious decision [99], along the lines of: we are free to do that which pleases us the most, but we are not free to decide what it is that pleases us. Moreover, we change our mind when the context (but not the choice) changes [100]. Experiments have shown that humans are neither consistent in what pleases them [101], nor are they pursuing their desires consistently [102]. These are considerations which are not relevant for our use of utility: our aim is to provide a simple model for behavioural artificial intelligence (cf. Section 5.6). Whether this model meets the standards of psychologists is not relevant, as we argue that the model is such that it can be amended by practitioners to meet their standards.

For us, it suffices to adopt the following basic assumptions from [103,104]: with respect to assigning a utility value to the consequences of actions, all outcomes are comparable and for any two outcomes, the preference is either clearly for one over the other, or for both (such that both outcomes are equally preferred and thus equally acceptable). Furthermore, preference and indifference are transitive (if $A$ is preferred over $B$, and $B$ is preferred over $C$ then $A$ is also preferred over $C$). Since we are using a mathematical formalism already, the domain of numbers lends itself to express utility. By assigning a finite number of numerical values to any outcome, we add nothing new but facilitate the representation of a preference as an already intuitively understood operation (equal or greater than) [93].

3.3.3. Subjective Expected Utility (SEU) Theory

In the 17th century, it was proposed that, to calculate the risk—and prevent the worst—of harm, two subjective questions more than any other are considered: how much harm would this cause and how likely is it that this is going to happen (to me) [92]. There are a number of issues with simply assigning a utility value to consequences. As extensively discussed in the literature (cf. [102]), one of the issues is that there is often no certainty for an outcome to result from a specific action, only a probability. Another is that the evaluation of an outcome can strongly depend on the context [105].
Simon’s model [16] of rational choice does allow probabilities for outcomes but assumes a constant utility for them. This model is briefly discussed here because it will be used in Section 5.6 to model rational behaviour. Simon himself pointed out that there are two aspects of any research on rationality: capturing what should rationally happen (normative) and what actually happens (descriptive) [14]. In [16], Simon suggests that a model for rational behaviour requires some of these elements:

- A set of behaviours from which to choose
- A subset thereof to consider
- A set of possible futures, resulting from the different behaviours/actions
- A payoff function representing the utility
- A function to determine the outcome a certain action will bring about
- Some information about the probability of that particular outcome occurring

Simon’s model is very similar to our formalisms presented in Definition 13 because they were inspired by it. Generally speaking, it has to be understood that SEU is just a theory, that there are a number of theories (there is a good summary of them in [106]) and that there is criticism to SEU [107], notably, the work on Prospect Theory by Kahneman and Tversky [61]. Furthermore, prominent scholars such as Gigerenzer and Goldstein [36] have argued that there is no single model for human decision making but that we use a plethora of approximation techniques and heuristics to navigate every day life. We do not pass judgement on the appropriateness of SEU over other theories; it is used for this work because it captures aspects of interest to us but not more. Distinguished researchers have spent their careers on designing models for human behaviour and we are not trying to compete with them.

4. Games as a Discreet Environment for Controlled Behaviour Assessment

In the previous section, we have introduced models for behaviour and provided a formalism to describe specific behaviours. We have also discussed a certain behaviour type as being prominently discussed in the literature. In this section, we discuss computer games.

(a) We open by mentioning the use of games in psychology and education in general.
(b) We introduce a certain type of game which fits our purpose. The aim is to advocate the use of games as controllable environments where test subjects can be subjected to comparable decisions (with the obvious aim to then record and compare these choices).
(c) The bulk of this section formally defines what we understand to be a game in Section 4.3.
(d) The bulk of this section provides a formal model of games in Section 4.4. This model can then be used to interpret behavioural statements (which is defined in Section 5) when expressed in the formalism presented in Section 3.

4.1. Psychology and Computer Games

The behavioural activity of engaging in play is considered by, e.g., Brown [108], to be a fundamental basis for development in complex animals, on par with the act of sleeping and dreaming. According to Bruce [109], it can be a significant part of maturing from children to fully rounded adults and a strongly determining factor in the shaping of a functioning member of society. The literature lists many positive aspects of the use of games for serious purposes. Although they are often marginalised as such, games have never been just a children’s medium [29]. Games have been used to great success to train complex problem management [110]—and problem solving [111]—abilities as well as practical and reasoning skills [112]. When used appropriately, they can significantly reduce training time and demands on the instructor [113]. Since games are generally something many people appreciate [114], they can have the advantage of maintaining high motivation levels in the learners [115]. The act of rehearsing is inherent to many games and as such is experienced as a pleasant repetition and not as boring rehearsals or automaticity training. For this reason, games have been widely used for decades now by large firms and companies to train their employees. Games have
been used in many areas as training and simulation tools: military training, teaching exact sciences (specifically mathematics), training in software engineering, computer science and information systems as well as medicine ([116–124], respectively).

We refer to [115] for a detailed account of the importance of intrinsic motivation to the designer of serious (computer) games. Two comparative studies, conducted in 2005 and 2007 have shown that challenge, curiosity and cooperation consistently emerged as the most important motivations for playing computer games, suggesting that appropriately designed games have a large potential to be suitable evaluation tools. For the full report on these findings, we refer the reader to [125,126].

The term serious games is not confined to education [127]: so-called business games were already proposed for research in the 1960s (e.g., [128]) and 1970s (e.g., [129]). It is safe to say that these games have been analysed from many different perspectives, both negative (e.g., aggression, violence or gender stereotyping) and positive (e.g., skills development, engagement or motivation) [130].

### 4.2. Resource-Management Games for Serious Games

Resource-management games (RMG) are games in which a player is in charge of some coordinated effort in some simulated world. Perhaps the most famous example of this genre is SimCity, which has enjoyed so much attention that it is even used for urban planning and simulation [131]. Recently this type of game is being developed both as entertainment as well as a tool in professional contexts [132].

The overall goal of resource-management games is to maximise the outcome of the coordinated effort. In these games, the player often has to reach a number of intermediate goals and, to do so, the player has a limited number of choices to attain these sub-goals while using limited resources. This commonly forces some sort of tradeoff which requires the player to plan ahead for future actions. Therefore, such games provide a suitable platform to create controlled environments to study the interaction between the participating entities.

Malone [115] provided a detailed account of important aspects of intrinsic motivation in the design of serious games. It suggests that intrinsic motivation is created by four individual factors: challenge, fantasy, curiosity and control; as well as three interpersonal factors: cooperation, competition and recognition. Interestingly, these factors also describe what makes a good game, irrespective of its educational qualities. This parallel between what makes a good gaming experience and a good learning experience is also identified by Gee [133]. We are confident that RMGs can be designed to meet these requirements and are therefore an ideal type of game for our needs because:

- **They are challenging** due to restricted or limited resources, location and time, the need to plan ahead and the multitude of potentially conflicting objectives.
- **They stimulate** the fantasy by putting the player into an unfamiliar and imaginary position.
- **They constantly require** the player to control issues arising from the continuity of the game and from the actions of competing AI or human players. Choosing a behavioural strategy in response to actions of others is a substantial part of the game.

The two games presented in Section 6 as proof-of-concept implementation for either a formalism to capture (and evaluate in an automated manner) player behaviour (cf. Section 6.2) or for a rudimentary implementation of a behavioural game-playing AI (cf. Section 6.3) are both resource-management games.

### 4.3. Defining a Game

Since 2005, there has been the General Game Playing Competition ([GGPC](http://games.stanford.edu/)) ([134]) where programs compete in playing games. The games to be played are unknown in advance and the programs compete different types of games expressed in a Game Description Language ([135]). Other approaches and frameworks exist but there is no unanimously accepted definition for the concept of games in the literature, and some argue such a definition cannot exist. The definitions provided in this section are carefully chosen to suit the intended scope and domain of the presented formalism. They are not meant to cover any and all aspects of games. In the context
of this article, a game is played by a finite number of entities engaging in it, which we call players. There are no restrictions on their number except that we consider only finite groups of players and we require a minimum of one player for any game.

Here, we first discuss how to capture the essence of a game. This is not meant to be an algorithmic way how to actually compile a complete description of a game but is intended to serve as a definition of concepts. In the broadest sense, any game of the type we are considering can be defined by the set of all possible ways it can be played. The transitioning (by legal moves) from the start configuration of a game to an end state is what we call a history. Such a history can be seen as a sequence of admissible states the game can be in. To maintain the abstract nature of our approach, these notions are kept general for the moment. The relevant definitions are provided as they are needed.

The transition from one state to another happens after some action is taken or some event takes place. Since we already have actions as a term used in the context of the TACT paradigm (cf. Section 3.1), we call these transitions between states a move instead. In a game, there are traditionally rules determining the available moves, which are formalised in this article as a function mapping a state and an action to another state (see Definition 3).

Definition 1 (Players, states and moves). A game $G$ consists of a set $P_G$ of $n$ players, a set of states $S_G$ (containing a starting state $s_{\text{start}}$) and a set $M_G$ of $n$ move functions $M_i : S_G \to S_G$. That is, $M_i(s)$ is a set of states to which a move from $s$ is allowed. States $s$ such that $M_i(s) = \emptyset$ are called “final states”.

In our definition, we also include the move the player made, i.e., the transition from one state to the next. While this is not of direct use to us in the implementations presented in Section 6, it is included here to maintain the general nature of the approach.

Above, we define both the set of states as well as the set of possible moves to be finite. A history of a game however could be infinite if we allow the return to previously visited states, i.e., if we allow cyclic games. For the purpose we have in mind, infinite games are not relevant. Either way, as defined though the complete set of admissible histories (and as a logical consequence from the finiteness of the set $S$), there is, for any state, a finite subset of $S$ which can be directly reached from it. This accessibility is formally expressed by the relation $R$, defined in Definition 3.

Definition 2 ($H$, a set of histories). Let $H_G = \{h_1, \ldots, h_{n_{HG}}\}$ be the set of admissible histories of game $G$. An arbitrary history is a sequence of transitions $\langle \text{state}, \text{move}, \text{state}_\text{next} \rangle$ between states: $h_i = (\langle s_{\text{start}}, m_0, s_1 \rangle, \langle s_1, m_1, s_2 \rangle, \ldots, \langle s_n, m_n, s_{\text{end}} \rangle)$ with $s_{\text{start}}$, a starting state of the game and $s_{\text{end}}$, a final state.

Note that by this we assume that the information contained in the description of a state suffices to fully define it. That is, if a state is reachable from a given state in one incarnation of the game, it is always an admissible next state from there. This is because the rules of the game do not change, and thus the relation between states does not change either. This will be of importance in Section 5.6 as we consider the rational process of deciding on a suitable next state based exclusively on the information contained in states (and not based on the history or other parameters of the game).

At any stage throughout a game, there is one (partial) history that has led to the current state (the past which has already happened) but there may be a series of branching possible histories (the future which has yet to be played). This is of interest as we use our model for games in two ways: firstly, we evaluate the behaviour of players throughout the game (cf. Section 6.2), in which case we consider the single history of the game, as it was played. However, for the behavioural AI playing the game (cf. Section 6.3), the consideration of the possible future histories is relevant for the process of making a rational or behavioural decision on how to play.

From the above, that is, from histories, states and moves, we can derive the rules that govern the game. However, contrary to the intuitive understanding of rules in a game, we do not attempt to formalise the set of instructions that normally constitutes the set of “rules for a game”. Instead, by defining, for any existing state in a game, all reachable next states and the corresponding action,
we effectively cover all relevant rules of the game. Our choices are motivated by the formalism proposed in Section 5 which is based on modal logic (cf. [85] and Section 3.2.2) and game theory (cf. [94] and Section 3.3.1).

By locating all occurrences of a state \( s_i \) in all histories in \( \mathcal{H} \), we can collect the set of states reachable as next state from \( s_i \). By taking the actions under consideration, we can partition such a set into proper subsets that represent the states reachable from \( s_i \) by performing a specific action \( a_j \).

We do not mean to imply that all games included in these histories have to be played before they can be included. The intention behind the concept of a history is that this is a concept, not the list of all games that have been played to this stage. There is such a set, and from that set we could derive the rules. The approach is along the lines of the game theoretic evaluation of, e.g., the game chess, where nobody is expecting that the researchers actually have a full list of all possible chess games.

**Definition 3** (The rules of a game \( \mathcal{R} \)). Let \( \mathcal{R}_G = \{ \mathcal{R}_1, \ldots, \mathcal{R}_n \} \) be the set (of sets) of rules, one for each player \( i \in \mathcal{P} \). Each of these sets \( \mathcal{R}_i \) is itself a set, containing elements of the form \( (m_j, s_p, s_q) \) (i.e., a move and the state in which it is performed as well as the resulting state), on which we impose the restriction that \( s_p \neq s_q \).

This gives us for each player a full list of all state-transitions this player can bring about. The distinction between players and moves is relevant as players may assume different roles in the game and thus not be allowed to make the same types of move, however, their moves may overlap. Note that the above given definition for the rules of a game does not allow for moves that result in no change of the state of the game (reflexive relations), which is (in the context of this article) acceptable because we focus on the active behaviour within the game. Unless remaining passive is considered a conscious action, any action (behavioural decision) should have a consequence. This is a design choice, and if such reflexive relations are wanted, they can be used, and the model does not prohibit this. Amending Definition 3 to that effect has no impact on the overall formalism.

We can now define the concept of a game. Since we only consider states that can actually be reached (i.e., occur in the history) and moves which are actually performed at least once in at least one history, the set \( \mathcal{H} \) does define both the sets \( \mathcal{S} \) and \( \mathcal{M} \). Furthermore, since we constructed the set of rules \( \mathcal{R} \) from \( \mathcal{H} \), this is also indirectly included in our definition of a game:

**Definition 4** (A game \( \mathcal{G} \)). A game is defined by the tuple \( (\mathcal{P}, \mathcal{H}, p) \) with:

- \( \mathcal{P} \) the set of players \( \{1, \ldots, n_{\mathcal{P}_G}\} \).
- \( \mathcal{H} \) the exhaustive set of histories \( \{h_1, \ldots, h_{\mathcal{P}_G}\} \).
- \( p \) a function \( p : (\mathcal{H}) \rightarrow (\mathbb{R} \times \ldots \times \mathbb{R})_n \) mapping histories to individual payoffs for the \( n \) players.

The only thing new here is the payoff function. This function will assign a value to the victory of the individual players. This can range from simply indicating win or loss (boolean 1 or 0) to a function as complex as the game requires. As explained above, we can derive \( \mathcal{S} \), \( \mathcal{M} \) and \( \mathcal{R} \) from \( \mathcal{H} \).

We do not include time constraints (e.g., maximum time for a move, etc) in our considerations, as we do not need them for the application we have in mind. Here, we first provide a model for these games, and then discuss the formalism that allows us to describe the players’ behaviour.

### 4.4. Modelling a Game

We model games on relational structures, often called Kripke models which are explained in Section 4.4.1 [136]. These are often used to provide semantics for modal logic (Section 3.2.2) and are very similar to models used in game theory (Section 3.3.1), both of which are used here. We briefly discuss disjoint sub-models (Section 4.4.3), specific instances of games (Section 4.4.5) as well as games with uncertainties (Section 4.4.6).
4.4.1. Possible World Models (Kripke Semantics)

We formally introduce $\Phi$ (which we have already identified before, cf. Section 3.2.1) the collection of all variables that fully describe any individual state of the game:

**Definition 5 (All relevant aspects of a game $\Phi$).** For any state of a game, there is a finite set of atomic statements/variables capturing all its relevant aspects, and we define $\Phi$ as the smallest set of all such statements.

Regarding individual elements in $\Phi$, we require that they are atomic, i.e., not the combination of smaller statements. The statement “it is raining and it is Sunday”, e.g., could be the combination of two atomic statements “it is raining” and “it is Sunday”, in which case it would not be in $\Phi$.

To provide a formal model for games, we only represent the underlying structural aspects of a game. We argue that it suffices to represent, for any state of the game, which other states are reachable from it (cf. Section 3.2.2 where possible world semantics are discussed). This abstract modelling suffices for the analysis of games in which, e.g., the number of options available to the opponent is of importance. This could be because rendering the opponent without possible moves constitutes a win or, more practically thinking, because we might not have the resources to compute the full range of options so that restricting the opponent’s moves as much as possible may give us a better reasoning position.

Given a game $G$ we now define a model $M$ for that game as follows: Recall that $G$ is defined as a tuple consisting of the set of $n$ players, $P$, the set of histories $\mathcal{H}$ (sequences constructed over the set $S$ of states and moves) and a function assigning payoffs to the players with respect to a history. We use standard concepts and definitions from modal logic (cf. [85] and Section 3.2.2) to capture the relational structure of a game. Consider that we are not interested in all the details of the specific game being played, but only the course a game can take. We start by introducing the idea of a so-called frame [85], i.e., a formal structure of a game without the information $\phi$ assigned to the individual states. This information can be added later, transforming such a frame into a (less generic) model of a specific game. The reason for considering the formal structure of a game is to get a better understanding of the game. This enables the game designer to verify whether a game can become, e.g., cyclic, or, more importantly, whether a game can be seen as a multitude of identical sub-games (structure wise), where, e.g., only the order of the players differs. Through this, the representation of the game can be reduced, which would in turn be expected to reduce the computational demands. The argument is that a frame captures all possible incarnations of a game that follow the rules, applying automated reasoning to this structure can vastly reduce the size of the search space. We do not insist on this model, but our section on game design (Section 6.3.3) motivates our use of frames.

We are interested in the possible successor states for a given state. To this end, we rewrite the information contained in $\mathcal{H}$ to $S$ and $R$ and define the formal structure of a game over just these two:

**Definition 6 (Formal game structure $\mathcal{G}$).** Let $\mathcal{G}$ be the formal structure for game $G$ with $G = \langle P, \mathcal{H}, p \rangle$. As such, $\mathcal{G}$ is called a frame of game $G$ and defined as the tuple $\langle S, R \rangle$ with:

- $S$ the set of states $\{s_1, \ldots, s_i\}$.
- $R$ a set of rules $\{R_1, \ldots, R_{n_{rel}}\}$.

Analogous to the terminology used in [85,137] (cf. Section 3.2.2), we include a valuation $V$ that bijectively maps state names to subsets of $\Phi$ (defined above, Definition 5), i.e., some set of statements $\Phi_j$ (with $\Phi_j \subseteq \Phi$ and such that $\Phi_j$ is a complete description of state $s_j$).

**Definition 7 (A valuation $V$).** We introduce a valuation $V$ to assign a subset of $\Phi$ to each state of a game: $V = \{(s_1, \Phi_1), \ldots, (s_i, \Phi_i)\}$ with $\Phi_1, \ldots, \Phi_i \subseteq \Phi$. 
Valuations are not related to payoffs and other game related concepts. They are the assignment of truth values to propositions. Using frames and the valuation, we introduce the notion of a model:

**Definition 8 (A model 𝜑).** We introduce $\mathcal{M}_\mathcal{G}$, a model of $\mathcal{G}$, defined by $\mathcal{F}_\mathcal{G}$ and a valuation, i.e., the tuple $⟨\mathcal{F}_\mathcal{G}, \mathcal{V}⟩$ or $⟨\mathcal{S}, \mathcal{R}, \mathcal{V}⟩$ with:

- $\mathcal{S}$ the set of states $\{s_1, \ldots, s_i\}$.
- $\mathcal{R}$ a set of rules $\{\mathcal{R}_1, \ldots, \mathcal{R}_n\mathcal{M}_\mathcal{G}\}$.
- $\mathcal{V}$ a valuation $= \{(s_1, \Phi_1), \ldots, (s_i, \Phi_i)\}$

**Practical Considerations**

Since we construct the set states of the game from the histories of a game, we consider only those states of a game that can actually occur. In chess, for example, there are board configurations that, while consisting of legal placement of figures of the game, can never actually occur in a game. In practice, however, one would most likely not enumerate all possible histories but instead simply create the superset of all states and then, through some algorithm, exclude those that are unreachable from any starting position. By this, we do not mean that this set would actually be created in the sense that it would contain all such states. Instead, we would define how the elements of this set would look like and then place some restrictions on them. To use the example of chess again, this would be a description of the placement of pieces on the board, restricted by some constraints.

**4.4.2. Potentially Infinite Games**

We already mentioned above that our definition of a model covers games with potentially infinite histories since the model can be cyclic. In fact, all we require is that $\Phi$ is finite, i.e., that the number of atomic facts we are willing to consider in our model is finite. From that, the finiteness of $\mathcal{S}$ follows (consider that the maximum number of game states in which such facts are either true or false is limited (in fact, there are at most $|\Phi|^2$ if we exclude identical ones). That in turn makes $\mathcal{R}$ (see Definition 6) finite, while allowing histories of infinite length as players can revisit previous states.

Formally, the property of being cyclic is easily characterized. The existence of such histories might be an important factor since they may constitute a non-losing strategy, i.e., an approach that enables a player to prevent defeat. As an example consider the rule in chess that states that after a certain number of repetitions the game ends in a draw. For game designers, it should be of interest to verify that no such non-losing strategy exists. Note that the existence of a cycle does not necessarily imply that a player can force the game into this cycle.

**4.4.3. Disjoint Submodels**

As stated earlier, we initially defined a game as the set of all admissible histories. For a game such as chess, this means that we include all rule abiding sequences of moves from the one starting position of the game. However, for other types of games, this might mean that we include the histories for all possible incarnations of the game, and thus far more than any one actual game might have. To illustrate this, consider the game of five-card poker where the reader might be dealt four aces or four kings, yet never both of these quartets in a single game. However, our definition of a model covers both. Figure 2 illustrates this: this model for poker consists of a number of (very similar) submodels which have no connection between them. In such a case, we can restrict our considerations and game design efforts to the submodel, which may considerably reduce the required work. Bear in mind that we are interested in games which we designed and and where the existence of submodels may be a design choice (cf. the second proof-of-concept game SoxWars, discussed in Section 6.3.3).
Depending on the game, sometimes a number of facts can effectively characterise the submodels (e.g., hands in poker), meaning that some properties of the model hold only in one of its submodels. Such a defining characterization may arise from a combination of facts which do not have any obvious relation with one another. We refer the reader to the practical aim of this work: we use games as means to an end, namely to create carefully controlled environments within which we want to define and control behaviour. Therefore, the choice of which behaviours to focus on, and the decision on how to structure the game around this will be subject to change. This intended use of the formalism suggests that the game itself will be designed carefully, and may be designed to match certain properties or allow the characterization of submodels. We discuss submodels here because they can provide a computational advantage over complete models: for example, in Definition 13, we use the notion of consequences and nothing prevents us from considering reaching a specific state (or a set of states) in a submodel as a desirable consequence. This will effectively allow us to apply the decision making process shown discussed in Section 5.6 to a submodel instead of the entire model.

We define submodels intuitively as follows: a submodel is a model that does not share any of its states with the rest of the model (with respect to accessibility, i.e., the worlds in the submodel are not reachable from any world that is in the model but not in the submodel). The submodels of $\mathcal{M}$ will thus partition $\mathcal{S}$ and $\mathcal{R}$ (and, since the valuation is on the elements of $\mathcal{S}, \mathcal{V}$) such that each world in a submodel is accessible exclusively from worlds within that submodel:

**Definition 9** (A set of subframes $\mathfrak{s}^{\text{sub}}$). Let $\mathfrak{s}^{\text{sub}} = \{\mathfrak{s}_{\text{sub}1}, \ldots, \mathfrak{s}_{\text{sub}_n}\}$ be the set of subframes of $\mathfrak{s} = (\mathcal{S}, \mathcal{R})$, then we require that $\mathcal{S}$ is partitioned by the mutually exclusive sets $\mathcal{S}_{\text{sub}1}, \ldots, \mathcal{S}_{\text{sub}_n}$ of the subframes and that all rules $\mathcal{R}_1, \ldots, \mathcal{R}_i$ in $\mathcal{R}$ are partitioned likewise by the corresponding sets in $\mathcal{R}_{\text{sub}1}, \ldots, \mathcal{R}_{\text{sub}_n}$. As we intend to define “disjoint” subframes, we also require that any such set $\mathcal{R}_{i, \text{sub}_k}$ may only range over $\mathcal{S}_{\text{sub}_k}$.

Disregarding the order, there is exactly one such set of subframes for any frame (see Definition 6) and it is clearly the last requirement that captures our intention behind this partition as it is the one responsible for the disjoint nature of our frames.

The definition of the submodels constructed over these frames is therefore:

**Definition 10** (A set of submodels $\mathfrak{M}^{\text{sub}}$). For model $\mathfrak{M} = (\mathfrak{s}, \mathcal{V})$, the set $\mathfrak{M}_{\mathcal{V}}^{\text{sub}}$ of submodels is constructed by pairing the elements of $\mathfrak{s}^{\text{sub}}$ with (mutually exclusive) partitions (as determined by the correspondence to the respective sets of worlds) of $\mathcal{V}$, i.e., $\mathfrak{M}_{\mathcal{V}}^{\text{sub}} = \{\langle \mathfrak{s}_{\text{sub}1}, \mathcal{V}_{\text{sub}1} \rangle, \ldots, \langle \mathfrak{s}_{\text{sub}_n}, \mathcal{V}_{\text{sub}_n} \rangle\}$.

The reader will intuitively understand the requirement that each partition of $\mathcal{V}$ should cover exactly those worlds included in the frame it is paired with. Since the sets of worlds in the subframes are disjoint (i.e., no world can be in more than one subframe), the partition of $\mathcal{V}$ is mutually exclusive.

**Figure 2.** Two heavily simplified models for chess and poker.
4.4.4. Characterizing Submodels

Having defined the notion of submodels, we now have the ability to formalise which elements of $\Phi$, if any, characterize them. Above, we explain that the valuations of the submodels $(\mathcal{S}_{\text{sub}}, \mathcal{V}_{\text{sub}_1}), \ldots, (\mathcal{S}_{\text{sub}}, \mathcal{V}_{\text{sub}_n})$ of $\mathcal{M}_{\text{sub}}$ are disjoint partitions of $\mathcal{V}$. The subsets of propositions assigned to the individual worlds are not under that constraint. Let us consider the collection of all propositions assigned to at least one world in a submodel $\mathcal{M}_i$ and call it $\Phi_{\mathcal{M}_i}$.

Practical Considerations

We might be interested in similarities between individual incarnations of a game. As frames provide us with a purely structural view on a game, subframes allow us to compare instances of games on that basis. Figure 2 (right) sketches a model for poker. Now, as the poker-playing reader will agree, a game of poker always looks the same to an outsider, as the game does not offer a great choice of different moves. The factual difference in games lies in the individual cards held by the players. Were it not for the choice to either bid, call or fold, all games would look exactly the same for the outside observer, right up to the last action (revealing the cards). In our model, this results in a large number of identical subframes, all of them differing only in the distribution of the cards. One benefit of introducing subframes is thus that, while the model for poker is rather large, the frame we get after removing all identical subframes is so small that it can even be drawn on paper.

For example, for the proof-of-concept game SoxWars (Section 6.3.3), several variations on the sequence of actions in a turn were considered. To someone designing and implementing a game, it may be of great help to be able to represent a game at this abstraction level.

4.4.5. Specific Instances of a Game

For games such as chess, the current model is already the model for any incarnation of that game. For most dice and card games, there are parts of the model that can never be reached in a game: for example, those states which differ from the hands that are actually dealt or the actual outcome of rolling the dice. In other words, in games involving the element of chance (such as poker), there will be disjoint submodels. To fix this, one could combine all submodels of a game under a master–root state, which may represent the state before the cards are dealt. However, since this does not fit in with the translation from $\mathcal{H}$ to $\mathcal{M}$, we now introduce the model for an arbitrary instance of a game.

Above, we define $\Phi$ as the set of all propositions needed to describe any history of a game. However, unless all games are actually the same, there will be some proper subset of $\Phi$, which we denote by $\Phi'$, that contains only those propositions that are relevant to the specific history in question. For example, the statement “Player 4 wins the game” is irrelevant for all cases of three players or fewer.

While the claim of irrelevance might seem a bit strong, we point out that Definition 5 defines $\Phi$ to be the smallest set of statements capturing all relevant aspects. Analogously, we do not require all propositions in $\Phi'$ to hold everywhere in the model, but we consider them relevant, i.e., they could be true somewhere in some state in the (refined) model. This is, again, a consideration aiming to reduce the model of a game to the smallest required form. This is a relevant factor when implementing the game and as such, the argument and this section further advocates the feasibility of the suggested approach.

From a given model $\mathcal{M}$ of a complete game, constructed over a set of propositions $\Phi$, we can construct $\mathcal{M}_{\Phi'}$, the model of a specific history (i.e., where $\Phi'$ is the set of all true propositions).

**Definition 11** (Refining upon $\mathcal{M}$). Let $\mathcal{M} = \langle \mathcal{S}, \{\mathcal{R}_1, \ldots, \mathcal{R}_m\}, \mathcal{V} \rangle$ be a model (over the set of propositions $\Phi$) and let $\Phi'$ be the propositions we deem relevant ($\Phi' \subseteq \Phi$). We construct the refined model $\mathcal{M}_{\Phi'} = \langle \mathcal{S}_{\Phi'}, \mathcal{R}_{\Phi'}, \mathcal{V}_{\Phi'} \rangle$ as follows:

1. $\mathcal{S}_{\Phi'} = \{s \mid s \in \mathcal{S} \text{ and } (s, \Phi'' \in \mathcal{V} \text{ with } \Phi'' \subseteq \Phi') \}$
2. $\forall \mathcal{R}_{\Phi'} \in \mathcal{R}_{\Phi'} : (m_j, s_k, s_l) \in \mathcal{R}_{\Phi'} \iff (m_j, s_k, s_l) \in \mathcal{R}_i \text{ and } s_k, s_l \in \mathcal{S}_{\Phi'}$
3. $\forall (s_i, \Phi'_i) \in \mathcal{V}_{\Phi'} : (s_i, \Phi'_i) \in \mathcal{V}_{\Phi'} \iff (s_i, \Phi'_i) \in \mathcal{V} \text{ and } \Phi'_i = \Phi_i \cap \Phi'$
Our notion for a specific instance of the game here is very loose as it depends on $\Phi'$. The above enables us to model the part of a game which we are interested in. This can be all incarnations of the game with at most three players or one specific game where Player 1 wins in Round 3, for example with a full house. Analogous to the above, we can also refine a model on the basis of insights gained during the course of a game or to reflect only a certain number of actions.

4.4.6. Uncertainties

We distinguish two types of games with uncertainties: those during which the uncertainties are successively removed and those where the uncertainties are a constant part of the game. To illustrate this, we name Memory (in the game Memory, players take turns to publicly reveal two cards; failure to pick identical cards (a pair) results in the cards being turned over again with their location unchanged) as an example of the former and Perudo (in the game Perudo, players place increasing bids on the total sum of their individual hands) for the latter. Furthermore, there are games that fall under both categories (in the game Texas Hold’em Poker, players do not show their own cards until the end but throughout the game a certain number of cards relevant for the final outcome are openly revealed).

In all of these, we can describe uncertainty as follows: if a player $i$ has imperfect information regarding a game, then $i$ has not access to the whole valuation, i.e., there are states for which the player does not know the truth value of all the propositions. Let $\mathcal{V}^i$ be the partial valuation available to player $i$. We can then construct model $\mathfrak{M}^i$ as defined in Definition 8. However, because of this, $\mathfrak{M}^i$ may now contain multiple states with identical valuation. If we collapse these onto each other (and update the relations appropriately), we get the subjective model for player $i$. If there exists an action in a state of $\mathfrak{M}^i$ that (for player $i$) leads to more than one possible state, we say that there is “uncertainty” for $i$ in the game. This notion is rather important as such a subjective model may no longer be deterministic, i.e., a straightforward application of a greedy strategy (always maximizing the player’s payoff) may not be possible. This comes back in Section 5.6 where this is discussed in the context of AI players dealing with probabilities of outcomes (instead of deterministic ones).

**Definition 12 (A model for a subjective view).** Let $\mathfrak{M}^i$ be a model representing the knowledge of player $i$ in a specific game of $\mathfrak{M} = (S, R, V)$ as captured by valuation $\mathcal{V}^i$ (which we require to meet the following constraint: $(s_j, \Phi'_j) \in \mathcal{V}^i, (s_j, \Phi_j) \in V \Rightarrow \Phi'_j \subseteq \Phi_j$). From $\mathcal{V}^i$, we define $\mathfrak{M}^i = (S^i, R^i, \mathcal{V}^i)$ s.t.:

- $(s_j, \Phi'_j) \in \mathcal{V}^i \iff (s_j, \Phi_j) \in \mathcal{V}^i, \forall (s_k, \Phi_1) \in \mathcal{V}^i, s_j \neq s_k \Rightarrow (s_k, \Phi_1) \notin \mathcal{V}^i$
- $s_j \in S^i \iff (s_j, \Phi_j) \in \mathcal{V}^i$
- $\forall R_i \in R, \forall R_1^i \in R_1, \forall (a_j, s_k, s_l) \in R_i$
  
  $s_k, s_l \in S^i [a_j, s_k, s_l] \in R_i^1$

Note that in this section we only provide a subjective model from a single player’s point of view. Extending this to cover all players while outside the scope of this work is certainly interesting and considered for future work. Accounting for what the human player can deduce from the information provided throughout the game is certainly of interest but would possibly pose a problem as well: If the AI players base their actions on what the human could know, the results can become dependent on whether the human player actually inferred this information. While this would be of great interest in the context of testing whether the human player does indeed make full use of his/her potential (or, indeed, testing the ability to use complex information), it is outside the scope of the work presented here. In this article, we do not address AI players that can reason about their knowledge regarding other players. However, the modal logic based formalisms are standard (cf. [137]) and including them is a straightforward extension to our proposed approach.
5. Formalizing and Evaluating Human and Machine Behaviour

It is our aim to propose an unambiguous and precise formalism to express a variety of aspects of behaviour in games. The description of behaviour in a game will be in terms of the aspects of that game. For example, whether the player is rolling the dice calmly or in an aggregated manner is not something we consider to be a behaviour in the game. The behaviours we are interested should all be expressed by the moves made in by the players in the game (e.g., that the player decided to move his queen instead of the king). Therefore, we start Section 5.1 by formally defining everything of relevance in a game. For this, we use the formal language of propositional logic which we introduced in Section 3.2.1. Once we have a formal language that allows us to make statements about a game, we consider (in Section 5.2) how to properly express behaviour (in a game) in this language. As there are a number of different models for human behaviour in the field of psychology (we discuss four in Section 2.4), we had to decide on one of these paradigms but it should be understood that it can easily be exchanged for another; the work presented here is intentionally kept open for personal preferences. The approach we chose to base our work on is the TACT paradigm (Section 3.1).

5.1. Formal Statements about Individual States of a Game

As discussed in Section 4 (see Definition 1), we construct our model for a game over a number of states (i.e., the different states the game can be in). Since we are considering computer games, we argue that any such game state will be represented in the computer by a finite number of variables, i.e., by the data in the computer or a subset thereof. To maintain the generic nature of our approach, we do not specify anything about these variables at this stage.

In computer programs, the atomic statements which we defined in Definition 5 are Boolean variables. Since we implemented this on a computer, we could ensure that any of these statements will, at any time, either be true or false. This is analogous to the properties of \( \Phi \) from propositional logic, as previously described in Section 3.2.1. To combine these propositions into more complex statements, we use the two operators “not” and “and” as defined in Section 3.2.1. As discussed in Section 3.2.1, these two suffice to express three other concepts which we introduce as abbreviations: “or”, “if . . . then” and “if, and only if”.

We thus have, in total, five connectors to build increasingly complex statements. While the “not” precedes statements, the other four connectors are placed between two statements, e.g., “it is raining” and “it is Sunday”. Note that we use “and” to enhance readability. We rephrase the not if necessary to enhance readability, e.g., “it is not true that “ “it is raining” and “it is Sunday”’. As we already see from this example, the quotation marks (“and”) may accumulate excessively when we construct longer statements.

Although at times convoluted, we can now express arbitrarily complex statements about individual states of a game. We can, furthermore, implement an algorithm (Section 5.3) to translate such formal statements into natural language statements and back. As shown for one proof-of-concept game (see Section 6.2), implementing this is straightforward and can be a great tool, amongst other things, to enable us to amend individual behaviour stances for an AI player, possibly even while the game is being played.

5.2. Formal Statements about Behaviour in Games

In Section 2.4, we discuss models of behaviour, and in accordance with one of these (namely, the ToPB, Section 2.4), we introduce the TACT paradigm (Section 3.1). In our work ([19–21,24]), we have repeatedly used this paradigm to implement formally defined descriptions of AI behaviour.

5.2.1. Behaviour in General

As discussed in Section 3.1, Ajzen [73] proposed defining behaviour by identifying and distinguishing four aspects: Target, Action, Context and Time. While it might be difficult to identify all propositions that
could refer to actions (and, indeed, to separate all propositions according to the conceptual partitioning required by the TACT paradigm), in the contact of computer games, actions should be the most straightforward of these four to identify; actions are directly related to the interaction between the game and the player. In many cases, we will simply be able to record the actions from the limited number of choices offered to the player. The target of the action will also be relatively easy to identify as it will be the object of the action, or the entity at which an action is directed. Both will be identifiable in the current state of the game. The remaining two (context and time) will be a bit more difficult: the context of the action or behaviour could be something that relates to the course of the game, the already played part of the game or it might even be related to potential actions or events in the future of the game. Deciding on those requires a specific game instance.

5.2.2. Behavioural Statements

Different states of the game can be distinguished on the basis of the different propositions that are true in them. The view taken is that there are certain statements about a state that constitute an action being performed by a player (e.g., knight takes pawn). Such an action will result in consequences (e.g., knight not at position a, knight at position b, pawn not at position b). We chose to model this such that the state where an action occurs is also the state where the consequence is true. The individual states differ thus both in the facts (consequences) that are true in them as well as in the actions that have brought about these consequences. There are a number of reasons for this choice. Here, it suffices to point out that in the model there is no temporal delay between the execution of an action and the manifestation of the resulting consequences. This is a simplification that can be removed: if this were desired such states could be separated into multiple states, which are then connected by an accessibility relation related to the actions. While this might be of interest to some investigations, it is not relevant for the work proposed here and thus the presented model does not include it.

The consequences may be determined by the target of the action. In the design of the game, there can therefore be a partitioning of Φ such that there are two disjoint subsets Φ_a and Φ_t containing the respective propositions. This conceptual representation may not be intuitive. Our aim is to adhere to the TACT paradigm but the approach can be easily adapted to similar distinctions.

The game can be designed as a series of formulae of the form \( \phi_a \land \phi_t \rightarrow \phi_c \) ("if a certain action and a certain target, then a certain consequence"), i.e., by defining the impact actions and their targets have on the remaining propositions, collected in the subset Φ_c (for context). The interpretation is that actions do not change other actions, nor do they change the target of actions. The changes that do happen have to be happening in terms of changes of truth values for the remaining propositions.

As mentioned before, a game is represented as a history, i.e., as a sequence of states. Any analysis of the behaviour of the individual players in this sequence will be undertaken from the viewpoint of the initial state, and after the game has been played. This facilitates the temporal aspect which the formalism is currently still missing: temporal statements about the behaviour in the game can only be made in terms of the evolution of the game, i.e., with respect to the sequence of states. Examples are within the next five moves and at least once before the game ends. As such, time is measured in states or, alternatively, using meta units which would have to be imposed on the model (e.g., rounds or years where the former is a time unit that is part of the game).

5.2.3. Nested Statements

It should furthermore be understood that formulae can be nested, i.e., that a formula \( \phi_t \) can contain not only a reference to the player that is the target of the action, it can also refer to previous behaviour of that player. This facilitates the formulation of statements such as Player A playing Action 1 against a player that played Action 2 against Player A in the previous round.

There are a number of issues with this, and we are making no claim towards this being a universal solution towards expressing behaviour in games. A large part of the specific implementation will depend on the specifics of the game for which it is designed, as well as the behaviours that are going
to be investigated. Any attempt to make the formalism applicable in the wider sense has resulted in a bloated list of definitions and conventions, of which only a few are ever relevant to a specific case.

5.2.4. Complex Behavioural Statements

In addition to the individual behaviours, we can define classes of behaviour to describe complex behaviours though this is merely to enhance readability and intuitive understanding: consider that we have three behaviours $\phi_1$, $\phi_2$ and $\phi_3$ which describe a specific behavioural stance (e.g., playing cooperatively). We can then introduce an abbreviation for them: $\phi_{coop} = \phi_1 \lor \phi_2 \lor \phi_3$ and use it in behavioural statements.

This does not add to the language, but enhances readability and enables us to design complex behavioural statements. Especially with the aim of designing a behavioural AI, this may be very useful as it can facilitate the amending of high level behaviour (such as the mentioned playing cooperatively) with a few actions by the user. There is nothing that prevents this from being implemented to work even while a game is being played. The design and definition of such complex statements will be part of the overall design effort, and our work has shown that this will constitute a substantial amount of the theoretical work [138].

Examples of this, taken from the main prototype game (cf. Section 6.3) are:

- **Cooperative**
  1. Player $i$ is not bidding against any player this round
  2. Player $i$ is not bidding against any player that has played cooperatively the last round
  3. Player $i$ is not bidding against any player (that has played competitively against any player that has played cooperatively the last five rounds) this round

- **Competitive**
  1. Player $i$ is bidding against another player this round
  2. Player $i$ is bidding against all other players the next three rounds
  3. Player $i$ is only bidding against players (that have bid on Player $i$ the last round) this round

The TACT labels in the above examples are:

**Action:** Player $i$ is bidding  
**Target:** Player 1, Player 2, Player 3, Player 4  
**Context:** Player $j$ has played $\phi$ (where $\phi$ is another TACT statement)  
**Time:** this round, last round, last five rounds, next three rounds

These are simple examples, and there are obviously additional issues that have not been addressed here (implementation of quantifiers, consistency of statements, temporal aspects, etc. [138]). The presented approach is intentionally kept general.

5.3. Automated Translation of Behaviour Statements

Two translations should be discussed here: Firstly, we briefly outline how the formalism can be translated, in an automated manner, into statements in natural language. This is to facilitate the use of the formalism as a tool for non-logicians. Secondly, a translation into a so-called *normal form* is given. The latter is used for the automated evaluation of formal statements in the context of a history and a state of the model if the game.

5.3.1. Formalism $\Leftrightarrow$ Natural Language

The above introduced formal language PL has the advantage of being well defined and unambiguous. The translation to natural language is intuitively understood [139], cf. Table 3:
Table 3. Statements in propositional logic and the corresponding equivalent statements in natural language.

<table>
<thead>
<tr>
<th>Connector</th>
<th>Usage</th>
<th>Operator</th>
<th>Usage</th>
<th>Rewritten</th>
</tr>
</thead>
<tbody>
<tr>
<td>not</td>
<td>“it is not the case that statement”</td>
<td>¬</td>
<td>¬φ</td>
<td></td>
</tr>
<tr>
<td>or</td>
<td>“statement1 or statement2”</td>
<td>∨</td>
<td>φ ∨ ψ</td>
<td></td>
</tr>
<tr>
<td>and</td>
<td>“statement1 and statement2”</td>
<td>∧</td>
<td>φ ∧ ψ</td>
<td></td>
</tr>
<tr>
<td>if ... then</td>
<td>“if statement1 then statement2”</td>
<td>→</td>
<td>φ → ψ</td>
<td></td>
</tr>
<tr>
<td>if and only if</td>
<td>“statement1 if (and only if) statement2”</td>
<td>↔</td>
<td>φ ↔ ψ</td>
<td></td>
</tr>
</tbody>
</table>

We now briefly illustrate how to translate natural language statements into PL and back. The process is straightforward and we illustrate it here for completeness only:

1. Translate atomic statements into their propositions.
2. Replace occurrences of “it is not the case that” by ¬.
3. Rewrite “statement1 and statement2” to (“statement1” ∧ “statement2”) and, correspondingly, “statement1 or statement2” to (“statement1” ∨ “statement2”).
4. Sentences of the form “if statement1 then statement2” are replaced by (“statement1” → “statement2”).
5. Finally, “statement1 if and only if statement2” is replaced by (“statement1” ↔ “statement2”).

The reverse is analogous to the above and thus omitted. If the use of brackets and quotation marks is implemented correctly, the process can be automated. Since the aim is to make the natural language output as readable as possible, the specifics regarding the use of brackets and quotes are left to the designer, who might, for example, prefer “not statement1” over “it is not true that “statement1 holds” or vice versa.

5.3.2. Formalism ⇔ Normal Form

When it comes to the automated evaluation of behaviour statements, we eventually look at the individual propositions and use their truth values to determine whether a specific complex statement is true (or false) in its entirety. To do so, we rewrite the statements to contain only ¬ and ∨. Alternatively (as explained in Section 5.4, we might want to rewrite any statement to contain only ¬ and ∧, but the process is analogous. The rewrite rules below provide semantically equivalent statements containing only the operators for not and and, listed in Table 3, above. This provides the algorithm to successively rewrite the operators.

In short, the following are the rewritten rules (for the normal form with ¬, ∧):

1. (p ↔ q) becomes ¬(p ∧ ¬q) ∧ ¬(¬p ∧ q)
2. (p → q) becomes ¬(p ∧ ¬q)
3. (p ∨ q) becomes ¬(¬p ∧ ¬q)

while these are the rewritten rules (for the normal form with ¬, ∨):

1. (p ↔ q) becomes ¬(¬(¬p ∨ q) ∨ (p ∨ ¬q))
2. (p → q) becomes ¬p ∨ q
3. (p ∧ q) becomes ¬(¬p ∨ ¬q)

5.4. Automated Behaviour Evaluation

We now have a model for games as well as a formalism to express behaviour statements regarding the modelled games. To complete this section, we now discuss the means to evaluate such statements using the model as well as histories of games played in that model.

In Section 4.3, we define histories (Definition 2). These enable us to evaluate the behaviour of players by looking into the past, i.e., by considering a single history. In cases where we are looking
ahead at a number of options (i.e., at potential outcomes of future decisions), we can consider this as a series of evaluations (one for each considered option), each resulting in the already existing history and on last entry, namely the one from the considered next move. The evaluation of such a hypothetical history will be relevant for the design of behavioural AI (cf. Section 5.6) and will follow the same lines, and the computational cost to evaluate them will be linear in the number of choices considered.

As stated in Section 5.1, we consider every state of the game to be a subset of $\Phi$ (the set of all atomic statements). In other words, we describe the current state of a game as a list of all those statements which hold in that state. Now, given the truth values for the individual propositions, we can then evaluate any statement, however complex, to either true or false. To do so, we first make use of the above sketched translation to rewrite any statement into a semantically equivalent one consisting only of propositions and the connectors $\neg$ and either $\lor$ or $\land$. Afterwards, we evaluate the new statement according to the truth values for the propositions it contains.

If we evaluate a statement that is enclosed by the $\neg$ operator, we simply evaluate the statement and reverse the resulting truth value (true becomes false and vice versa). Upon considering the truth table for the $\land$ connector and, e.g., the statement $(p \land (q \land r))$, we see that we can simplify this to $(p \land q \land r)$. The same holds for the $\lor$ connector which also allows to omit brackets if only $\lor$ connectors used. We can rewrite any statement into a series of sub-statements connected by the $\land$ connector. These can be evaluated independently. The reason for this is that if we find a single sub-statement that evaluates to false, the whole statement will be false. Depending on the implementation, it might be the case that we expect most of the statements to evaluate to true and in that case it might be beneficial to rewrite the original statements into ones containing only $\neg$ and $\lor$, because, if the whole statement translated into a series of sub-statements connected by $\lor$ has a single sub-statement that evaluates to true, the whole statement will be. Either way, as the tests discussed in Section 6.2.4 indicate, the computational cost will be well within acceptable limit. However, the formalism could theoretically be used to describe very large numbers of rather complex behaviours in games of extensive length. Should the computational cost become an issue, the above considerations (i.e., which normal form to use) might be applied to reduce the time an automated evaluation will take.

5.5. Automated Generation of Consistent Behaviour Statements

Using the above, we briefly mention a useful tool which we can now build, using the formalisms and automated processes introduced so far: using a small number of core behaviours, we can generate new behavioural statements that are consistent with existing ones. Consider that we want to program the AI of the game to behave more individually, and that we thus would like to add a number of behaviour stances to the individual AI players. We can use such a module to generate statements which address a number of issues that are currently not addressed because we can automatically identify conflicts and contradicting statements.

5.6. Behavioural Artificial Intelligence

In the computer game industry, AI players are used not only to provide challenging opponents but increasingly to add to the playing experience. Formalizing and modelling behaviour is a time intensive process [140] but creating computer agents with human-like cognitive behaviour will greatly improve the reception of these agents by the human players [66].

Thus far, we have discussed rational and realistic behaviour and how to model either what a rational decision would be, or the decisions actually taken by intelligent beings: humans. In the context of this article, we would now like to broaden this view from human intelligence and behaviour to intelligent behaviour in general and to intelligence as exhibited by non-living entities such as machines and programs specifically. We argue that it is not required to have a complete model of the former to address the latter because “[w]e do not need to understand intelligence to create it” [141]. The model of rational choice proposed by Simon [16], the subjective expected utility (SEU) theory (cf. Section 3.3.3), has already been mentioned in Section 2.2. It has been considered when designing the presented
model for rational behaviour and there is an intentional notational and conceptual overlap between the presented model and Simon’s work. Within a game, the players make their decisions based on their subjective evaluation of the consequences of a move (as opposed to considering only the state in the game which a specific move will bring about). As discussed in Section 2.1, this view is not undisputed in behavioural psychology. While some of the mentioned theories of behaviour have great importance as a theoretical framework and as a guideline to applications [142], we restrict our use to the SEU model.

While the actual state of a game is effectively the same for all players, they might have different goodness values assigned to it. The notions of a move and a decision are thus strongly connected but very different in nature. Below, we define the subjective functions that map actions to consequences, consequences to goodness values and finally consequences to utility values. In addition, we introduce a preference relation that allows players to rank consequences and thus actions in an order of preference.

Utility values are also used by Cowley [143] (“we can calculate a ranking for all the choices available to the player, based on the utilities associated with the game states produced by each choice.”) and evaluating the goodness of a move has been calculated in game AI ever since complex games were considered.

When considering future actions, we will be considering possible histories (cf. Section 4.3, Definition 2), i.e., possible extensions to the one history that has already been played. This means that we will consider more than one potential history. Of course, when evaluating the already exhibited behaviour of other players (the decisions already taken), the game behaviour model has to consider the past, i.e., the already played part of the history.

When making a decision on the next move, i.e., when deciding which of the available options is the most preferable, we want the game behaviour model not only to consider the pay-off maximising consequences but also to act in accordance with its behavioural stance [144]. Rational behavioural decision making is modelled (similar to [16]) as the tuple \( \langle A, C, r, \sigma \rangle \).

**Definition 13 (Rational decisions in games).** Let the model for rational decisions (moves) be the tuple \( \langle A, C, r, \sigma \rangle \) with:

- **A** the set of actions \( \{a_1, \ldots, a_i\} \) available to the player.
- **C** the set of consequences \( \{c_1, \ldots, c_j\} \) of these actions.
- **r** the rules, i.e., a function \( r : A \rightarrow C \) mapping actions to consequences.
- **\( \sigma \)** a (subjective) strategy, i.e., a function \( \sigma : A' \rightarrow a \) mapping subsets of \( A \) to an action \( a \) (\( A' \subseteq A, a \in A' \)).

If required, we indicate the respective player \( k \) in the subscript (\( \langle A_k, C_k, r_k, \sigma_k \rangle \)). However, this is included for completeness sake only as players share \( A, C \) and \( r \) in most games. We omit this wherever possible.

The simplification we make here is that knowledge about the actions, rules and their consequences is shared, that is that all players have the same information available to them. The argument for this is that, at this stage, it is unlikely to assume that the human players will maintain mental models of the different knowledge their opponents have; and even if they did that, it would increase the complexity of the exhibited behaviours far above the level this approach is investigating.

With respect to the set of consequences, we discussed uncertainties in a game in Section 4.4.6. These can be due to hidden actions by the other players or to unpredictable events such as rolling a dice. The presented formalism is capable of handling these extensions; however, including this in the model here will not add anything but make the description considerably more complex.

Therefore, it is in the strategy \( \sigma \) that the individual player might differ from the other players. Generally speaking, any action \( a \) will determine a number of consequences, i.e., propositions for which the truth value will differ from the current state. It is by (subjectively) evaluating these outcomes and by placing a personal preference on the utility value thus assigned that a player decides on the (subjectively) most favourable action. The consideration of personal preferences is where this approach differs from the one outlined in Simon’s work (cf. [16]).
We define a strategy $\sigma$ formally:

**Definition 14 (Strategies $\sigma$).** Let strategy $\sigma$ be determined by $\langle g, u, b1, b2, \succ \rangle$:

- $g$ a function $g: C \rightarrow (\mathbb{R} \times \ldots \times \mathbb{R})_n$ mapping consequences to multi-valued goodness values representing specific aspects of these consequences (such as reaching the specific goal of, e.g., taking a pawn).

- $u$ a function $u: (\mathbb{R} \times \ldots \times \mathbb{R})_n \rightarrow (\mathbb{R} \times \ldots \times \mathbb{R})_m$ mapping goodness values to utility values (representing, for example, how taking that pawn will serve one of a number of strategic objectives, which ultimately lead to winning the game). The arity of $u$ and that of its output may differ.

- $b1$ an evaluation function $b1: \mathcal{S} \rightarrow (\{0,1\} \times \ldots \times \{0,1\})_k$, which maps a state to $k$ boolean values. Each of these values indicates whether a formula $\phi$ is true in that state (i.e., whether the formula is valid, given the valuation (assignment of truth values to propositions) for that state). Each of these $k$ formulae represents a behaviour which we want to support.

- $b2$ a function $b2: (\{0,1\} \times \ldots \times \{0,1\})_k \times (\mathbb{R} \times \ldots \times \mathbb{R})_m \rightarrow (\mathbb{R} \times \ldots \times \mathbb{R})_m$, that combines the $k$ boolean values calculated by $b1$ and the $m$ utility values. The output are $m$ values which combine the utility as well as the behavioural preference of the action.

- $\succ$ a preference relation over $C$ such that $c_1 \succ c_2$ iff $b2(b1(c1), u(g(c1))) > b2(b1(c2), u(g(c2)))$.

We then define $\sigma: \sigma(\mathcal{A}') = a_i$ iff $\forall a_j \in \mathcal{A}' \backslash \{a_i\} : r(a_i) > r(a_j)$. Finally we introduce $\Sigma$ as the notation for a set of strategies $\{\sigma_1, \ldots, \sigma_n\}$.

Figure 3 illustrates this: From a set of available actions $a_1, a_2, \ldots, a_n$, the player can bring about a set of consequences $c_1, \ldots, c_m$. The player can then assign goodness values to each of these consequences and subsequently evaluate them according to his utility estimates. This allows him to order the consequences according to his preferences and thus to pick the most favorable action.

\[
\begin{array}{c|c|c|c}
\text{c_1} & c_2 & \ldots & \text{c_m} \\
\hline
\text{a_1} & a_2 & \ldots & a_n \\
\end{array}
\]

\[
\text{Step 1} \quad \uparrow \quad \uparrow \quad \ldots \quad \uparrow \quad \text{consequences} \\
\text{Step 2} \quad \downarrow \quad b1(c_1) \mid b1(c_2) \mid b1(c_m) \quad \text{behaviour} \quad \downarrow \\
\]

\[
\text{Step 2} \quad \uparrow \quad \uparrow \quad \ldots \quad \uparrow \quad \text{utility} \quad \uparrow \\
\text{Step 1} \quad \downarrow \quad u(g(c_1)) \mid u(g(c_2)) \mid \ldots \mid u(g(c_m)) \quad \text{goodness} \quad \downarrow \\
\]

**Figure 3.** The proposed model for automated rational behavioural decision making by an artificial intelligence. The preference over some actions is calculated by considering the consequences $C$ such that $c_1 \succ c_2$ iff $b2(b1(c1), u(g(c1))) > b2(b1(c2), u(g(c2)))$.

### 6. Proof of Concept Implementations

#### 6.1. Aims and Objectives

Two main claims are made regarding: (1) the proposed formalism for behaviour; and (2) the modelling for behaviour driven rational AI on the basis of this formalism. These claims are:

1. The formalism is suitable for controlled environments such as simulations and computer games (assuming that their data structures are designed appropriately). The evaluation and comparison of formally stated behaviours, as well as the translation thereof into their natural language equivalent, is straightforward and can be automated. The algorithms for doing so are computationally efficient and scale well.

2. Due to the time required to test-play this version of the game, only very simple behaviours were identified. However, these suffice to allow insights. Neither of these games is a full game that can be released to the public in its current form. Version August 28, 2018 submitted to MDPI Multimodal Technologies and Interact. 2018, 2, 63 27 of 46
2. Using formal behaviour statements (expressed in our formalism), we can augment standard models for rational decision making from the literature to include behavioural stances. Using this model, we can design and implement a game-playing AI whose choices exhibit clear (and human-like) behavioural preferences.

To validate both claims, two separate games were designed and implemented/realized to evaluate our approach and to play test the resulting serious games. The reader should keep in mind that the objective for both of the implemented games was to validate our work and to drive improvements by allowing insights. Neither of these games is a full game that can be released to the public in its current state (but both could be: the work required to finish either, while substantial, is straightforward and no unsolved issues prevent a completion of the implementation).

Regarding the design of AI players with human-like behavioural preferences (promised in claim 2): we evaluated the behaviour exhibited by human players in the card-board version of the game SoxWars (described on p. 36). Admittedly, due to the time required to test-play this version of the game, only very simple behaviours were identified. However, these suffice to show that the AI can be designed to adhere to formally defined behavioural stances. The behaviour implemented as a proof-of-concept for the mobile phone version of the game (described on p. 39) is “play competitively against anyone who has played competitively (against anyone) in the last round”.

6.2. Proof of Concept Game—Utility Tycoon

6.2.1. Objectives

To validate claim 1 of Section 6.1, a game was designed around two opposing types of behaviours, driven by a stance either for or against green energy. Please note that this is explicitly a proof of concept implementation and not in any way a representative statement about what constitutes green energy. Integrated in a resource-management game, the players could opt for either behaviour through their choices within the game (cf. Figure 4 for screenshots), with the assumed less preferable option (coal and nuclear power plants) being slightly more advantageous in the game. At an advanced stage in the game, the supported option (renewable energy sources) provided small incentives and bonus events such as good PR and romantic interests (cf. Figure 5 for screenshots).

The objective was to validate the statement that a game can be designed to realize atomic actions which can be clearly identified as belonging to one of the two subjective stances. In addition, complex behaviours within the game can be formally expressed. An automated tool was implemented to show that the translation of complex formal behaviour statements into natural language and back is possible. Through a moderator tool, behavioural statements (which control the unlocking of the bonus events shown in Figure 5) can be changed during the course of the game (cf. Figure 6 for screenshots).

To validate the computational efficiency of the approach, as well as to showcase that such games do not require excessive resources, the game was implemented for a mobile phone (using an emulator tool, see Section 6.2.3 for details on the implementation). Minimal performance specs were assumed and the available space to display the game was considered to be minimal.

6.2.2. Brief Description of the Game

The game is a typical resource-management game (cf. Section 4.2). The player is starting with a restricted amount of money and is given a number of options to start a company, situated in the utility sector. The game can include interaction with the game AI, for example by engaging in politics in the game. In addition, as shown by the second game, the game AI would be able to follow behavioural guidelines.

In Utility Tycoon [145], the player assumes the role of the CEO of a company/start-up that produces and sells utilities in a fictional country. The player is competing for market shares in different cities, and the products sold are water, electricity and gas. The resources include the land to build the production sites on and the infrastructure to transport the utilities. Ideally, the player manages to corner the market in at least one city, if not in all (see Figures 4–6 for screenshots).
Figure 4. Game screens on an emulated mobile phone display: handling resources such as money (left) and real estate (right) as well as making behavioural decisions by deciding for or against investing in sustainable energy production (middle).

6.2.3. Game Design and Implementation

Neither the design of good games nor the implementation of computer games in general is the topic of this article and no background is provided here. We briefly discuss the technical details of the implementation as well as the design decisions that were considered for the game.

Serious Game Principles

In [146], we discuss 10 principles of good serious games in relation to RMGs. Our game meets these as follows: the player takes on the role of the person in charge (Identity). The production and use of the resources is directly dependant on the decisions and actions of the player (Interaction). Since the core of the game is independent of its appearance to the user, it can be quickly adopted to appeal to players in a large variety of scenarios. In previous work [145,147,148], we have proposed a customizable RMG built on a set of formally stated behaviours. In earlier work [149], we reported on a framework that facilitates personalization of a game to tailor it to the needs of the individual player (Challenge and Consolidation and Customisation). The course of the game is directly influenced by the decisions of the player and immediate feedback is provided by the game (Production). The game provides a familiar setting and the player is encouraged to make decisions that could have dramatic results in the real world. While the effect of taken actions can be very drastic within the game, no real world consequences whatsoever exist (Risk Taking). An individual game can take a long time but consists of many re-occurring themes and tasks that are repeatedly faced by the player. The game designer can design the game in such a way that the player can always do well but has to excel in order to rise to the top, either through a well tuned AI or though the game dynamics (Pleasantly frustrating). The problem and all relevant aspects thereof are made available to the player in an understandable description, and the player can improve by making use of the provided information (Well-Order-Problems). The game is constructed such that problems of the same type can be solved in an analogous manner throughout the game. This is an incentive for the player to abstract (System thinking). The player is directly responsible for failures and success (Agency).

Implementation

The tested version of the game is a prototype that was implemented using the Eclipse SDK (Version: 3.3.1) and the Java Wireless Toolkit (JWT) 2.5.2 for CLDC with the device configurations set to Connected Limited Device Configuration (CLDC) 1.1 and Mobile Information Device Profile (MIDP) 2.0. For the performance evaluation, we created statements that were artificially designed to require the longest possible evaluation (e.g., we applied the opposite of the suggested normalisation, cf. Section 5.3.2), i.e., we tested for the worst case scenarios. The performance of the prototype implementation was tested in the Java Wireless Toolkit (JWT) 2.5.2 for CLDC using the above settings.
In line with wanting the game to be fun, bonus events are included. Participating in these is not considered a regular action of the player and thus is not evaluated as behaviour; however, the player can unlock these events through adhering to specific behaviours.

6.2.4. Validation of Our Approach

Representation and Evaluation of Formalised Behaviour Statements

Underlying the game are formally stated behaviour statements [147]. The state of the game is evaluated automatically [148] by an evaluation module. At any given time, the game can report on which of the defined behaviours the player has and has not exhibited. In addition, any newly created behaviour description can be evaluated against the game as far as it has been played so far.

The moderating tools (see Figure 6) are an important feature of the game as they allow the adoption of the behavioural statements as well as the thresholds for the bonus events during gameplay. Due to the manner in which this is designed, the user does not have to have any prior experience with programming at all. Not the least because of the restricted screen size of the average mobile phones, all interfaces are kept simple and their functionality is straightforward.

Computational Efficiency and Performance

For the evaluation of behavioural statements (for which complexity increases linear with the length of the target), we tested for 50 statements consisting of 10 or 20 atomic statements each, and report the average over 50 tests, each comprised of 100 runs. The simulated phone averaged 0.019 ms (length 10) and 0.025 ms (length 20). When testing the statements for satisfiability, we used the
same statements as before but averaged over 50 test comprised of 10 runs each. The prototype was able to check satisfiability for all behavioural statements in 431.18 ms (length 10) and 439.05 ms (length 20). The very small increase in computation time is due to rounding and the fact that the execution was often too fast to register at all, i.e., the execution took less than 1 ms. These results show that, even for unrealistic length of behaviour statements (consider that sentences containing 20 individual facts are rarely used in real life) and for large number of statements, the proposed formalism can be used: checking for satisfiability will take less than half a second. We argue that this shows that the approach is of sufficiently low computational complexity to be of general use.

6.3. Proof of Concept Game—SoxWars

6.3.1. Objectives

To validate claim 2 of Section 6.1, a multi-player resource-management game (where all but one player are played by the computer) was designed as a pen-and-paper based board game. The focus of the game is on cooperative and competitive behaviour, specifically in the context of the behaviour previously observed from the other players. The game was designed with the aim to create specific recurring situations to which the players can relate and where the context (the opponents’ previously exhibited behavioural stance) is accessible to the player. We motivate our choice for competitive versus cooperative behaviour by the fact that this type of behaviour has seen enormous interest from the field of behavioural psychology. The Prisoner’s Dilemma [14,41,51] described in Section 2.3 revolves around this type of behaviour. We argue that in the context of designing formalisms and models for rational behavioural AI, these relevant blocks of interaction will serve an important role when building artificial cognitive systems capable of interacting with humans. The ability to adapt the AI behaviour to behaviours observed from the individual human is crucial in this context.

6.3.2. Brief Description of the Game

In SoxWars, a player competes directly for resources with the other players in order to first conquer, and later control, segments of a finite market capacity. As the game adheres to serious game principles in a very similar way to Utility Tycoon (cf. Section 6.2.3), we do not repeat this paragraph here. Suffice it to be said that the game follows the basic elements of resource-management games (cf. Section 4.2). In short:

- The players initially start with a small amount of money (resource).
- Using that money they can purchase supplies of socks for stock (products).
- The shops where these socks can be sold are limited and there is a system in place that favours the supplier that has, in the past, supplied the respective shop.
- The game is turn-based, and turns consist of a number of phases, the order of which is fixed.
- The revenue from selling socks is fixed while the cost for restocking (i.e., the acquisition of socks) varies depending on the phase of the turn when it happens.

Furthermore, in the context of using the game to evaluate player behaviour, the following holds:

- During each phase, players make their choices simultaneously. These decisions, which can affect the outcome for all players, are being revealed directly afterwards (i.e., before the next phase).
- The game is designed to converge to situations where trade-offs are required. While a balanced and mutually fair distribution of opportunities is possible, any player can upset this balance and force the game into a series of conflicts (i.e., situations where players will compete for something).

Two limiting factors contribute to the dynamic of the game: firstly, the total number of products that can be sold per round is limited to the total number of streets of the town. Secondly, the ability to sell a product in a street is directly related to having supplied the shops in that street in the past. Due to this, it becomes strategically important to sell in a certain number of streets, which in turn means that
the tactical decision to purchase the product is not only dependent on the price for the product but also on the number of products that are required to achieve and sustain this strategic objective.

Furthermore, the total amount of products available for purchase (i.e., to resupply the player’s stock) in each round is also limited. They are offered to players in equal parts but there is one phase during each round where players may bid on the supply offered to another player. This is made less attractive by the fact that bidding on another player’s products happens for a price that is actually above the fixed sales price, i.e., inevitably incurs a financial loss. As it is crucial for the effort to progress in the game to have more than the allocated average amount of products, bidding on another player’s products becomes a strategic decision which, while necessary to improve one’s ranking, is not one taken lightly due to the financial loss. The decision on whose products to bid is equated to the behavioural decision of whom to support and whom to attack.

6.3.3. Game Design

The game progresses for all players in the same way. The available decisions are identical and are taken at the same time. Due to this, if all players simply sell the products that they can buy without interfering with the other players, the game will settle in a state where everyone is reaching the same conditions and the streets are effectively evenly distributed between the players. Using a neutral/cooperative playing AI, the game can be used to evaluate the human player’s behaviour as either competitively or cooperatively. This evaluation can be performed in an automated manner on the basis of a set of observed and formally stated behavioural statements (cf. Section 6.2.4 for Utility Tycoon).

In addition, such formalized behavioural statements can be used in the design of the AI player. An AI can be instructed to adapt their behaviour in general (for all players), for specific opponents (e.g., play competitively against Player B) or even in reaction to observed behaviour (e.g., play competitively against anyone who plays competitively against Player B).

Because of this, the AI players can be used to control the dynamics of the game. In addition, a carefully designed set of AI players can basically ensure that certain situations will occur during a game. This means that the game can be used to assess human behaviour in very specific situations.

The Different Phases of a Turn

The game is a turn/round based game, i.e., it repeats rounds during which the players take actions. Each round has three types of actions: resource-acquisition (RAC), resource-assignment (RAS) and resource-allocation (RAL). There are three phases of resource-acquisition and assignment before the round ends with the allocation of the players’ resources:

**RAC** A limited number of new products can be acquired per round in three separate RAC phases:

- **RAC1** Buying: Each player is offered the same number of socks, for $1 per unit.
- **RAC2** Bidding: The players are offered additional socks at a cost of $1.50 per product. Players can also choose to bid on the products offered to other players (at the inflated price of $2.50).
- **RAC3** Trading: Players can offer remaining resources to other players for $2 (market value).

**RAS** There are a number of territories, each with a number of shops where the resources are sold for $2 during RAL. Assignment happens in three phases and only to territories, not to specific shops:

- **RAS1** Shops only accept resources from the player that delivered to them in the last round.
- **RAS2** Shops that had a supplier last round only accept resources from that player.
- **RAS3** Delivery to any remaining (not yet supplied) shop.

Conflicting deliveries are handled during the RAL part of a turn.

**RAL** There is a bias towards players who supplied shops in the last round, making it beneficial to reliably supply your shops. This is especially relevant since the number of shops is finite.
Shops first accept delivery from players that supplied them in the last round but then accept supplies evenly from all supplying players (on a territory by territory basis). Conflicts are resolved by random allocation such that all players are favoured in turn. If a fair (but random) distribution is not mathematically possible, the human player is favoured (by design).

Essentially, it is in the players’ interest to deliver (and keep delivering) to as many shops as possible. This will let the game converge to a state where all shops are loyal. At this stage, the game will produce only the number of resources required to satisfy the demand of all shops. Once this happens, the only way to acquire more territory is to bid on another player’s resources (at a loss) in the hope of keeping the shops this player can no longer deliver to in the next round.

Three Variations for the Order of Phases in a Turn

Three different models for the order in which certain phases would occur in a turn were considered and, to a certain extent, tested. Specifically, in a very basic form, the game was test played with the three different ordering of the phases. The motivation for these models is straightforward: the game was designed to assess behaviour and the individual phases were created to contain certain interactions between the players and the game world. Some of these interactions have an affect on the other players, some only effect the state of the world. The implementation of an individual phase is a relatively modular task, meaning that phases are for a good part exchangeable. Therefore, the full game is basically calling the individual phases in a specific order, and that order can be changed and adapted without the need to adapt the phases themselves. Three variations were considered:

In the first model (Figure 7, left), the players acquire all resources (and offer their resources to each others in RAC3) before assigning them. While this makes for the nicest game-play, it stretches the feedback loop regarding the actions of other players. Depending on the information displayed, it might not be until the end of a turn that some of the consequences of an action become apparent.

![Figure 7. Two variations of a turn in SoxWars: (left) Model 1 where resource acquisition (all three phases) is followed by resource assignment (all three phases) before the resources are allocated; and (right) Model 2 where the resource acquisition is finished before any assignment happens, but assignment and allocation alternate, allowing players to see the result of their assignments.](image)

The second model (shown in Figure 7, right) alternates the resource-assignment and -allocation phases. This emphasises the different choices in the assignment phases, as conflicting situations may arise (in which case some players retain their resources), drawing attention from the acquisition phases.

The third model (shown in Figure 8) focuses more on the resource-acquisition phases than on the resource-assignment and -allocation phases. Since the resource allocation is happening after all players have made their decisions, it becomes harder to draw conclusions about the action of other players.
This version puts the most pressure on the resource allocation phase as the impact of the supply as well as the tactics of the other players become more visible.

It should be noted that the models for the different phases (cf. Section 6.3.4) remained unchanged for the three different models of the game. Do to this, all three variations could be modelled very similarly with minor changes for the assessment of behaviours or the behavioural AI.

The game was implemented in three different formats (cf. Section 6.3.5): (1) on cardboard as a pen-and-paper implementation; (2) as a mobile phone based game; and (3) as a web-based game.

6.3.4. Modelling the Game

Modelling Resource-Acquisition

In the implementation of the game, the process of making resource acquisition decisions is serial, meaning that the game cycles through all players one by one. However, these decisions are not revealed to the other players until the end of the phase. In a game with more than one human player, this might be a design issue, but since all but one players are computer players, the issue of hiding information which is actually provided on the screen does not arise.

- **Modelling RAC1**: Phase one of the resource acquisition (RAC1) does not contain any behaviour of interest to us. Whether a player decides to purchase resources does not appear as part of the considered behavioural statements. Obviously, there are changes in the state of the game, but these can be represented as a single world in the model: if a specific player purchases resources, this only affects the propositions related to this player’s stock and funds. These propositions are disjoint with the propositions of the other players and thus we can express all the changes in $\Phi$ within a single world. The only minor liberty taken in this approach is the fact that the globally available resources are of course decreasing every time a player purchases stock, which happens multiple times in the stage. However, global resources are not considered for our behavioural statements as they are not under the control of the player. Therefore, they are not included in $\Phi$.

The difference in the frames (i.e., the models without the propositions assigned) for the stages is thus mainly in the number of possible future states (e.g., $i$ in Figure 9: $s_1$ to $s_i$). This means that if the player can decide on the number of resources to purchase, and if there are exactly $n$ products offered to each of the $j$ players, there are $n + 1$ different results for each player (allowing for zero products being purchased), resulting in $i = j \times (n + 1)$ in the model for RAC1. In our implementation, we included this information as it was relevant for the expression of the rational aspect of the AI; however, we restricted this decision to “buying” and “¬ buying”, so that in our implementation $i = j \times 2$.

- **Modelling RAC2**: The second stage of the resource acquisition is the most important one for the behaviour analysis. Again, the model can be collapsed to the model shown in Figure 9. This time, however, we consider the actions of the individual players with regard to the other players as the bidding on resources happens by one player but targets the resources of a specific other player. As above for RAC1, we only allowed the bidding on resources and did not enable a quantification for this (i.e., it is not possible to bid on a few resources of a player, it is either bidding on all offered...
resources or bidding on none). We furthermore did not offer the option to “bid on all players”, forcing the player to select every opponent individually. We furthermore required that one bids on one’s own resources before bidding on those of other players. This is rational strategic behaviour and removes a number of complex behavioural constructions such as bidding on other players’ resources at the cost of not bidding on your own (which would be cheaper). This means that for \( j \) players there are \( j - 1 \) other players to bid on, “bidding only on the resources offered to the player” and “not bidding at all”. Due to this, there are \( j \times (j + 1) \) possible combinations, and thus in the model for \( \text{RAC2} \) \( i = j \times (j + 1) \).

- **Modelling \( \text{RAC3} \):** In the last stage where resources can be acquired, we ignored the decision to accept resources offered. The justification for this was that including this increases the complexity of the represented behaviour by allowing for sulking and other emotional responses. The main justification for being able to omit these more complex behaviours is that the AI players will make the decision to purchase such resources on a purely tactical basis. The idea is that the human player is aware that the opponents are played by a computer and it is assumed that emotional responses are not exhibited towards these players. The decisions in \( \text{RAC3} \) are very similar to the one in \( \text{RAC2} \), in that each player gets to decide whether to offer a fixed amount of stock to another player. Therefore, \( i = j \times (j + 1) \) for model \( \text{RAC3} \) as well.

![Figure 9](image.png)

**Figure 9.** If there are no interactions between the individual choices made, serial decisions of players (which result in a model with a number of layers) can be collapsed into a model with a root and a number of states (which can be reached in one step from the root) without loss of expressivity.

### Modelling Resource-Allocation

The three allocation phases are not as well modelled as the acquisition phases. Early into the game design, it became evident that, while there was a great potential for conflict and interesting game dynamics in this aspect of the game, and it had very little to do with the behaviour under investigation. Therefore, the same approach was taken as for the \( \text{RAC} \) stages: the decisions of the players are hidden from their opponents until after the stage is completed (see Figure 9 for the resulting mode).

The \( \text{RAL} \) stages are used to remove as many conflicting allocations as possible with the aim to remove as many conflict resolutions from the final stage, \( \text{RAL} \). This is achieved by first ensuring the save allocation to shops in \( \text{RAL1} \). During this stage and the following stages, only the shops that are available for delivery are highlighted (this was as much an interface design choice as it was a simplification designed into the stages intentionally). This is followed by \( \text{RAL2} \), where the opponent’s choices from \( \text{RAL1} \) are revealed, but only in the form of shops not being available for delivery, without an indication of which player has allocated their products to them (though in most cases this is obvious). Finally, in \( \text{RAL3} \), it should be obvious where an allocation has no chance of success, which should make the remaining allocations less likely to result in returned stock. The aim was to contain the player interaction to the \( \text{RAC2} \) (and to a lesser extent to the \( \text{RAC3} \)) stage as much as possible.

### Modelling Resource-Assignment

The AI players do not consider the possibility of a conflict resolution. The argument is that this does not affect their game-play and, since these are random decisions, does therefore not constitute a behavioural decision. As the allocation of resources to a shop is not considered competitive behaviour by us, this simplification does not restrict the AI’s ability to be guided by behavioural stances.
6.3.5. Implementation

Implementation: Cardboard Version

The game was first designed on paper and with a clearly defined set of behavioural tests in mind. It was then implemented and tested as the board game (between human players only, some of which were sometimes instructed to play in a certain way) shown in Figure 10. This was used to provide early evaluation of the design and game mechanisms. This lead to a number of minor revisions.

The motivation for implementing the game as a cardboard based game was that this was inexpensive and allowed for rapid adaption if changes needed to be made. As mentioned above, the game was developed on the basis of a set of target behaviours. As such, it was heavily revised in the early stages until it reflected the intended behaviours well while at the same time containing as few unnecessary elements and aspects as possible to avoid distracting from the behaviours.

The aim was to decide on the individual stage and to investigate the feasibility of constructing a resource-management game (cf. Section 4.2) around the intended tool. Once the overall idea of the game was decided upon, the separate stages were designed and, as discussed above, their order considered.

Furthermore, through the initial test play, a number of variables and parameters were tuned to bring about a specific dynamic in the game. These parameters were only investigated superficially, that is, to the point where the game was flowing and the rough direction was guaranteed. This was not further fine tuned throughout the remaining development process, as the game was never intended to become a fully playable game on a par with commercial games.

![Figure 10. The laminated paper version of the game. White board markers can be used to update the individual scorecards as well as the playing board. On the playing board, the seven streets are represented by hexagons, each of which has six shops represented by isosceles trapezia (wedge shaped) which can be covered by cut out paper tokens to represent the player who currently controls it.](image)

Implementation: Mobile Phone App

Following similar considerations as for Utility Tycoon (cf. Section 6.2), the computer game version of the game was developed for emulated mobile phones (see Figure 11). The reasoning behind this choice is that: (a) by implementing the game for low specs devices and with very limited graphics options and screen space, we can motivate the claim that the approach is computationally efficient and scalable; and (b) the intended use of the game as an evaluation tool requires that it can be deployed on platforms that are both widely used as well as available in the contexts when humans are willing to engage in casual play. This makes the implementation for mobile devices an obvious choice.
The formalized statements were written in Prolog format, mainly for historical reasons. There had been the initial aim to implement the evaluation algorithms using Prolog, but that approach was soon abolished as the required functionality could directly and very easily be implemented in using Java.

The technical details are the same as for Utility Tycoon, discussed in Section 6.2.3. The test-playing of the game was also conducted exclusively using the emulator. In other words, the game was never tailored for a specific phone type and played on a real device. The aim for this series of tests was to identify bugs and to test the ability to generate records of the human player’s behaviour. In addition, the AI was implemented and active during the test games, for which colleagues were recruited as testers. At this stage, the game was neither visually attractive nor particularly fun to play.

While the paper implementation allowed the simulation of the AI through a human and on paper, a computer based implementation was needed to validate the approach. The intentionally restricted behavioural scope of the actions in the game helped to design the required formalisms and data structures. This was further facilitated by the low complexity of the game which allowed for a relatively direct implementation of greedy strategies for the rational AI and, regarding the behavioural AI, for a simple evaluation of histories paired with the consideration of the few possible actions.

**Figure 11.** The implementation for emulated mobile phones: the board with the individual parts of the city (left); and a screenshot (from the emulator) of the resource acquisition phase (right).

Implementation: Web-Based Game

Less for the evaluation of the approach but in line with the aim to deploy the game as an assessment and evaluation tool for large research experiments, an implementation for web-based platforms like a social web site was done (Figure 12). This is to show that the formalism can be implemented in applications that run efficiently on the platforms that have emerged as one of the current trends for games. Games such as Farmville attract millions of players, suggesting that a visually interesting but otherwise simple game can potentially capture the attention of a large number of users.

6.3.6. Validation and Evaluation of Our Approach

The validation of the approach is not entirely disjoint from the evaluation of the game as an attractive means to pass the time (i.e., to engage in play). The three implementations were tested to various levels but only the mobile phone based game was tested for the performance of the AI.

Lessons Learned: Cardboard Version

Regarding the game-play: The game was play-tested by four colleagues only (see Figure 13). This was sufficient to have other humans provide initial feedback on the framing story of the game, on the overall idea and to verify that the game could be explained in a short and precise way.
Figure 12. Screenshots for the user interface for the web-based version of SoxWars, developed for interactions using mouse, mobile phone keys as well as touch screen input: the board (top, left); the screen for buying products (top, right); and the delivery decision to two territories (bottom).

Figure 13. Play-testing the paper version of the game (cf. Figure 10). One player calculated all his actions using the model for the game as well as our algorithm for rational behavioural AI. While slow, this allowed the observation of AI game-playing behaviour and the analysis of the exhibited behaviour.
As there was neither a mechanism in place to automatically record behaviour, nor the means to use formally described behaviour to steer the players, the colleagues were instructed to play with a certain behavioural stance. This led to a number of observations and comments regarding aspects of the game as well as the order of the stages. For example, the fact that conflict resolution was performed by rolling a dice meant that maintaining a certain behavioural stance became a matter of interpretation of whether another player had intended or even foreseen the outcome of the random event. While this is certainly something that can be considered, it was not what was intended for the game at hand. This and other insights drove the decision for the overall model for a turn (as described above in Section 6.3.3).

Lessons Learned: Mobile Phone App

The game was tested and evaluated by a dozen undergraduate and postgraduate students and research staff. It should be noted that at this stage the game was a single player game, that is, only one human was required to play, as all other players were controlled by the computer. During the initial testing, which amounted to not much more than random choices by the human tester to go through the game, many bugs and issues with the AI were identified and solved. This led to the first playable game. As the testing progressed, we first finished the implementation for the rational AI, then finalised the logging and recording of histories and finally used these records to enable the AI players to influence choices by their behavioural predispositions. The rational AI was relatively straightforward as the evaluation of the choices according to how well they fit in with the game is almost trivial. This is of course by design, as there is very little difference in claiming a shop in one street over claiming another shop in another street. The rational player aiming to win will attempt to acquire as many extra resources as possible, with the only side consideration being on the ability to subsequently defend the newly claimed territory (which is a matter of having enough money to secure the required resources). However, once the formalism to express behaviours was in place, we added the behavioural stance to the rational decision making and thereby created different AI players.

With regard to the evaluation of our formalism, the aim was: (a) to implement behavioural stances; and (b) to verify through play that these stances were honoured by the AIs. This had practical implications on the complexity of the implemented behavioural stances: we implemented, e.g., “play competitively against anyone who has played competitively (against anyone) in the last round”. We did not implement “... in the last five rounds” or “against anyone who played cooperatively”. The argument is that the tested example requires considering other players’ behaviour (which is what we had set out to do) while avoiding complexity issues. In addition, to verify the AI behaviour we had to play multiple rounds, by considering behaviours with deeper nesting of statements would have required playing more rounds, in considerably more games. The tested behaviours suffice to show that the formalism works and that it can be used to drive behavioural AI.

In contrast, the evaluation of the implementation in the context of it being a playable game focused on the functionality of the prototype. Other than in testing the automated verification methods and the ability of the game to bring about certain situations in the game, the recorded histories were not evaluated with respect to the behaviours exhibited. By that we mean that we did not interpret the collected data to evaluate the players from a psychological point of view. The game was never tuned by an expert with a background in psychology and the specific choices made in the formalisation of the behaviour (described above) would likely raise objections by the practitioners. The prototype was implemented to test the methodology and to showcase the formalism.

Lessons Learned: Web-Based Game

The web-based version of the game was only implemented rudimentarily because the formalism on which it would be built is identical to the mobile-phone based version (i.e., the same data structures and methods). Therefore, only the interface was developed and based on simulated data structures
to show that the user interface from the mobile phone version could be improved for a web-based version. This implementation was not playable.

As the design of a game requires a lot of time and dedication, and due to the view that in order for the game to become an appealing and fun to play game, a lot more time had to be invested in a variety of matters that have little to do with the proposed formalism and the aim to design a behavioural AI, no further effort was extended towards the web-based game. We report on it here to suggest that a properly designed game might be best implemented for a web-based interface as the ultimate requirement will always be to attract players to actually engage in play.

7. Summary and Conclusions

This article proposes to use computer games for the assessment and subsequent evaluation of human behaviour. This—in our opinion—requires a formalism to express behaviour as well as models for how behaviour comes about. Given these, we argue that computer games are ideally suited to provide comparable and controllable test environments because they are: (a) discrete (at any time their exact state can be recorded); and (b) entirely controllable. With regard to the latter, many games require a number of players (and human behaviour is often evaluated in the context of/in reaction to the behaviour of others) and therefore we propose an approach to design AI players that are bound by behaviour directives expressed in the same formalism. The presented work is based on established models from the field of behavioural psychology, formal logic as well as approaches from game theory and related fields. The suggested model for behavioural AI has been used to implement and test a game, as well as AI players that exhibit specific behavioural preferences.

We discuss models for behaviour from the field of behavioural psychology but kept our work generic enough to argue that the model on which our implementation is based could be exchanged if one desired so (or if the specific application in mind suggested it). We introduce propositional logic as a formal language for the unambiguous expression of statements, and extend this by definitions for modal logic which allows concepts such as time (sequences of events) and different possible futures (multiple possible successor states). We show that—within a restricted domain—one can use logic formulae to express classes of behavioural choices/actions within a game. We furthermore discuss well-known approaches to model rational behaviour or social choices/actions. We suggest that we could extend a model for rational decision making by adding preferences over the outcomes of actions with regard to formally stated behaviours (or entire classes of so-stated behaviours). To motivate this claim, we designed and implemented a resource-management game and play-tested it against AI players. Our AI played rationally while adhering to the predefined behavioural stances and, when using multiple AI players, we could force certain game situations to occur.

This article provides the reader with an approach that can be tailored to suit specific needs. While this concludes the article, it is merely a beginning. The discussed games were designed by a computer scientist and meant as proof-of-concept implementations; future work should ideally be done in the context of well-designed experimental setup and commissioned/supervised by practitioners in the field of psychology. Several aspects, such as ethical approval, a well-formulated research question, etc., need to be addressed but we are confident that our work has the potential to contribute greatly to the field of behavioural psychology. Computer games are pervasive and, once a game is designed and implemented, the operational cost of deploying it to a large audience can be very low. As such, we see the potential for collecting large amounts of data across demographic boundaries.

Furthermore, the approach lends itself for use by the computer games industry. In this article, we use competitive versus cooperative behaviour as our running example and we believe that the ability to impose such different behavioural stances on AI players in commercial games can significantly add to the playing experience. The level of detail as well as realism is entirely up to the designer of the formalism; the possibilities for creating individual AI characters are virtually limitless. Moving away from scripted behaviour, our approach enables the design of quirky but consistent AI players that will act consistently even in entirely new situations. In addition, this could be used to implement
diplomatic elements of a game and could even lead to a new sub-genre, where the player has to figure out the AI’s behavioural make-up to interact with it to achieve a specific goal.

The proposed approach is as much a guideline as it is a different angle on AI player design. It was never meant to be a complete solution but a demonstration of what can be done. Where we go from here is up to you, and the community. We respect the fact that we are not, in fact, experts in either psychology or computer games design. However, we would be thrilled to be contacted by such experts who are interested in taking our approach and using it in their fields.
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Abbreviations

The following abbreviations are used in this manuscript:

- **AI**: Artificial Intelligence
- **DOAJ**: Directory of open access journals
- **ToPB**: Theory of Planned Behaviour
- **TACT**: Target, Action, Context and Time
- **PL**: Propositional Logic
- **ML**: Modal Logic
- **SEU**: Subjective Expected Utility
- **RMG**: Resource-Management Games
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