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Abstract: Tunable lasers are necessary devices for modern-day telecommunications and sensing systems. Tunable lasers based on altering the refractive index of the tuning sections of distributed Bragg reflectors (DBR) by varying the injected electrical current show significantly more instantaneous random changes in the instantaneous lasing frequency (or excess FM-noise) compared to non-tunable distributed feedback lasers. We identifies shot noise and random carrier recombination as being the culprits of the excess FM-noise of DBR lasers, and demonstrated this by invoking detailed analytical and numerical analyses of the stochastic carrier fluctuations in the tuning sections, as well as a simplified quasi-static laser tuning model to convert the carrier fluctuations into random instantaneous fluctuations. We found that the spectral density of the FM-noise was mostly in the range 0.5 MHz–10 MHz, and this is in agreement with many independently published results. Our analytical treatment allowed us to conclude that it would be advantageous to reduce the refractive index dependence on the carriers in order to reduce the excess FM-noise while still maintaining the tuning functionality. The simplified numerical model allowed us to create a system simulator to help further develop signal processing techniques to counteract against these instantaneous laser frequency fluctuations.

Keywords: semiconductor lasers; phase noise; shot noise; simulations

1. Introduction

Tunable lasers are vital components within every transponder of modern coherent optical communications systems [1–19]. To date, narrow linewidth tunable lasers, with linewidths ~100 kHz based on thermally tuned external cavity lasers, are the tunable laser technology that dominates the market for systems with line rates of 100 Gbit/s, 400 Gbit/s and beyond [7]. The reliance on thermal tuning makes these lasers unsuitable for sub-microsecond wavelength tuning times, as demanded by state-of-the-art transponders for the next-generation passive optical networks (NG-PON2) [2,8]. While NG-PON2 standards aim to deliver line rates of 10 Gbit/s per user, per wavelength, given the rapid rise in data consumption by users and the internet of things, data communication rates will need to increase in excess of 10 Gbit/s per user, with ultra-fast wavelength tuning of the laser transmitters to unused channel slots to maximise the available transmission capacity. Passively tuned, monolithic tunable lasers based on distributed Bragg reflectors (DBR) have been shown to perform wavelength switching at nanosecond switching times [3–6,13–17]. One issue that needs to be addressed when using DBR-style lasers is the excess FM-noise [18–22]. Excess frequency noise in tunable semiconductor lasers is visible in random frequency drifts of the lasing output. This effect has been described as excess frequency noise, 1/f–noise [15,19], filtered-FM-noise [16,18], and carrier noise [20]. For the purposes of
In this paper we shall refer to this noise as excess FM-noise, because this noise is in addition to the usual Schawlow–Townes–Henry phase noise present in all semiconductor lasers [23]. For communication systems that employ such tunable lasers, the digital signal processing in the receiver needs to account for the instantaneous frequency drifts that occur on microsecond timescales. Adopting second-order phase-locked loops [19] or employing doubly differential phase encoding [17] can overcome the random frequency offsets caused by the excess FM-noise of DBR-style tunable lasers.

Despite the numerous observations of this excess frequency noise, the spectral profile of this frequency noise follows the same dynamics as the modulation capabilities of the tunable passive sections. We have postulated this in previous work, and attributed contributions from shot noise and dynamic carrier generation to this excess FM-noise [18]. Apart from a detailed simulation work that includes shot noise and random carrier generation [20], to date there has been no explicit confirmation that quantifies the contribution from carrier recombination and shot noise to the FM-noise of tunable lasers. “Shot noise” refers to the randomness of the electronic current arising from the discreetness of electronic charge, and “random carrier recombination” refers to random recombination of electrons and holes within the laser waveguide.

In this study, we quantified the contribution from current shot noise and carrier recombination in the passive tuning sections to the FM-noise of tunable lasers. We numerically solved for the carrier density rate equation in the passive tuning sections, and invoked quasi-static laser dynamics to transform the calculated carrier noise fluctuations into FM-noise spectral density (SD) calculations. We show that the calculated value of the FM-noise SD agreed very well with the many independent measurements of the excess FM-noise in DBR-style lasers [15,16,18–20]. We used our analysis to find the laser parameters, both material and physical, that can be used to minimize excess FM-noise. Most of the dependent factors are deep-rooted in nature and thus unchangeable, though we found that while the shot noise increased proportionally to the injected current, the FM-noise increased proportionally to the square of the refractive index dependence on carrier density. Hence, it is possible to lower the excess FM-noise by choosing a laser material with smaller differential refractive index dependence on carrier density while maintaining the overall tuning capability. Our methods show how to numerically reproduce these random instantaneous frequency fluctuations, allowing us to create a system simulator to rapidly test signal processing concepts in order to use these lasers in high-capacity optical communication systems.

2. Theory

We will first briefly review and define the tuning mechanism of tunable DBR-style lasers. More comprehensive explanations can be found in [3–6]. We concentrate on lasers with a single DBR grating in this paper, though the analysis contained within this paper applies equally to other tunable lasers with sampled DBR gratings that provide for an extended wavelength tuning range exceeding 40 nm [3]. A typical DBR laser structure is shown in Figure 1a. Independent amounts of current are pumped into the different sections. The gain section provides the optical gain and thus invokes the overall lasing action. The current in the other two sections only varies the refractive index (and loss) of those sections, that allow for the laser to be tuned. Figure 1b depicts the tuning mechanism. There are many allowable longitudinal modes determined by the effective length of the device, and the DBR grating section selects a single lasing longitudinal mode, while the phase (tuning) section provides for small tuning of the laser wavelength by adjusting the overall optical length of the device.

Preliminary to the FM-noise analysis, we provide a brief overview of the FM-noise of semiconductor lasers. There is an equivalence between laser linewidth and FM-noise SD, as explained thoroughly in [24]. A purely Lorentzian lineshape corresponds to a flat FM-noise spectral density, whose constant value is proportional to the ‘3 dB linewidth’ [24]. To convert between FM-noise SD and ‘3 dB linewidth’, one needs to multiply the FM-noise by $2\pi$ [24]. Due to the common usage of ‘3 dB linewidth’ throughout the photonics community, we chose to scale all of our calculations for FM-noise SD by $2\pi$. Unless
stated otherwise, all of the values for the FM-noise SD in this paper are scaled by $2\pi$. Concentrating on evaluating the FM-noise SD allows us to clearly distinguish between the various independent contributions to the laser phase noise. A general expression of the FM-noise spectral density of these DBR lasers is given by [18]:

$$|\Delta \tilde{u}_{FM}(f)|^2 = \frac{|\Delta \tilde{u}_{STH}|^2}{1 + \alpha_H^2} \left[ 1 + \frac{\alpha_H f_r^4 (f^2 - f_r^2)^2 + \left( \frac{\kappa}{2\pi f_r} \right)^2}{1 + \left( \frac{\kappa}{2\pi f_r} \right)^2 + \frac{\kappa^2}{f_r}} \right] + |\Delta \tilde{u}_{L}|^2 + \kappa f$$  \hspace{1cm} (1)

We plotted an exemplar curve using this expression in Figure 2. The first term on the right hand side of (1) is the usual ‘3 dB linewidth’, combined with the relaxation of semiconductor lasers as derived by Henry in [23]. A plot of this first term is given by the blue curve in Figure 2. As the name implies, FM-noise SD is analogous to power spectral density, hence the appearance of the terms $|.|^2$ in (1). Therefore, the units for FM-noise spectral density conveniently happen to be Hz, though to maintain consistency throughout this paper where we will be analytically solving stochastic differential equations with Langevin contributions, we refer to these SD quantities as $|.|^2$. $|\Delta \tilde{u}_{STH}|^2$ is the FM-noise spectral density that would be interpreted as the “Schawlow–Townes–Henry” or “3 dB linewidth” [23], $f_r$ is the relaxation oscillation frequency, and $\Gamma$ is the damping rate of the relaxation oscillation. Typically, semiconductor lasers are under-damped, hence the peak in the FM-noise SD plot. $\alpha_H$ is Henry’s linewidth enhancement factor. The second term on the RHS of (1) describes the excess FM-noise or filtered FM-noise, and has a low-pass type response with cut-off frequency corresponding to the modulation dynamics of the passive tuning section [18,25,26]. It is this type of FM-noise that we are studying in this paper. The third term represents the typical $1/f$ noise, which is prevalent at low frequencies and is caused by $1/f$ noise on the drive currents and environmental factors [21,22]. This type of noise depends on the environmental and operating conditions, therefore the value of $\kappa$ is merely for illustrative purposes. A plot of the full expression in (1) is given by the red curve, showing the excess FM-noise as well as the typical FM-noise of semiconductor lasers. The presence of the excess FM-noise term is typical of DBR-style lasers because the carrier density needed to tune the lasers remains unclamped, and hence carrier density noise transfers directly to the instantaneous frequency noise of the lasers [3,18]. Now that we have given a brief overview of the tuning mechanism and FM-noise characterization, we will numerate the contribution of shot noise to excess FM-noise of DBR-style lasers.

**Figure 1.** (a) Simplified schematic of a tunable distributed Bragg reflector (DBR) laser. (b) Schematic of the tuning mechanism of DBR lasers.
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Figure 2. Typical FM-noise spectral density (SD) profile of tunable lasers. The blue curve represents a theoretical FM-noise SD curve of semiconductor lasers without any 1/f noise nor excess FM-noise. The red curve shows the FM-noise of monolithic tunable lasers. The excess FM-noise portion is indicated, and this is the portion of the FM-noise curve that we concentrate on in this paper. At lower frequencies below 100 kHz, the 1/f FM-noise dominates the FM-noise spectrum. The green line denotes the sole contribution to 1/f FM-noise. Note that the 1/f FM-Noise is added for illustrative purposes and that log scales were used for both axes.

In order to determine the FM-noise, we first need to determine the carrier dynamics. The rate equation describing carrier density dynamics in a passive section is described as:

$$\frac{dN}{dt} = \frac{I}{eV} - R(N) + F_N$$

where $N$ is the carrier density, $I$ is the injected current, $e$ is quantum of electronic charge, $V$ is the volume of the region that confines the carriers in the laser, $R$ represents the carrier recombination rate, and $F_N$ represents stochastic carrier recombination. $R$ can be written as the sum of linear, bimolecular, and Auger recombination terms:

$$R(N) = AN + BN^2 + CN^3$$

The shot noise term is contained within $I$, and we write $I = I_0 + \Delta i$, with $I_0 = \langle I \rangle$ representing the DC current, and $\Delta i$ representing the shot noise. By definition for shot noise, the autocorrelation is:

$$R_{\Delta i}(\tau) = \int \Delta i(t)\Delta i(t + \tau)dt = 2eI_0\delta(\tau)$$

and the corresponding power spectral density $\Delta i$ is:

$$S_{\Delta i}(f) = \int_{-\infty}^{\infty} R_{\Delta i}(\tau) \exp(-j2\pi f\tau)d\tau = 2eI_0$$
We approached the analysis by regarding that the system in (2) has reached a quasi-steady state with \( \langle N \rangle = N_0 \) in response to the applied DC current \( I_0 \). Therefore, \( N_0 \) is the solution of:

\[
0 = \frac{I_0}{eV} - R(N_0)
\]  

(6)

Applying a small-signal analysis of (2), with \( N = N_0 + \Delta n \), we obtain:

\[
\frac{d\Delta n}{dt} = \frac{\Delta i}{eV} - \Delta n \frac{dR}{dN} \bigg|_{N=N_0} + F_N
\]  

(7)

We define the carrier lifetime \( \tau_N \) as:

\[
\frac{1}{\tau_N} = \frac{dR}{dN} \bigg|_{N=N_0}
\]  

(8)

Plots of the steady state level of carrier density \( N_0 \) and carrier lifetime \( \tau_N \) with respect to the bias current are shown in Figure 3 to reveal the sub-linear behavior of the static carrier density with respect to the bias current and the decrease in carrier lifetime with increasing bias current. The first and last terms on the right hand side of (7) describe the shot noise and random carrier recombination terms. The carrier recombination is considered to be a Markov process, with \( \langle F_N^2 \rangle = 2R(N_0)/V \). The ratio of the magnitudes of the shot noise and dynamic carrier recombination terms is \( \langle (\Delta i/eV)^2 \rangle / \langle F_N^2 \rangle \), and was found to be equal in the magnitude of the Langevin term for the shot noise contribution \( \langle F_N^2 \rangle = \langle (\Delta i/eV)^2 \rangle \), using the relation in (6).

![Figure 3. (a) Calculated static carrier density with respect to injected current. (b) Calculated carrier lifetime with respect to injected current. The values of the laser parameters are listed in Table 1.](image)

Assuming that the current noise and carrier recombination have zero correlation, we may add their power spectral densities. Taking the Fourier transform of (7) and calculating the power spectral density, we obtain:

\[
|\Delta \tilde{n}|^2 = \frac{2|\Delta i|^2}{(eV)^2} \frac{1}{1 + (2\pi f \tau_N)^2}
\]  

(9)

At low frequencies for which \( f \ll (2\pi \tau_N)^{-1} \), the power spectral density of the carrier fluctuation is:

\[
|\Delta \tilde{n}|^2_{f < (2\pi \tau_N)^{-1}} = \frac{4I_0 \tau_N^2}{eV^2}
\]  

(10)
Table 1. Laser parameters and physical constants.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
<th>Value and Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Shockley–Read–Hall recombination coefficient</td>
<td>$8 \times 10^8$ s$^{-1}$</td>
</tr>
<tr>
<td>B</td>
<td>Bimolecular recombination coefficient</td>
<td>$1 \times 10^{-17}$ m$^3$/s</td>
</tr>
<tr>
<td>C</td>
<td>Auger recombination coefficient</td>
<td>$1 \times 10^{-41}$ m$^6$/s</td>
</tr>
<tr>
<td>e</td>
<td>Quantum of electronic charge</td>
<td>$1.6 \times 10^{-19}$ C</td>
</tr>
<tr>
<td>V</td>
<td>Volume of tuning section</td>
<td>$10 \times 10^{-18}$ m$^3$</td>
</tr>
<tr>
<td>$n_{eq}$</td>
<td>Equivalent refractive index of laser other than the tuning section</td>
<td>3.5</td>
</tr>
<tr>
<td>$L_{eq}$</td>
<td>Equivalent length of laser excluding the tuning section</td>
<td>1 mm</td>
</tr>
<tr>
<td>$n_T$</td>
<td>Refractive index of tuning section</td>
<td>3.5</td>
</tr>
<tr>
<td>$L_T$</td>
<td>Length of tuning section</td>
<td>100 µm</td>
</tr>
<tr>
<td>$\nu_{lo}$</td>
<td>Lasing wavelength with $n_T = 3.5$</td>
<td>193.00 THz</td>
</tr>
<tr>
<td>$m^*_e$</td>
<td>Equivalent effective mass of electrons in InGaAsP</td>
<td>$0.02 \times 9.1 \times 10^{-31}$ kg</td>
</tr>
<tr>
<td>$\varepsilon_0$</td>
<td>Permittivity of free space</td>
<td>$8.85 \times 10^{-12}$ F/m</td>
</tr>
<tr>
<td>$K$</td>
<td>Excess refractive index factor</td>
<td>4</td>
</tr>
</tbody>
</table>

In order to relate carrier density changes to instantaneous changes in the lasing frequency, we write \[3\]:

\[
\Delta \nu_L = \frac{d\nu_L}{dn_T} \frac{dn_T}{dN} \Delta n \tag{11}
\]

with $\nu_L$ denoting the lasing frequency and $n_T$ denoting the refractive index of the tuning section. We have already described $\Delta n$ due to the shot noise. To estimate for $d\nu_T/dn_T$, we can approximate the lasing frequency if we know the longitudinal mode spacing and longitudinal mode number. Ignoring dispersion in the frequency dependence of the refractive index, the lasing frequency is an integer multiple of the free spectral range (FSR), $\nu_L = m \Delta \nu_{FSR}$. $\Delta \nu_{FSR}$ is related to the length and refractive index of the laser, and invoking an approximation in \[5\], we write:

\[
\Delta \nu_{FSR} = \frac{c}{2(n_{eq} L_{eq} + n_T L_T)} \tag{12}
\]

where $n_{eq}$ and $L_{eq}$ are the equivalent refractive index and length of the laser gain and DBR sections. For the tuning section (subscripted by $T$), $n_T$ is the refractive index and $L_T$ is the length of the tuning section. Using the parameters given in Table 1, we estimate that $\Delta \nu_{FSR} = 42$ GHz. Given a lasing frequency of $\sim 193$ THz, we estimate $m$ to be of the order of 4096. We can now estimate for $d\nu_L/dn_T$ using (12) as:

\[
\frac{d\nu_L}{dn_T} = -\frac{mcL_T}{2(n_{eq} L_{eq} + n_T L_T)^2} \tag{13}
\]

To calculate $dn_T/dN$, we first invoke the Drude model for the refractive index of a free-carrier plasma \[3\]:

\[
\Delta \varepsilon_T = -\frac{e^2}{8\pi^2 m^*_e v_L^2 \varepsilon_0 n_T} N \tag{14}
\]

with $m^*_e$ being the equivalent effective mass of electrons and holes in the InGaAsP region and $\varepsilon_0$ being the permittivity of free space. In addition to the free carrier plasma, the contribution due to band filling increases the change in refractive index by a factor of $K = 2$ \[3\]. Therefore, assuming that the group refractive index equals the refractive index, we can write:

\[
\frac{dn_T}{dN} = -\frac{Ke^2}{8\pi^2 m^*_e v_L^2 \varepsilon_0 n_T} \tag{15}
\]
For this paper, we set \( K = 1 \). Nonetheless, this factor is material-dependent, and setting \( K = 1 \) allows us to set an easily scalable benchmark for the FM-noise SD arising from shot noise. We can now estimate the low frequency portion of the FM-noise spectral density \( |\Delta \tilde{\nu}_L|^2 \):

\[
|\Delta \tilde{\nu}_L|^2 = \left| \frac{d\nu_L}{dn_T} \right|^2 \left| \frac{dn_T}{dN} \right|^2 |\Delta \tilde{n}|^2
\]  
(16)

The value for the FM-noise SD is straightforward to calculate and can be estimated using the laser parameters and physical constants listed in Table 1.

3. Results

We create values for \( N \) using (2). First, we solved for \( N_0 \) in (6) for a given value of bias current \( I_0 \). Then, we created two uncorrelated zero-mean, unity-variance waveforms, with values taken from a Gaussian distribution to create \( F_N \) and the shot noise \( (\Delta i) \). We took one of the random waveforms and scaled by \( \sqrt{2R(N_0)/(VT_S)} \) to create the random carrier recombination, and created the shot noise \( (\Delta i) \) term using the other random waveform and scaling by \( \sqrt{2I_0e/T_S} \), where \( T_S \) is the time step used to numerically solve (2). In all our simulations, \( T_S = 10 \) ps unless otherwise stated. Once the simulation reached quasi-steady state, i.e., when (6) was fulfilled, we gathered the waveform for \( N(t) \) and extracted the random part \( \Delta n(t) \). We calculated \( \Delta n(t) \) for ten different values of bias current applied to the tuning (phase) section, with the current values ranging from 1 to 10 mA. We calculated the spectral density of the carrier fluctuations by taking the squared magnitude of the resulting fast Fourier transforms (FFT) of \( \Delta n(t) \) and scaling by the spectral width of the frequency bins in the FFT.

First, we calculated the SD of the carrier fluctuations and plotted each value of the current in Figure 4. The SD plots were averaged 1000 times for each value of injected current, and every simulation run used different uncorrelated numerical sources for \( F_N \) and \( \Delta i \). The calculated values for the SDs matched exactly with those given by the analytical formula for spectral density of the carrier noise in (10). Note that the roll-off in the FM-noise was due to the equivalent low-pass filtering effect due to the limited carrier dynamics [25,26], with maximum frequency limited to 100 MHz. The horizontal lines in Figure 4 are just a guide to show that the calculated and analytical values match. We then converted the carrier fluctuations to a laser frequency variation using (11).

The corresponding FM-noise SD plots are shown in Figure 5. For the parameters and operating conditions used in this paper, we found that the value for the FM-noise ranged from 2.3 MHz to 14.5 MHz, and these values were commensurate with experimental values for the FM-noise SD of this effect varying from 1 MHz to 15 MHz [15,16,18,19], and around 10 MHz from the full simulation [20]. For completeness, we show the instantaneous frequency change of the laser over a 50 ns window in Figure 6. There are implications arising from the large instantaneous frequency shifts: For communication systems, these frequency shifts are directly translated to frequency offsets between the signal and local oscillator laser in the receiver. The frequency offsets add additional unwanted phase shifts from symbol to symbol, and these phase shifts need to be tracked so that they can be eliminated digitally in the receiver. A tuned second-order phase-locked loop [15] or use of modulation formats based on doubly differential phase shift keying alleviates the frequency offsets [17].

From our simple analysis, we can deduce that shot noise from the bias currents is responsible for the excess FM-noise in tunable lasers. Once this had been verified, we were able to explore the implications of this finding by investigating the available options to reduce excess FM-noise in tunable lasers.
implications of this finding by investigating the available options to reduce excess FM-noise in tunable lasers.

**Figure 4.** Calculated SD of the carrier fluctuations. The bias current increases from 1 to 10 mA. The horizontal lines indicate analytical calculations of the carrier fluctuations SD. Note: log scales used.

**Figure 5.** Excess FM-noise SD calculations corresponding to the carrier fluctuations in Figure 4. The bias current is increased from 1 to 10 mA. Note: log scales used.
SRN: is the cross-sectional area of the laser waveguide section. Interestingly, this result becomes independent of the length of the tuning section if one assumes that $n_{eq} > n_T L_T$. However, the length of the tuning section may play a role in determining $\tau_N$, because $\tau_N$ is carrier density-dependent. Equation (21) can be simplified further by noting that the lasing wavelength $\nu_0 = m \Delta f_{FSR} = mc / (2(n_{eq} L_{eq} + n_T L_T))$. Then, (21) can be written as:

$$|\Delta f|^2 = \frac{\tau_N (\frac{dn}{dN}) mc^2 L_T^2}{VL_T^2 (n_{eq} L_{eq} + n_T L_T)^3} = \frac{\tau_N (\frac{dn}{dN}) mc^2}{A_{cs} (n_{eq} L_{eq} + n_T L_T)^3}$$ (21)
\[ \left| \Delta f \right|^2 = \frac{2\tau_N \left( \frac{dn}{dN} \right) \nu_0 c}{A_{cs} \left( n_{eq} L_{eq} + n_T L_T \right)^2} \]  

(22)

This result implies that in order to decrease the FM-noise SD of a tunable laser, one must decrease the carrier lifetime, increase the device area, reduce \( \frac{dn}{dN} \) and increase the length of the laser. The carrier lifetime is bias-dependent, with the lifetime shortening as the bias is increased (see Figure 3b). Hence, the cut-off frequency increases and thus the laser experiences more rapid frequency fluctuations, which will have implications at the receiver of a communications system, with the receiver needing to account for faster (albeit smaller) fluctuations of the lasing frequency. Increasing the lateral area of the guided mode requires that care is taken to avoid two or more resonant axial modes to be guided along the structure. Decreasing \( \frac{dn}{dN} \) may seem counter-intuitive due to the increased shot noise arising from the extra current needed to obtain an increased value of \( \Delta N_{FSR} \). However, since the FM-noise SD depends on \( I_0 \) and the dependency on the refractive index is \( (\frac{dn}{dN})^2 \), it is advantageous to allow an increase in the bias current while enjoying a decrease in the overall FM-noise, though larger input currents will heat up the device more and consideration needs to be given to the contribution of thermal tuning, which counteracts against carrier tuning [25,27]. The only physical parameter that can decrease the \( \frac{dn}{dN} \) in (15) is the effective mass of electrons \( m_e^* \). This is far from trivial to accomplish, but may be realised through judicious bandgap engineering.

5. Discussion and Conclusions

We have explored the explicit contribution played by shot noise in the excess FM-noise of tunable lasers. Using simple dynamic equations and a quasi-static laser model, we have shown that calculated excess FM-noise for tunable lasers is commensurate with published results. All the published results give values for this excess FM-noise within the range from 1 to 10 MHz. In order to minimise the excess FM-noise, the potential options include increasing the active area slightly, or trying to increase the effective mass of electrons in the tuning sections through bandgap engineering. Our simple numerical approach to generating random frequency fluctuations in the tunable lasers allows for facile incorporation into a much larger communication system level simulator.
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