Simulations of Energy Losses in the Bulk Nuclear Medium Using Hydrodynamics on the Graphics Cards (GPU) †
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Abstract: We are developing a software for energy loss simulation which is affected by jets in the nuclear matter described by relativistic hydrodynamics. Our program uses a Cartesian coordinate system in order to provide high spatial resolution for the analysis of jets propagation in nuclear matter. In this work, we use 7th order WENO numerical algorithm which is resistant to numerical oscillations and diffusions. For simulating energy losses in the bulk nuclear medium, we develop efficient hydrodynamic simulation program for parallel computing using Graphics Processing Unit (GPU) and Compute Unified Device Architecture (CUDA). It allows us to prepare event-by-event simulations in high computing precision in order to study jet modifications in the medium and event-by-event simulations of fluctuating initial conditions. In our simulation, we start the hydrodynamic simulation from generation initial condition based on the UrQMD model in order to simulate comparable nucleus-nucleus interaction in the RHIC and LHC energies. The main part of this simulation is the computation of hydrodynamic system evolution. We present obtained energy density distributions which can be compared to experimental results.
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1. Introduction

Our study is a part of the investigation of Strongly Interacting Matter (SIM). Heavy nucleus-nucleus interactions are under considerations at SPS, RHIC and LHC experimental facilities. Experimental data together with numerical simulations may give complementary information to extract properties of SIM. One of the open questions in this study is understanding the origin of momenta anisotropy of produced particles during nucleus-nucleus collisions. The source of non-isotropic momentum vectors of the produced particles can be affected by flow and non-flow effects during heavy ion collisions. In order to distinguish those two physical groups of effects, we study signal of bulk/collective properties of jet-medium interactions and initial state fluctuation. By studying jet-medium interaction and jet-induced flow, it is possible to extract information of properties of the Quark-Gluon Plasma (QGP). 

coming from the early non-equilibrium stage can be affected by the dynamic of the nuclear medium. Furthermore, higher Fourier harmonics indicate flow anisotropy and odd Fourier coefficients signal fluctuations in the pre-equilibrium phase. Relativistic hydrodynamics event-by-event simulations are needed in order to study the contribution of initial state fluctuations. Thus the very efficient numeric implementation of the hydrodynamic equations is necessary on the Graphics Cards (GPU) using Compute Unified Device Architecture (CUDA).

2. Applied Methods

We are developing hydrodynamic code which is able to perform a simulation of energy losses in bulk nuclear medium which is affected by jets using CUDA architecture and GPU processors. In order to perform the simulation of jets dynamics and jets modification with sufficient accuracy, we assume a high spatial resolution of the computational grid up to $200^3$ using the Cartesian coordinate system. Therefore these conditions need a lot of computing power. Moreover, simulations have to be fast enough to obtain reasonable statistics in the event-by-event simulation for flow fluctuations analysis. The main component solves the set of partial hydrodynamic equations base on universal hyperbolic equations of the conservation laws:

$$\frac{\partial U}{\partial t} + \nabla \cdot F(U) = S^\nu(\vec{r}) \tag{1}$$

$U$ - universal vector conserved hydrodynamic quantities such as energy, momenta, net charge densities, their $F(U)$ flux vector and $S^\nu(\vec{r})$ sources term of modification in the hydrodynamics quantities. We applied a numerical scheme using finite differences methods: the standard 3th order Runge-Kutta methods for time integrations and the 7th order WENO algorithm \cite{1} on GPU processor using CUDA framework. The WENO is a self-balanced numerical algorithm which is resistant to numerical oscillations and diffusion and gives a very good performance. For completeness of description, there is a need to define the Equations of State (EoS) as an input of our program which contains information about the physics of the simulation. For $A+A$ interaction we use ultrarelativistic EoS type for particles with zero rest mass: $p = c_s^2 e$ where $c_s^2 = \frac{1}{3}$. Mechanism of $dE/dx$ is responsible for modelling interaction between the jet and the plasma and expressed by the following term:

$$\left(-\frac{dE}{dx}\right) = \kappa_{rad} \frac{C_R}{C_F} T^3 x + \kappa_{coll} \frac{C_R}{C_F} T^2 \tag{2}$$

The energy loss $dE/dx$ algorithm includes gluon radiation and collision of partons in the dense bulk matter. The coefficients ($\kappa_{rad}, \kappa_{coll}, C_R, C_F$) depend on jet flavor (quark or gluon), its energy and $T$ parameter is local temperature \cite{2}. We have taken in these simulations that $\kappa_{rad} = 4, \kappa_{coll} = 2.5, C_R / C_F = 1$. Numeric algorithms for integrating partial differential equations of relativistic hydrodynamic and energy loss $dE/dx$ mechanisms were implemented on GPU using CUDA framework. Procedures of numerical algorithms were directly executed on the graphics processor. Operations on the cells of the numerical grid are performed in the parallel at the same time avoiding the usage of traditional programming loops.

3. Results

The implementation of 7th order WENO numerical algorithm has been successfully examined using three analytical solutions: the SOD shock tube, the Hubble-like expansion, an ellipsoidal flow described in details in Ref. \cite{3}. Our performance tests show large speed-up of our parallel thread simulations on GPU in comparing single thread simulation on classical CPU (at least 2 orders of magnitude).
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Figure 1. Energy density projection in 1D \((y = z = 0)\) of Au+Au at 200 GeV/c UrQMD initial conditions - red lines. Hydrodynamic simulations with jet - blue lines, without jet - green lines (top panels). Initial condition from UrQMD averaging over 10 events (top left panel) and 500 events (top right panel). Energy density cross-section of Au+Au at 200 GeV/c in 2D \((xy)\) plane with \(z = 0\) and cell size is \(\Delta x = \Delta y = \Delta z = 0.166 \text{ fm}\) (bottom left panel). Energy density profile zoom \(\times 3\) (bottom right panel).

Our nucleus-nucleus interaction simulations begin from the generation of initial distributions coming from UrQMD model [4]. In heavy ions collisions, it is difficult to describe the pre-equilibrium stage due to deficiencies in the theory. It is known that in the early stage there are fluctuations which are caused by non-equilibrium processes at the parton level, therefore, certain approximations are introduced. Initial state fluctuations can be obtained using Glauber Monte-Carlo, models like UrQMD, other string models and another approach. The UrQMD is used to simulate only the early phase of the collision. Time of the UrQMD simulations was set to 1 fm. The result of the UrQMD is the input of hydrodynamic program. During hydrodynamic simulation in the equilibrium stage of collision, we model perturbations which are caused by the interaction of jets with the medium. Test of the energy loss \(dE/dx\) algorithm was done on the ellipsoidal flow case. More details are in Ref. [5]. The A+A interaction simulations are major tests. Thus we performed simulation Au+Au at 200 GeV/c and Pb+Pb at 2.76 TeV/c. For each simulation, we assume impact factor \(b = 3.5 \text{ fm}\). Our results present a qualitative analysis of energy density distribution for the fluctuations contribution assessment coming from the initial conditions and the modifications impact of jets energy deposition. Figure 1 illustrates energy density profiles in four scenarios of Au+Au at 200 GeV/c simulations: initial condition from UrQMD averaging over 10 events and 500 events with or without jets. Figure 1 shows the influence of initial state fluctuation on energy density shape. Figure 1 presents also energy density distributions which are perturbed by energetic parton with the \(T = 170 \text{ MeV}\) traveling through the matter at the speed of light. Results of the simulation with or without jets are consistent. The difference is only in the area of the jets propagation. On the bottom panels of the Figure 1 is a cross-section...
of the energy density (initial conditions averaging over 500 events) in the $xy$ plane where $z = 0$. The energy disposition left by the jets is visible in the energy density profile. It is able to observe the formation of the Mach cone in the medium.

We performed the other four simulations of Pb+Pb at 2.76 TeV interactions in various scenarios. There can be visible initial state fluctuation contribution in the energy profiles in two scenarios: initial condition from UrQMD averaging over 10 events and 500 events and two variants of simulation without jet and with the jet. In such energy density magnitude, the relative energy deposits of the jet are smaller than in the previous tests (Figure 2).

![Energy density projection in 1D ($y = z = 0$) of Pb+Pb at 2.76 TeV. UrQMD initial conditions - red line. Hydrodynamic simulations with jet - blue lines, without jet - green lines. Initial condition from UrQMD averaging over 10 events (left panel) and 500 events (right panel).](image)

Figure 2. Energy density projection in 1D ($y = z = 0$) of Pb+Pb at 2.76 TeV. UrQMD initial conditions - red line. Hydrodynamic simulations with jet - blue lines, without jet - green lines. Initial condition from UrQMD averaging over 10 events (left panel) and 500 events (right panel).

4. Discussion

In the performed hydrodynamic simulation, expanding QGP fluid shows strong influence of energy deposited by the jets and of initial state fluctuation. These results confirm the hypothesis of energy changes in distributions by the discussed physical effects. Those changes affect the flow anisotropy and can be compared with the results of experiments. Therefore, we are working on implementation freeze-out procedures based on Cooper-Frye formula and existing hadron freeze-out generator THERMINATOR2.
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