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Abstract: Spearman’s hypothesis states that the difference in intelligence between groups is a function of the g loadings of the subtests, where larger differences are found on tests with higher g loadings. This finding has consistently been supported on various groups. In this study we look at samples of Latin-American Hispanics in comparison to Whites. We carried out a meta-analysis based on 14 data points and a total of 16,813 Latin-American Hispanics, including a new way to correct for imperfectly measuring the construct of g. Spearman’s hypothesis was strongly supported with a mean r of 0.63. After correction for various statistical artifacts this value became rho = 0.91. Therefore, we conclude that Spearman’s hypothesis also holds true for White/Latin-American Hispanic differences.
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1. Introduction

The US Census Bureau states that Hispanics are those people who classify themselves as “Mexican”, “Puerto Rican”, or “Cuban”, as well as those whose origins are from Spain, the Spanish-speaking countries of Central or South America, or the Dominican Republic. Origin can be seen as the country of birth, lineage, nationality group, or heritage of the person or the person’s parents or ancestors before their arrival in the United States. The U.S. Census Bureau also states that people who identify their origin as Hispanic may be of any race [1]. The Census Bureau does not classify persons of Portuguese or Brazilian descent as Hispanic [2]. The term Hispanic is linked to the name of the former Roman province of Hispania (from which we derive the modern name of Spain); present-day Portugal belonged to the old Roman province of Lusitania, not Hispania. Hispanics are a relatively large group in the United States and account for approximately 15.1% of the US population [3].

The term Hispanic is used to denote an ethnicity rather than a race, so someone of Hispanic descent could racially be White, Black, Amerindian, or Asian, and therefore there are large differences between the various groups of Hispanics. It is a well-known fact that the gene pool of Mexico is approximately 80% Amerindian. This figure is even higher in southern Mexico and in most of the Central-American countries, from which most Hispanic-Americans come today. These Hispanics come heavily from the lower classes—raising the issue of selective migration that probably makes them unrepresentative of their home group. For example, given the class structure of these countries, lower-class migrants will be more Indian than their countries as a whole. It has been estimated that the Mexican-American Hispanic gene pool is 90% Amerindian. Puerto-Rican Hispanics, by contrast, are often of African descent and few if any are of Amerindian decent. These Hispanics also come mostly from the lower classes—again raising the issue of selective migration and unrepresentative samples.

In contrast, Cuban-American Hispanics are essentially entirely of European decent, and they come mostly from the middle and upper-middle classes of Cuba, having been forced out by Castro
or having fled the communist government. A clear exception was formed by a small percentage of Cuban criminals released from prison among the mass emigration of Cubans during the so-called ‘Mariel boatlift’ in 1980. Again, this indicates the question of selective migration, with (in this case) Cuban-American Hispanics being educationally and intellectually superior on average to the population of Cubans as a whole, to other Hispanics in the U.S., and possibly even to the White U.S. population.

In the present paper we excluded Spanish nationals as our focus is on groups that generally have a substantially lower mean IQ than Anglo-Americans, so the generally lower IQ needs explaining, or they may have a mean IQ that is quite similar to or possibly even higher than that of Anglo-Americans, but a different cultural background; the Spanish mean IQ is very similar to the U.S. Anglo-American mean IQ [4]. From a practical point of view, to the best of our knowledge, there are simply no studies comparing the scores of Spanish nationals and Anglo-Americans. We feel that excluding Spanish nationals leads to a homogeneous study group in our meta-analysis, in the sense that all these populations are expected to have lower mean IQ scores than Anglo-Americans. So, our focus is on Latin-American Hispanics.

Latin-American Hispanics often do not perform well in educational settings. They have a lower level of educational attainment than Whites and they show a much higher drop-out rate at school than Whites; this effect is even stronger for Latin-American Hispanics born outside of the US [5]. Furthermore, they are less likely to obtain a bachelor’s or a higher-level degree than Whites, with only about 13% of Latin-American Hispanics obtaining such a degree, compared to 31% of Whites [6]. This discrepancy is sometimes blamed on Latin-American Hispanics having relatively poor English-language skills: they often speak Spanish at home and some never learned English at all. Indeed, research shows that in 2012 13.1% of the Hispanic population ages 5–17 did not speak English very well (11.5% for U.S.-born; 29.8% for foreign-born) and ~39% of the Hispanic population 18 and up does not speak English very well (10.6% for U.S.-born; 68.2% for foreign-born) [7].

Another possible cause of the poor educational performance is the below-average intelligence of Latin-American Hispanics. Lynn [8] used the Differential Ability Test and showed an IQ gap of about nine points between White and Hispanic children. A meta-analysis by Roth, Bevier, Bobko, Switzer, and Tyler [9] found that Hispanic adults perform more poorly on tests of intelligence in the workplace when compared to White adults.

Spearman’s hypothesis [10] states that group differences on standardized intelligence test batteries between groups of Blacks and Whites can be easily explained: there are larger differences on the more cognitively complex subtests and smaller differences on the less cognitively complex subtests. Jensen devised the method of correlated vectors as the test of Spearman’s hypothesis: the $g$ loadings of all the subtests are computed to construct the vector of $g$ loadings and the standardized group differences on the same subtests are computed to construct the $d$ vector, and then these two are correlated. Within the U.S., there is a lot of empirical support for Spearman’s hypothesis comparing Whites and Blacks [11], Amerindians [12], and Jews [13]. It should be noted that European Jews have higher mean scores than both non-Jewish Whites and Oriental Jews. Following Jensen’s logic of subtracting the IQ scores of the lower-scoring group from the IQ scores of the higher-scoring group, the scores of the non-Jewish Whites were subtracted from the scores of the European Jews, and the scores of Oriental Jews were subtracted from the score of the European Jews. However, so far Spearman’s hypothesis has not been extensively tested in comparisons of Latin-American Hispanics and Whites. Support for Spearman’s hypothesis tested on Latin-American Hispanics has been found by Hartmann, Kruuse, and Nyborg [14]. Whites scored ~0.8 standard deviations higher than Latin-American Hispanics in two different samples, with the first sample based on data from the Centre for Disease Control and the second sample based on data from the National Longitudinal Survey of Youth (NLSY79) in the U.S. In both samples they found that cognitive complexity of subtests explained the magnitude of group differences on the same subtests. Kane [15] tested Spearman’s hypothesis on Latin-American Hispanics using the Universal Nonverbal Intelligence Test (UNIT), and Dalliard [16] tested Spearman’s hypothesis using the Differential Ability
Scales-II (DAS-II); in both instances there was support. Ganzach (2016ab) [17,18] takes us back to Jensen’s (Jensen & Figueroa, 1975) [19] work on Black/White differences before he started testing Spearman’s hypothesis. In this early work, Jensen showed these differences were much smaller on the Wechsler subtest Digit Span Forward than on the Wechsler subtest Digit Span Backward, whereas the former subtest had higher complexity than the latter subtest. Ganzach (2016a) [17] used a nationally representative, large dataset to empirically check whether Jensen’s findings on Black/White differences could be generalized to Hispanic/White differences; he found a reverse pattern for Hispanics: larger differences on Digit Span Forward and smaller differences on Digit Span Backward. Spearman’s hypothesis cannot be tested on just two subtests, but the pattern in the Hispanic/White differences is opposite to that predicted by Spearman’s hypothesis. This leads to the question how strongly Spearman’s hypothesis will be confirmed in a meta-analysis. So, more research is clearly needed.

We chose to analyze our data with the method of correlated vectors (MCV). The MCV has been criticized by various researchers [20–22] and is considered controversial by some. We refer the interested reader to recent, detailed discussions on this topic (Woodley, te Nijenhuis, Must, & Must, 2014 [23]; te Nijenhuis & van den Hoek, 2016; [24] te Nijenhuis, Choi, van den Hoek, Valueva, & Lee, in press [25]). As an aside, we notice that the present study is on Spearman’s hypothesis tested on subtests of an IQ battery, but that there is a recent discussion on the test of Spearman’s hypothesis at the item level [Wicherts, 2018 [26]; te Nijenhuis & van den Hoek, 2018 [27]]; however, this discussion has little relevance for the present paper [25].

The goal of the current study is to test and extend Spearman’s hypothesis using meta-analysis. This is especially important since Latin-American Hispanics are now the largest minority group in the US, and will likely become a more substantial part of the workforce. We expect to find similar results as found in the study by Hartmann et al., namely that the differences between Latin-American Hispanics and Whites on subtests will correlate with the g loading of the subtests.

2. Methods

2.1. Meta-Analysis

The purpose of this study is to determine whether the correlation between the g loadings and difference scores on IQ subtest between Whites and Latin-American Hispanics is strong and positive in sign. We carried out a meta-analysis where we tested Spearman’s hypothesis in comparisons of Whites and Latin-American Hispanics in the U.S. We did not use Jensen’s [28] procedure for testing Spearman’s hypothesis, but a more simplified procedure [10], which does not include testing for measurement invariance. We carried out a full-fledged psychometric meta-analysis where we corrected for various statistical artifacts [29] using the software package developed by Schmidt and Le [30].

2.2. Rules for Inclusion

For studies to be included in a meta-analysis on Latin-American Hispanics three criteria had to be met. First, the IQ test had to be well-validated. Second, in order to obtain a reliable estimate of the correlation between each of the variables and g loadings, the cognitive batteries had to be based on a minimum of five subtests. Jensen [10,31] used six subtests as a minimum, but in recent meta-analyses using the method of correlated vectors [12,13,32–35] it has been empirically shown that if the underlying relationship is strongly positive or strongly negative a test battery with five subtests in the majority of cases still strongly bring out the theoretically expected correlation. However, in many cases using four subtests leads to unstable outcomes, although for exploratory purposes four subtests could still be used. In contrast, when the theoretically expected effect is not strongly positive or negative at least seven subtests are necessary for a reliable measurement [36,37]. Third, the samples had to be Hispanic, but we excluded Spanish nationals as our focus is on groups that generally have a lower mean IQ than Anglo-Americans, so the generally lower IQ needs explaining, or they may have a mean IQ that is quite similar to or possibly even higher than that of Anglo-Americans, but a different
cultural background; the Spanish mean IQ is very similar to the U.S. Anglo-American mean IQ [4]. From a practical point of view, to the best of our knowledge there are simply no studies comparing the scores of Spanish nationals and Anglo-Americans. We feel that excluding Spanish nationals leads to a homogeneous study group in our meta-analysis, in the sense that all these populations are expected to have lower IQ scores than Anglo-Americans. A sample by Sternberg et al. [38] was described as including Latinos, so it might include Portuguese and Brazilians and we therefore did not include it in the meta-analysis.

2.3. Searching and Screening Studies

Digital searches were carried out in online databases: Google Scholar, ProQuest, PsycINFO, and CataloguePlus (Primo). Terms used in the digital search were ‘Hispanic’, ‘Latino’, ‘Chicano’, ‘Latin American’, ‘Mexico’, ‘Puerto Rico’, and ‘Cuba’, as well as the names of all Central and South American countries. These terms were combined with the terms ‘intelligence’, ‘IQ’, ‘mental ability’, ‘mental capacity’, ‘cognitive ability’, ‘aptitude’, ‘competence’, ‘differences’, ‘WISC’, ‘WAIS’, ‘WPPSI’, ‘K-ABC’, and ‘Woodcock Johnson’. We also used Spanish keywords to obtain more relevant data for our analysis: ‘inteligencia’, ‘intelecto’ ‘capacidad cognitiva’, and ‘capacidad mental’. Further searches were carried out by following up on the references given in the studies obtained through digital means, as well as references of the studies of Hispanic intelligence reported by Lynn [39] (p. 108). These searches resulted in a total of 13 studies that were usable in our analysis, with a total of 14 data points.

2.4. g Loadings

To test Spearman’s hypothesis, Pearson correlations between difference scores of the subtests of the IQ battery and g loadings were computed. In general, g loadings were computed by conducting a principal axis factor analysis on the correlation matrix of a test battery’s subtest scores. The subtest’s loadings on the first unrotated factor indicates the subtest’s loading on g. g loadings were always matched to the age range of the groups involved in the comparison as close as possible. If the age range of the comparison groups comprised more than one age group of the IQ battery, we computed weighted-average g loadings of all age groups of the IQ battery that fall within the age range of the comparison groups. Whenever possible we used the g loadings from the largest available group for our analyses, such as standardization samples.

2.5. Calculating Glass’ d

Since the White groups scored higher on most tests, the Glass’ ds [40,41] were calculated by taking the scores of the Latin-American Hispanic group and subtracting them from the scores of the largest available White comparison group (mostly standardization samples when available). Referral is the act of officially sending someone to a person or authority that is authorized or better qualified to deal with them and referral groups were compared to other referral groups for a fair comparison. Then the results were divided by the standardization sample SD or the SD of the largest White sample available. Please note that our effect size is Glass’ d because we did not use the pooled SD, but the SD of a White sample.

For the statistical formula for sampling error to apply, it could be argued that the denominator in calculating the Glass’ d statistic should be the N-weighted average SD across the two groups, because if only one SD is used, the formula for sampling error variance is not known. However, in this case this would not make a lot of difference, since the White group is always much larger and so would strongly dominate the weighted average.

2.6. Studies Supplying Multiple Effect Sizes

Schmidt and Hunter [29] (p. 449) state that many researchers routinely compute effect sizes separately by sex and race, even when there is usually no good reason to expect that they will act as a moderator. Especially when the total sample is not large, the analysis of subgroups exacts a price
by increasing sampling error. Schmidt and Hunter [29] (p. 451) advised that the major cumulative analysis should be carried out with total-group effect sizes when the demographic variable has been shown to have little or no moderating effect when the total group effect size cannot be computed an average effect size can also be used [29] (pp. 449–451).

The study by Hartmann et al. [14] used samples from two different databases, so it supplies two data points to the meta-analysis. The study by Kaufman, McLean, and Kaufman [42]) reports data on two different age groups. Age does not appear to act as a clear and strong moderator of Spearman’s hypothesis tested on IQ batteries: te Nijenhuis and van den Hoek [35] presented a large meta-analysis of Black adults and showed that the outcomes are strongly in line with those found for Black children [10]. Flemmer and Roid [43] present data split up by three education levels, but education level has not been suggested as a clear and strong moderator in the literature on Spearman’s hypothesis. As there is no empirical proof that moderators play a substantial role, we therefore combined the samples, as suggested by Schmidt and Hunter [29] (ch. 10, pp. 449–451).

2.7. Correcting for Sampling Error, Reliability of the $g$ Vector, and Reliability of the Glass’ $d$ Vector

In many cases sampling error explains the majority of the variation between studies, so the first step in a psychometric meta-analysis is to correct the collection of effect sizes for differences in sample size between the studies. We use the number of tests in the IQ battery as the sample size. For example, take a study that yields means and $SD$s for 12 subtests of an IQ battery on two groups and also obtains data that allow the computation of $g$ loadings, then this number of twelve subtests is the number of data points. Each of these 12 data points includes one value of a $g$ loading and one value of the $d$ statistic. The correlation between these two vectors or variables is based on $N = 12$.

It is a highly frequent finding in psychometric meta-analysis that, when powerful moderators are absent, sampling error explains at least half the variance between the data points. When using number of subtests as an indicator of sampling error, meta-analyses based on the method of correlated vectors yields this classic outcome. When using sample size as the indicator of sampling error, as was done in the earlier meta-analyses where the Method of Correlated Vectors-Psychometric Meta-Analytical Hybrid Model was used, just a very small percentage of variance was explained, even with a quite substantial number of data points in the study. Moreover, it is important in psychometric meta-analysis (Schmidt & Hunter, 2015) [29] that all the corrections for statistical artifacts are statistically independent. When using sample size as an indicator of sampling error, there is a correlation with the correction for the reliability of the second vector, but when using the number of subtests as an indicator for sampling error there is statistical independence. Please note that a somewhat comparable principle can be found in Jensen’s classic studies of Spearman’s hypothesis: the outcome of the test of significance of the correlation between vectors is based on the number of subtests in the IQ battery, and not on the sample size.

Also note that the number of participants in the study is not forgotten in the Method of Correlated Vectors-Psychometric Meta-Analytical Hybrid Model: the correction for the reliability of the second vector is based upon the size of the sample. So, sample size plays a role in the size of the meta-analytical correlation and in the computation of the amount of variance between the data explained by statistical artifacts.

The meta-analytical results in this paper would be necessarily biased were we to carry out a bare bones meta-analysis. A bare bones meta-analysis is one in which there is no correction for the downward biasing effect of measurement error in either of the measures being correlated or related. The measures being correlated in the present study are the $g$ vector and the Glass’ $d$ vector. It is not possible to estimate $g$ loadings in a $g$ vector without error; the estimates contain measurement error. The amount of measurement error is revealed, amongst others, in the reliability coefficient of the $g$ vector. As illustrated in Jensen [10] (ch. 10), this reliability is estimated by the correlation between $g$ vectors estimated on two different groups of similar size and of similar background taking the same test battery. If this reliability is known, then it can be used to correct the correlations in the meta-analysis.
for the downward bias created by the measurement error. Estimates of this reliability are presented in Jensen [10], in te Nijenhuis, van Vianen, and van der Flier [32], and in te Nijenhuis and van der Flier [36]. The same consideration applies to the between-group differences on the tests in the form of Glass’ $d$ values. Again, the smaller the sample sizes in two groups, the more measurement error there will be in these Glass’ $d$ values, and vice versa.

To correct for the reliability of the vector of $g$ loadings we made use of the data reported in te Nijenhuis, Jongeneel-Grimen, and Armstrong [34], who constructed a distribution of reliabilities (see Figure 1). Several samples were compared that differed little on background variables. For the comparisons using children we chose samples that were highly comparable with regard to age. Samples of children in the age of 3 to 5 years were compared against other samples of children who did not differ more than 0.5 year of age. Samples of children between the ages of 6 and 17 years were compared against other samples of children who did not differ more than 1.5 year of age. For the comparisons of adults, samples of individuals between the ages of 18 and 95 years were compared.

Correlation matrices were collected from test manuals, books, articles, and technical reports. The large majority came from North America, with a large number of European countries, and also a substantial number from Korea, China, Hong Kong, and Australia. This resulted in ~700 data points, which led to 385 comparisons of $g$ loadings of comparable groups which provided an indication of the reliability for that group [34].

If the items of a scale are measuring one construct, then the reliability estimates should be positive. But, if the scale is badly constructed, one could have a negative coefficient alpha, as the value is simply the average of all possible split-half correlations. In the case of intelligence batteries, there is more than a century of experience of constructing high-quality instruments, and all the subtests correlate highly with one another, so you would not expect negative reliabilities. In line with this, te Nijenhuis, Jongeneel-Grimen, and Armstrong [34] decided to smoothen their distributions by leaving out negative data points. In the present study we decided to use an additional technique to smoothen distributions namely leaving out extreme outliers, so data points with a reliability that differs very strongly from the general outcome for a specific sample size. Usually these extreme outliers indicate very low reliabilities, which would lead to overcorrection [29], and this is highly undesirable. Excluding data points indicating low reliabilities leads to less strong support of Spearman’s hypothesis after corrections for statistical artifacts, so, the outcomes now become more conservative. Obviously, we were reluctant to remove data points.

It is generally difficult to describe a procedure for this process of outlier removal without arguing putting too much emphasis on statistics—we relied strongly on visual inspection and then only removed a possible outlier when it was a large number of $SD$s away from the other data points. We began with the visual inspection of the scatter plot of reliabilities against $Ns$ looking for extreme outliers. When we found them, we looked whether there was a cluster of data points to which they belonged. We then computed the standard deviation of the data points in the cluster, obviously without including the value of the reliability of the outliers. We note that the $SD$ is computed on the values of the reliabilities. The next step was to compute the distance expressed in the $SD$ of the reliabilities of the cluster between the mean value of the cluster and the outlier. When the distance was more than 10 $SD$s from the mean we regarded this as an extreme outlier and deleted it from the distribution. This led to five of the 385 data points being removed, which yields a very small percentage.

A scatter plot of reliabilities against $Ns$ showed that the larger $N$ becomes, the higher the value of the reliability coefficients, with an asymptotic function between $r (g \times g)$ and $N$. However, because the extreme range on the $x$-axis resulted in a picture that is not informative, the regression line for $r (g \times g)$ and $N$ is not reported. For the same reason we divided Figure 1 into three parts, each showing the scatter plot of reliability of the vector of $g$ loadings and sample size for a specific range of $N$. 
Figure 1. Cont.
The values of $r (g \times \text{Glass'} d)$ for Spearman’s hypothesis tested on intelligence test batteries are attenuated by the reliability of the Glass’ $d$ vector for a given battery. When two samples have a comparable $N$, the average correlation between vectors is an estimate of the reliability of each vector. The reliability of the Glass’ $d$ vector was estimated using the present datasets, comparing samples that took the same test, and that differed little on background variables. For the comparisons using children, we chose samples that were highly comparable with regard to age, and for the comparisons of adults, we chose samples that were roughly comparable with regard to age. We only used comparisons that were comparable in size, background, and had similar populations (referral vs. nonreferral; see definition in Section 2.5). This yielded five possible comparisons. One comparison yielded a negative correlation, and therefore we did not include this comparison. Removing the negative correlation, we were left with four estimates of the reliability of the $d$ vector. These reliabilities were plotted in Figure 2 and curves were fitted to the data points. As expected, the reliability of the Glass’ $d$ vector increases with sample size and a logistic curve was the best fit for the asymptotic function of $r (\text{Glass'} d \times \text{Glass'} d)$. Reliabilities for comparisons outside of the sample size range were estimated using the regression-line formula.
Jensen [10] (ch. 10) wrote that the values of \( r (g \times \text{Glass’ } d) \) are attenuated by the restriction of range of \( g \) loadings in many of the standard test batteries. The most highly \( g \)-loaded batteries tend to have the smallest range of variation in the subtests’ \( g \) loadings. Jensen [10] (pp. 381–382) showed that restriction in the magnitude of \( g \) loadings strongly attenuates the correlation between \( g \) loadings and standardized group differences. Hunter and Schmidt [44] stated that the solution to variation in range is to define a reference population and express all correlations in terms of it. The Hunter and Schmidt meta-analytical program computes what the correlation in a given population would be if the standard deviation were the same as in the reference population. The standard deviations can be compared by dividing the standard deviation of the study population by the standard deviation of the reference group, that is, \( u = SD_{\text{study}}/SD_{\text{ref}} \). To give an example, suppose the observed correlation is \( r = 0.50 \), the \( SD_{\text{study}} = 0.150 \), and the \( SD_{\text{ref}} = 0.192 \), then the value of \( u \) is \( 0.150/0.192 = 0.78 \), which results in a correction factor of 1.28, which yields a corrected correlation with a value of \( \rho = 0.64 \).

Jensen [10] (p. 382) can be read as suggesting that the unrestricted value of \( SD \) can both be theoretically and empirically derived; he then goes on to empirically derive this value. Te Nijenhuis and coauthors [34] also chose to work with empirically-derived values of the unrestricted \( SD \). As references they used tests that are broadly regarded as exemplary for the measurement of intelligence, namely the various versions of the Wechsler tests for children and adults. The average standard deviation of \( g \) loadings of the various versions of the Wechsler from datasets from countries all over the world was 0.132 for children and 0.107 for adults. They used these values as their reference in the studies with children and adults, respectively. In so doing, the \( SD \) of \( g \) loadings of all test batteries was compared to the average \( SD \) in \( g \) loadings in the Wechsler tests for children and adults, respectively.

In the present paper, however, we chose to work with theoretically-derived values of the unrestricted \( SD \). Frank Schmidt (personal communication with Jan te Nijenhuis, 2010) suggested to use the maximal range of \( g = 0 \) to \( g = 1 \) for every meta-analytical test of Spearman’s hypothesis, so not only for IQ batteries, but also for elementary cognitive tasks, safety suitability tests, school achievement tests, Situational Judgment Tests, and Assessment Center exercises. Flynn [45] (p. 36) also chose the theoretically-derived value of the unrestricted \( SD \). The unrestricted population is defined as having \( g \)

![Figure 2. Reliability of \( r (d \times d) \) as a Function of Sample Size.](image-url)
loadings ranging from 0.001 to 0.999 with SD is 0.167. Flynn does not report details, but appears to use the values of $z = -3.00$ to $z = +3.00$ of a normal distribution equaling 6 SDs, thereby covering 99.9% of the distribution. In the present paper, we use the value of the unrestricted SD suggested by Flynn.

The Hunter and Schmidt meta-analytical program computes only the aforementioned four corrections for statistical artifacts. We will refer to the observed correlation corrected for sampling error, unreliability of the vector of $g$ loadings, unreliability of the Glass’ $d$ vector, and range restriction as $\rho_4$.

### 2.9. Correction for Deviation from Perfect Construct Validity

Jensen [10] (1ch. 10) writes that the more tests in a test battery and the higher their $g$ loadings, the higher the $g$ saturation of the composite score is. The Wechsler batteries have a large number of subtests with quite high $g$ loadings, yielding a highly $g$-saturated composite score. Jensen [10] (pp. 90–91) states that the $g$ score of the Wechsler batteries correlates more than 0.95 with the tests’ IQ score. However, shorter batteries with a substantial number of tests with lower $g$ loadings will lead to a composite with somewhat lower $g$ saturation. Jensen [10] (ch. 10) states that the average $g$ loading of an IQ score as measured by various standard IQ tests lies in the +0.80s. When this value is taken as an indication of the degree to which an IQ score is a reflection of “true” $g$, it can be estimated that a test’s $g$ score correlates ~0.85 with “true” $g$. As $g$ loadings represent the correlations of tests with the $g$ score, it is most likely that most empirical $g$ loadings will underestimate “true” $g$ loadings; therefore, empirical $g$ loadings correlate about 0.85 with “true” $g$ loadings. As the Schmidt and Le [30] computer program only includes corrections for the first four artifacts, the correction for deviation from perfect construct validity has to be carried out on the values of $r$ ($g \times$ Glass’ $d$) after correction for the first four artifacts. To limit the risk of overcorrection, in previous meta-analyses using the method of correlated vectors a conservative choice of the value of 0.90 for the correction was made [32,36]. The observed correlation after corrections for sampling error, unreliability, range restriction, and imperfect construct validity was referred to as rho-5, as it was corrected for five statistical artifacts.

Another way to estimate the distribution of values necessary for the fifth correction is based on using samples that took a large number of cognitive tests. Wechsler test data were analyzed using a formula given by Jensen [10] (pp. 103–104) to compute the $g$-loaderness of a sum score:

$$[1 + \left(\sum r^2_{sg}/(1 - r^2_{sg})\right)^{-1})]^{-0.5}$$

where $r^2_{sg}$ = each subtest’s squared $g$ loading. The formula implies that longer test batteries in general are more $g$-loaded than shorter test batteries, with $g$-loaderness being an asymptotic function of the number of subtests. Using this formula resulted in a $g$ loading of 0.92–0.95 for the various Wechsler Full Scale scores based on 10–12 subtests. It may be that having about fifteen subtests from one or more test batteries gives one a total score with perfect $g$-loadenedness. The next step is to argue that when using datasets with many cognitive tests the larger the collection of subtests becomes, the more the resulting $g$ score approaches Jensen’s concept of “true” $g$. The final step is to compute a $g$ score based on, for instance, six subtests from a large collection of cognitive tests and to correlate this $g$ score with a $g$ score based on, say, 25 subtests yielding an estimate of the correlation of the sum score based on six subtests with “true” $g$. Various combinations of six subtests from a larger collection are possible and their correlations with $g$ based on a large number of subtests yield an estimate of the distribution of the value necessary for the correction for imperfectly measuring the construct of $g$ when using a battery consisting of six cognitive tests.

We wanted to know how strongly the correlation between “true” $g$ and the $g$ from an artificial test battery is a function of the number of subtests. Therefore, we used a dataset with a large number of cognitive tests to create a distribution of the values of the correlation of a test battery with the construct “true” $g$. It was expected that the measurement of “true” $g$ by a test battery was an asymptotic function of the number of subtests. Several analyses were carried out on the dataset.
2.9.1. Research Participants

Bleichrodt, Resing, Drenth, and Zaal [46] carried out a study using two IQ tests, namely, both the Dutch WISC-R and the RAKIT. The RAKIT was given to a nationally representative sample of 1415 Dutch children of seven age groups (4–11 years of age). The Dutch WISC-R was also taken by a subsample of 469 children aged 6–9 from 60 primary schools from the RAKIT sample, with two weeks in between the taking of tests. In 29 schools the WISC-R was taken first and then the RAKIT. In 31 schools the RAKIT was taken first, then the WISC-R.

2.9.2. Psychometric Variables

Each test battery consists of 12 subtests that are highly diverse in the types of abilities, information content, and cognitive skills they call for. The subtests of the RAKIT [46]:

1. Closure; the child is given very incomplete pictures and has to figure out the complete picture. According to Carroll’s [47] taxonomy, this subtest is a measure of Closure Speed at stratum I, which makes this subtest a measure of Broad Visual Perception at stratum II.

2. Exclusion; out of four abstract figures the child has to select the one that is different from the other three. The child has to detect the necessary rule to solve the task. This subtest measures Induction at stratum I, which makes it a measure of Fluid Intelligence at stratum II.

3. Memory Span; the child has to memorize figures put on cards and the sequence in which they are presented. After five seconds the card is turned and the child has to reproduce the figures in the right sequence using blocks on which the figures are printed. The subtest contains a series with concrete figures and a series with abstract figures. Both series measure (Visual) Memory Span at stratum I. Both series fall under General Memory and Learning at stratum II.

4. Verbal Meaning; words are presented to the child in an auditory fashion and from four figures the child has to choose the one which resembles the word it has just heard. This subtest measures Lexical Knowledge at stratum I and is a measure of Crystallized Intelligence at stratum II.

5. Mazes; the child has to go through a maze with a stick as fast as they can. Because of the speed factor this subtest is a measure of Spatial Scanning at stratum I, which falls under Broad Visual Perception at stratum II.

6. Analogies; the child has to complete verbal analogies that are stated as follows: A:B is like C: . . . (there are four options to choose from). The constructors of this subtest tried to avoid measuring Lexical Knowledge, by including only those words that are highly frequently used in ordinary life. All words in the analogy items are accompanied by illustrations, so as to reduce the verbal aspect of the task to a minimum. This subtest is a measure of Induction at stratum I, which makes it a measure of Fluid Intelligence at stratum II.

7. Quantity; in this multiple-choice test the child has to make comparisons between pictures, differing in volume, length, weight, and surface. This subtest is a measure of Quantitative Reasoning at stratum I, which measures Fluid Intelligence at stratum II.

8. Disks; the child has to use pins to put disks with two, three, or four holes on a board as fast as possible until three layers of disks are on the board. This subtest is a measure of Spatial Relations at stratum I, which measures Broad Visual Perception at stratum II.

9. Learning Names; the child has to memorize the names of different butterflies and cats using pictures presented on cardboard. This subtest measures Associative Memory at stratum I, which makes it a measure of General Memory and Learning at stratum II.

10. Hidden Figures; the child has to discover which of six figures is hidden in a complex drawing. This subtest is a measure of Flexibility of Closure at stratum I, which makes it a measure of Broad Visual Perception at stratum II.

11. Idea Production; the child has to name as many words, objects, or situations as possible that can be associated with a broad category within a certain time span, for example: “What can you eat?”
This subtest is a measure of Ideational Fluency at stratum I, which is a measure of Broad Retrieval Ability at stratum II.

12. Storytelling; the child has to tell as much as possible about a picture on a board and what could happen to the persons or objects in the picture. The total score is composed of both quantitative measures (number of words, number of relations, did or did not the child tell a plot, etc.) and qualitative measures (did the child grasp the central meaning of the story). This subtest consists of different elements and measures at stratum I: Naming Facility and Ideational Fluency, Sequential Reasoning, and to some extent Communication Ability. These stratum-I abilities are measures of Broad Retrieval Ability, Fluid Intelligence, and Crystallized Intelligence, respectively, at stratum II.

The subtests of the Dutch WISC-R [48]:

1. Information; the child has to verbally answer all kinds of general questions, some of which have several possible correct answers. This subtest measures General Information, which is a measure of Crystallized Intelligence at stratum II.
2. Picture Completion; the child has to find out which essential part of a picture is missing, within a given time. This subtest measures Closure Speed at stratum I, which makes it a measure of Broad Visual Perception at stratum II.
3. Similarities; the child has to find a similarity between two objects or concepts. There are several correct answers. This subtest is a measure of Induction at stratum I, which makes it a measure of Fluid Intelligence at stratum II.
4. Picture Arrangement; the child has to order a series of pictures in such a way that the pictures form a comprehensive story within a given time. This subtest is a measure of General Sequential Reasoning at stratum I, which makes it a measure of Fluid Intelligence at stratum II.
5. Arithmetic; the child has to solve arithmetic problems. These arithmetic problems are verbally presented: Four boys have 72 fish. They divided the fish, and everybody gets the same amount. How many fish does each boy get? This subtest is a measure of Crystallized Intelligence at stratum II.
6. Block Design; using blocks, the child has to replicate a pattern presented on a card. This subtest is a measure of Visualization at stratum I, which measures Broad Visual Perception at stratum II.
7. Vocabulary; the child has to give the meaning of a presented word. This subtest measures Lexical Knowledge at stratum I, which makes it a measure of Crystallized Intelligence at stratum II.
8. Object Assembly; the child has to put different pieces of cardboard together to copy a given figure within a given time. This subtest is a measure of Visualization at stratum I, which makes it a measure of Broad Visual Perception at stratum II.
9. Comprehension; the child has to answer different questions in which they have to give their insight and judgment about everyday-life issues. This subtest measures General Knowledge, which is a measure of Crystallized Intelligence at stratum II and is a measure of General Sequential Reasoning at stratum I, which is a measure of Fluid Intelligence at stratum II.
10. Coding; the child has to put a sign in a series of figures (code A) or under a series of numbers (code B). The sign belonging to the figure of number that was presented to the child earlier. This subtest is a measure of Visual Memory as stratum I, which falls under General Memory and Learning at stratum II.
11. Digit Span; the child has to repeat a series of numbers in the sequence presented to them auditorily (Forward Digit Span) or in reverse order starting with the last number they heard back to the first number (Backward Digit Span). This subtest is a measure of Memory Span at stratum I, which makes it a measure of General Memory and Learning at stratum II.
12. Mazes; the child has to trace the way out of a maze presented on paper with a pencil within a given time. The child is not allowed to enter a dead end. This subtest is a measure of Spatial Scanning at stratum I, which falls under Broad Visual Perception at stratum II.
2.9.3. g Loadings

The data in Table 1 are taken from the RAKIT manual [46] (p. 142, Table 9.4) and were computed using the same techniques as in the rest of the present study (see Section 2.4).

Table 1. Combined datasets of RAKIT and Dutch WISC-R: their subtests and g loadings.

<table>
<thead>
<tr>
<th>Subtest</th>
<th>g</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dutch names</strong></td>
<td></td>
</tr>
<tr>
<td>Rakit</td>
<td></td>
</tr>
<tr>
<td>Figuur Herkennen</td>
<td>0.53</td>
</tr>
<tr>
<td>Exclusie</td>
<td>0.47</td>
</tr>
<tr>
<td>Geheugenspan</td>
<td>0.56</td>
</tr>
<tr>
<td>Woordbetekenis</td>
<td>0.39</td>
</tr>
<tr>
<td>Doolhoven</td>
<td>0.61</td>
</tr>
<tr>
<td>Analogieën</td>
<td>0.63</td>
</tr>
<tr>
<td>Kwantiteit</td>
<td>0.51</td>
</tr>
<tr>
<td>Schijven</td>
<td>0.49</td>
</tr>
<tr>
<td>Namen Leren</td>
<td>0.62</td>
</tr>
<tr>
<td>Verborgen figuren</td>
<td>0.20</td>
</tr>
<tr>
<td>Ideeënproduktie</td>
<td>0.25</td>
</tr>
<tr>
<td>Vertelplaat</td>
<td>0.58</td>
</tr>
<tr>
<td><strong>English names</strong></td>
<td></td>
</tr>
<tr>
<td>Figure Recognition</td>
<td></td>
</tr>
<tr>
<td>Exclusion</td>
<td></td>
</tr>
<tr>
<td>Memory Span</td>
<td></td>
</tr>
<tr>
<td>Verbal Meaning</td>
<td></td>
</tr>
<tr>
<td>Mazes</td>
<td></td>
</tr>
<tr>
<td>Analogies</td>
<td></td>
</tr>
<tr>
<td>Quantity</td>
<td></td>
</tr>
<tr>
<td>Disks</td>
<td></td>
</tr>
<tr>
<td>Learning Names</td>
<td></td>
</tr>
<tr>
<td>Hidden Figures</td>
<td></td>
</tr>
<tr>
<td>Idea Production</td>
<td></td>
</tr>
<tr>
<td>Storytelling</td>
<td></td>
</tr>
<tr>
<td><strong>WISC-R</strong></td>
<td></td>
</tr>
<tr>
<td>Informatie</td>
<td>0.61</td>
</tr>
<tr>
<td>Onvolledige tekeningen</td>
<td>0.52</td>
</tr>
<tr>
<td>Overeenkomsten</td>
<td>0.57</td>
</tr>
<tr>
<td>Plaatjes ordenen</td>
<td>0.70</td>
</tr>
<tr>
<td>Picture Arrangement</td>
<td></td>
</tr>
<tr>
<td>Rekenen</td>
<td>0.64</td>
</tr>
<tr>
<td>Block Design</td>
<td>0.56</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>0.43</td>
</tr>
<tr>
<td>Object Assembly</td>
<td>0.27</td>
</tr>
<tr>
<td>Comprehension</td>
<td>0.35</td>
</tr>
<tr>
<td>Coding</td>
<td>0.44</td>
</tr>
<tr>
<td>Digit Span</td>
<td>0.44</td>
</tr>
<tr>
<td>Mazes</td>
<td>0.53</td>
</tr>
</tbody>
</table>

2.9.4. Computation of g Scores and “True” g Scores

The various g scores of all research participants were computed by summing the products of participant’s z scores and the subtest’s g values for all the subtests. “True” g scores were the g scores computed on the full set of 24 subtests. The other g scores were based on a minimum of five subtests and a maximum of 23 subtests.

2.9.5. Combinations of Subtests

Here we set five subtests as the minimum to create an artificial test battery. The maximum number of subtests for an artificial battery was set at 23. A basic artificial test battery with a well-balanced
combination of subtests was created by taking the 5 RAKIT subtests Closure (Broad Visual Perception), Exclusion (Fluid Intelligence), Memory Span (Memory), Verbal Meaning (Crystallized Intelligence), and Idea Production (Broad Retrieval Ability). These five subtests measure five of the broad dimensions of the Carroll [47] model that are most commonly represented in IQ batteries. They constitute subtests numbers 1, 2, 3, 4, and 11, respectively. Additional artificial test batteries were created by adding subtests to the basic artificial test battery. Nineteen artificial test batteries of six subtests were created by adding RAKIT subtests numbers 5, 6, 7, 8, 9, 10, and 12 and WISC-R subtests 1–12 to the basic battery. Eighteen artificial test batteries of seven subtests were created by adding RAKIT subtests numbers 5 and 6; 6 and 7; 7 and 8; 8 and 9; 9 and 10; and 10 and 12; RAKIT subtest 12 and WISC-R subtest 1; WISC-R subtests 1 and 2; etc., to the basic battery. Artificial batteries consisting of 8–23 subtests were created in a similar manner. g scores of these combinations were computed using the g loadings computed on the full sample.

2.9.6. Correlations of g Scores and “True” g Scores

Pearson correlations were computed between the g scores of the large number of artificial test batteries and the g score based on the total collection of subtests, which was taken as a measure of “true” g.

2.9.7. Scatter Plot

All the data points were entered into a scatter plot with number of subtests in an artificial battery on the x-axis and the correlation between the two sum scores on the y-axis. If the hypothesis about “true g” is correct, the scatter plot should show that the larger N becomes, the higher the value of the correlation, with an asymptotic function between r and N expected. The curve that gave the best fit to the expected asymptotic function was selected, and a logarithmic regression line was always tried first.

2.9.8. Computation of the Correction Value

The regression line of the scatter plot was used to estimate the correction values for the correction for imperfectly measuring the construct of g. First, the average number of subtests for every study in the meta-analytical database was computed. Second, the correction value was estimated by taking the cut-point of the regression line for the average number of subtests. In this way one correction factor applicable for the correction for deviation from perfect construct validity for the entire sample was obtained.

3. Results

A scatter plot of correlations of the g score of artificial test batteries with “true” g against number of subtests should reveal that the larger the number of subtests becomes, the higher the value of the correlation, with an asymptotic function between r and number of subtests expected, and this is what we found. Figure 3 shows the scatter plot of the correlations between two sum scores and number of subtests, and the logarithmic curve that fitted optimally for the data from the RAKIT and Dutch WISC-R combined.
In the meta-analytical database, the number of subtests in the IQ batteries ranged from six to sixteen with the mean value of $m = 11.00$ ($SD = 2.96$). The correlations between $g$ scores and “true” $g$ scores for the combined RAKIT and WISC-R dataset was estimated by taking the cut-point of the regression line based on eleven subtests, which results in $r = 0.94$. This means that a correction of $\frac{1}{0.94} = 6\%$ has to be applied to the value of rho-4. So, for instance, when the value of rho-4 = 0.50, the value of rho-5 becomes 0.53.

Table 2 gives an overview of the correlation between the Glass’ $d$ scores and $g$ loadings for comparisons of Latin-American Hispanics and Whites. The Table contains data from a total of 13 studies, which yield a total of 14 correlations. The total number of White subjects is 230,974, while the total number of Hispanic subjects is 16,813. The combined harmonic mean of all the samples is 59,089. The first column reports the reference for the study, the second column reports the group (Hispanic, Mexican-American, or both), the third column reports the test battery used, and the fourth column reports the $r (g \times \text{Glass’} d)$ for Latin-American Hispanics. The fifth column reports the amount of subtests the test contains, the sixth column reports the size of the White samples, the seventh column reports the size of the Latin-American Hispanic samples, the eighth column reports the $N_{\text{harmonic}}$ for each comparison, the ninth column reports the $N$ on which the computation of $g$ loadings was based, the tenth column reports the reliability value of the $g$ vector, the eleventh column reports the reliability of the Glass’ $d$ vector, the twelfth column reports the amount of restriction of range, expressed in $u$, and the thirteenth column reports the age of the subjects. It is clear that with one exception all the correlations are positive and many times Spearman’s hypothesis is strongly supported.
Table 2. Overview of studies with correlations between the vector of g loadings and the vector of standardized Latin-American Hispanic/White differences on the subtests of an IQ battery.

<table>
<thead>
<tr>
<th>Study</th>
<th>Group</th>
<th>Test Battery</th>
<th>r</th>
<th>Nsubtests</th>
<th>NWhite</th>
<th>NHispanic</th>
<th>Nharm</th>
<th>Ng</th>
<th>rgg</th>
<th>rdd</th>
<th>u</th>
<th>Mean Age (Range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carretta (1997) [49]</td>
<td>Hispanic</td>
<td>AFOQT</td>
<td>0.36</td>
<td>16</td>
<td>212,238</td>
<td>12,647</td>
<td>47,743</td>
<td>212,238</td>
<td>1.00</td>
<td>1.00</td>
<td>0.68</td>
<td>21 (18–27)</td>
</tr>
<tr>
<td>Reynolds, Wilson, &amp; Ramsey (1999) [50]</td>
<td>Mexican-American</td>
<td>WISC-R</td>
<td>0.77</td>
<td>12</td>
<td>2200</td>
<td>223</td>
<td>810</td>
<td>2200</td>
<td>0.98</td>
<td>0.87</td>
<td>0.77</td>
<td>10.12 (6–16)</td>
</tr>
<tr>
<td>Valencia &amp; Rankin (1986) [51]</td>
<td>Mexican-American</td>
<td>K-ABC</td>
<td>0.70</td>
<td>13</td>
<td>100</td>
<td>100</td>
<td>200</td>
<td>1500</td>
<td>0.96</td>
<td>0.57</td>
<td>0.64</td>
<td>11 (10–12.5)</td>
</tr>
<tr>
<td>Hartmann, Kruuse, &amp; Nyborg (2007) [14]</td>
<td>Hispanic</td>
<td>Various tests</td>
<td>0.71</td>
<td>16</td>
<td>3556</td>
<td>181</td>
<td>689</td>
<td>3556</td>
<td>0.98</td>
<td>0.84</td>
<td>0.99</td>
<td>19.9 (17–25)</td>
</tr>
<tr>
<td>Hartmann, Kruuse, &amp; Nyborg (2007) [14]</td>
<td>Hispanic</td>
<td>ASVAB</td>
<td>0.74</td>
<td>10</td>
<td>6947</td>
<td>1704</td>
<td>5473</td>
<td>6947</td>
<td>0.99</td>
<td>1.00</td>
<td>0.59</td>
<td>19.6 (15–24)</td>
</tr>
<tr>
<td>Snyder (1991) [52]</td>
<td>Hispanic</td>
<td>WISC-R</td>
<td>0.81</td>
<td>11</td>
<td>64</td>
<td>64</td>
<td>128</td>
<td>1800</td>
<td>0.96</td>
<td>0.45</td>
<td>0.68</td>
<td>10.5 (6.5–14.5)</td>
</tr>
<tr>
<td>Dalliard (2013) [16]</td>
<td>Hispanic</td>
<td>DAS-II</td>
<td>0.70</td>
<td>13</td>
<td>864</td>
<td>432</td>
<td>1152</td>
<td>2952</td>
<td>0.98</td>
<td>1.00</td>
<td>0.73</td>
<td>(5–17)</td>
</tr>
<tr>
<td>Taylor &amp; Richards (1991) [53]</td>
<td>Hispanic</td>
<td>WISC-R</td>
<td>0.72</td>
<td>10</td>
<td>1200</td>
<td>100</td>
<td>369</td>
<td>1200</td>
<td>0.96</td>
<td>0.70</td>
<td>0.56</td>
<td>8.3 (6–11)</td>
</tr>
<tr>
<td>Sandoval (1979) [54]</td>
<td>Mexican-American/Hispanic</td>
<td>WISC-R</td>
<td>0.55</td>
<td>10</td>
<td>351</td>
<td>349</td>
<td>700</td>
<td>1200</td>
<td>0.96</td>
<td>0.85</td>
<td>0.50</td>
<td>8 (5–11)</td>
</tr>
<tr>
<td>Kaufman, McLean &amp; Kaufman (1995) [42]</td>
<td>Hispanic</td>
<td>KAIT</td>
<td>0.56</td>
<td>8</td>
<td>1535</td>
<td>138</td>
<td>502</td>
<td>1535</td>
<td>0.96</td>
<td>0.75</td>
<td>0.45</td>
<td>11–94</td>
</tr>
<tr>
<td>Dean (1979) [55]</td>
<td>Mexican-American</td>
<td>WISC-R</td>
<td>0.75</td>
<td>10</td>
<td>60</td>
<td>60</td>
<td>120</td>
<td>2200</td>
<td>0.98</td>
<td>0.44</td>
<td>0.68</td>
<td>10</td>
</tr>
<tr>
<td>Naglieri, Rojahn, &amp; Matto (2007) [56]</td>
<td>Hispanic</td>
<td>CAS</td>
<td>−0.47</td>
<td>12</td>
<td>1956</td>
<td>244</td>
<td>868</td>
<td>155</td>
<td>0.78</td>
<td>0.92</td>
<td>0.82</td>
<td>8.3 (5–17)</td>
</tr>
<tr>
<td>Kane (2007) [15]</td>
<td>Hispanic</td>
<td>UNIT</td>
<td>0.42</td>
<td>6</td>
<td>77</td>
<td>77</td>
<td>154</td>
<td>77</td>
<td>0.48</td>
<td>0.50</td>
<td>1.07</td>
<td>10.5</td>
</tr>
<tr>
<td>Flemmer &amp; Roid (1997) [43]</td>
<td>Hispanic</td>
<td>Leiter-R</td>
<td>0.28</td>
<td>7</td>
<td>258</td>
<td>62</td>
<td>181</td>
<td>410</td>
<td>0.88</td>
<td>0.54</td>
<td>0.31</td>
<td>11–21</td>
</tr>
</tbody>
</table>

Note. r = correlation between Latin-American Hispanic and White differences; Nsubtests is number of subtests in the intelligence battery; NWhite = sample size for Whites; NHispanic = sample size for Latin-American Hispanics; Nharm is computed using the formula $\frac{N_1}{N_1 + N_2}$, where $N_1$ and $N_2$ are the number of participants in groups 1 and 2, respectively; Ng = sample size for g vector; rgg is the reliability of the g vector; rdd is the reliability of the Glass’ d vector; u indicates the restriction of range. AFOQT = Air Force Officer Qualification Test, WISC-R = Wechsler Intelligence Test for Children-Revised, K-ABC = Kaufman Assessment Battery for Children, ASVAB = Armed Services Vocational Aptitude Battery, DAS-II = Differential Ability Scales-II, KAIT = Kaufman Adolescent and Adult Intelligence Test, CAS = Cognitive Assessment System, UNIT = Universal Nonverbal Intelligence Test, Leiter-R = Leiter International Performance Scale-Revised.1 Estimated; 2 Referral sample; see text for explanation.
Table 3 presents the results of our meta-analysis based on a total of 14 data points. For detailed descriptions on the computation of the various variables we refer the reader to Hunter and Schmidt [44], which contains more of these descriptions than Schmidt and Hunter [29]. Table 3 reports the number of studies (K), the total sample size based on number of subtests in an IQ battery (total N), the uncorrected correlation between d and g (r), the standard deviation of r (SDr), the correlation meta-analytically corrected for four statistical artifacts (rho-4), the standard deviation of rho-4 (SDrho-4), the correlation meta-analytically corrected for five statistical artifacts (rho-5), the percentage of variance explained by four artifacts (%VE), and the 80% credibility interval (80% CI). The first four corrections for statistical artifacts are correction for sampling error, correction for unreliability of the g vector, correction for unreliability of the d vector, and correction for restriction of range, respectively; the fifth correction is the correction for imperfectly measuring the construct of g.

Table 3. Meta-analytical results for correlations between g loadings and Latin-American Hispanic/White differences.

<table>
<thead>
<tr>
<th>Studies Included</th>
<th>K</th>
<th>Total N</th>
<th>r</th>
<th>SDr</th>
<th>rho-4</th>
<th>SDrho-4</th>
<th>rho-5</th>
<th>%VE</th>
<th>80% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>All studies</td>
<td>14</td>
<td>154</td>
<td>0.55</td>
<td>0.333</td>
<td>0.75</td>
<td>0.368</td>
<td>0.80</td>
<td>24.3</td>
<td>0.27–1.22</td>
</tr>
<tr>
<td>All studies minus outlier</td>
<td>13</td>
<td>142</td>
<td>0.63</td>
<td>0.158</td>
<td>0.86</td>
<td>0</td>
<td>0.91</td>
<td>199.7</td>
<td>0.86–0.86</td>
</tr>
</tbody>
</table>

Note. K = number of correlations; total N = total sample size based on number of subtests in IQ battery; mean r = vector correlation weighted by number of subtests in IQ battery; SDr = standard deviation of observed correlations; rho-4 = correlation meta-analytically corrected for four artifacts; SDrho-4 = standard deviation of correlation meta-analytically corrected for four artifacts; rho-5 = correlation meta-analytically corrected for five artifacts; %VE = percentage of variance accounted for by four artifacts; 80% CI = 80% credibility interval, computed using SDrho-4.

The overall analysis yields a mean observed correlation of 0.55, with a rho-5 of 0.80 and 24.3% of variance explained by four artifacts. However, there is a clear outlier in the data, namely the data point from Naglieri et al. [56] with a r (g × Glass’ d) = −0.47. The mean of all the other 13 r (g × Glass’ d)s is 0.63 (SD = 0.171), so the Naglieri et al. [56] data point is 6.37 SD below the mean and 4.39 SD below the lowest value in the database, namely the one from Flemmer and Roid [43]. We decided to leave the Naglieri et al. data point out, which strongly improved the outcomes in the sense that the amount of variance in the data points explained by statistical artifacts now became 199.7%. This is a case of second-order sampling error (see for a detailed explanation: [44]) and simply means that all the variance in the data points is explained by statistical artifacts.

4. Discussion

In this study we meta-analytically tested Spearman’s hypothesis on Latin-American Hispanic samples. We initially found quite strong support for Spearman’s hypothesis, but after removing both a clear outlier the mean r became much higher, which implies clear support for Spearman’s hypothesis. Corrections for statistical artifacts substantially increased the value of the meta-analytical correlations. So, there was strong, meta-analytical support for Spearman’s hypothesis.

Could MGCFA have been used to analyze the data points in the present meta-analysis? Dolan’s [21] version of MGCFA requires access to the original datasets, or access to the means, SDs, and correlation matrices of the two or more groups being compared. We did not have access to the original datasets of the studies in the present meta-analysis, but we carefully checked these studies for the correlation matrices being reported; obviously, the means and SDs on at least one of the groups were being reported, otherwise we could not have used the method of correlated vectors. The correlation matrices were reported for a group of 100 Mexican-Americans and a group of 100 Whites in Valencia and Rankin [51], and for a group of 64 Latin-American Hispanics and 64 Whites in Snyder [52]; the other eleven studies did not report the correlation matrices. However, the samples in these two studies are simply too small to use MGCFA [57]. This means that none of the data points in the present meta-analyses could be reanalyzed using MGCFA.
Following te Nijenhuis and van den Hoek [35], we add a cautionary note concerning conditions that are not fulfilled in our study, which means that our conclusions are only conditionally valid. Measurement invariance is, strictly speaking, a necessary condition on a priori grounds. In the present study we could not use MGCFM, so we simply could not test for measurement invariance; moreover, we did not use Jensen’s [28] procedure for testing Spearman’s hypothesis, but a more simplified procedure [10], which does not allow testing for measurement invariance. This means that it is possible that some of the datasets could have shown lack of measurement invariance to a certain degree. We employed a trade-off where we collected a substantial number of studies that could only be analyzed using nonoptimal statistical techniques, but which allowed the use of meta-analysis, which is a powerful technique. We refer the interested reader to the meta-analysis on the effects of organizational development by Rodgers and Hunter [58], which describes, in detail, a trade-off leading to inclusion of many studies of lesser methodological quality allowing a huge meta-analysis.

The studies used in our meta-analysis describe the samples as either ‘Hispanic’ or ‘Mexican-American’. It would be interesting to use more fine-grained ethnic distinctions. Is Spearman’s hypothesis more strongly supported for Mexican-Americans hailing from parts of Mexico populated by people with an Amerindian background? How strongly does socioeconomic status of the group play a role? New studies reporting more detail on background would be welcome.

Cuban-Americans are Latin-American Hispanics but we did not find usable studies on them. Most likely Cuban-Americans have IQ scores that are comparable to those of Anglo-Americans, but it is also possible that they have slightly higher IQ scores. In the latter case, the scores of the Anglo-Americans will have to be subtracted from those of the higher-scoring Cuban-Americans for a proper test of Spearman’s hypothesis, just as was done in the meta-analysis of Spearman’s hypothesis tested on Jews, where European Jews had higher scores than non-Jewish Whites. This is in line with Jensen’s logic of subtracting the IQ scores of the lower-scoring group from the IQ scores of the higher-scoring group. Whether Spearman’s hypothesis will then be supported is an empirical question.

Te Nijenhuis, Willigers, Dragt, and van der Flier [59] show the outcomes of a number of meta-analyses employing the method of correlated vectors where sampling error, based on the number of test takers or the harmonic N, generally explained a very modest amount of variance in the data points in the meta-analysis. This is in stark contrast to studies on the predictive validity of IQ tests for job performance where sampling error often explained a large amount of variance between the data points [60]. However, in the present meta-analysis, we used the number of subtests in an IQ battery as a basis for computing sampling error, leading to a dramatic increase in the amount of variance explained in the data points. Reanalyses of these older meta-analyses will have to show to what degree the outcomes—the meta-analytical r and the percentage variance in the data points explained by statistical artifacts—change when using the number of subtests instead of the number of research participants as a basis to compute sampling error.

Te Nijenhuis, Bakhiet et al. [61] described how the method of correlated vectors has been applied to a large number of phenomena and all studies on cultural variables (such as Headstart gains, adoption gains, test–retest gains, and learning potential training gains) show a substantial to strong negative correlation with g loadings. In contrast, the majority of studies on biological–genetic variables (such as brain’s glucose metabolic rate and heritability) show a strong positive correlation with g loadings. It is clear that the pattern in Latin-American Hispanic/White differences in intelligence is more similar to the pattern in biological–genetic variables than to the pattern in cultural variables. Correlational studies do not allow strong conclusions, so we conclude that the outcomes are suggestive that biological–genetic variables are more important than cultural variables in explaining Latin-American Hispanic/White differences.

With concern to the correction for imperfectly measuring the construct of g, previous studies [32,36] used a conservative value of 10% to limit the risk of overcorrection, but the new method for computing the correction for imperfectly measuring g suggests that the correction used before was too strong. In the present meta-analysis with quite a few IQ batteries with many subtests we estimated the value
of the correction factor to be 6%. However, additional studies using a large number of subtests are
needed to see whether we get comparable outcomes.

The advantage of a theoretically-derived value of the unrestricted SD is that it can be employed in
closest psychometric meta-analyses of cognitive measures used to test Spearman’s hypothesis. It makes
the outcomes of all these psychometric meta-analyses more strongly comparable than when using
empirically-derived values for the unrestricted SD for each specific field. Most likely, a battery
of simple reaction time measures will have a substantially smaller SD than a battery of IQ tests.
It would most likely also allow combining the meta-analyses for different instruments into one
higher-order meta-analysis.

The higher the value of the unrestricted SD, the stronger the correction on the value of the
observed correlation and the higher the value of \( \rho \). This means that the corrections for restriction
of range based upon theoretically-derived values will lead to stronger meta-analytical support for
Spearman’s hypothesis then when using empirically-derived values of SD. However, it is important to
limit the theoretical risk of overcorrection, for instance by checking whether the value of \( \rho - 0.5 \) (the
value of the correlation after having applied all the five corrections for statistical artifacts) does not
become substantially larger than 1. A value of, say, \( \rho - 0.5 = 1.05 \) would not be a big problem, reflecting
simply a small amount of overcorrection that could be tried to remedy by basing the corrections
on more observations. However, a value of, say, \( \rho - 0.5 = 1.2 \) would suggest there is a fundamental
flaw somewhere in the corrections. Jensen [10] states that the correction for restriction of range is
the strongest of the various corrections for statistical artifacts: it leads to the biggest changes in the
observed correlation. So, the value of unrestricted SD chosen generally has the most powerful influence
on the value of \( \rho - 0.5 \). Therefore, arriving at a value of \( \rho - 0.5 = 1.2 \) would first of all throw doubt on
the solidness on the correction for restriction of range, and it would lead one to question using the
theoretically-derived values of unrestricted SD. This value of unrestricted SD should also be tested
for overcorrection in other meta-analyses testing Spearman’s hypothesis using cognitive measures:
reaction time measures, SJTs, school achievement measures, etc. If there are overcorrections with most
cognitive measures, then the solidness of the chosen correction for restriction can be disputed.

A reviewer commented upon our choice of SDs when computing effect sizes and suggested using
pooled SDs. In most tests of Spearman’s hypothesis, a White group is compared to a non-White group,
and very often the White group is much larger than the non-White group. The Carretta (1997) [49]
study is a nice example, because the White group is more than 16 times as large as the Hispanic group.
In such a case, using the \( N \)-weighted average SD would yield virtually identical conclusions to using
the White SD, as the White SD would very strongly influence the \( N \)-weighted average SD. Of the
14 data points in our study, nine showed much larger to very much larger \( N \)s for the White comparison
group and only five showed comparable sample sizes. Using the \( N \)-weighted average SD will have at
best a very small effect on the weighted mean \( r \) of the nine studies. As the five studies with comparable
sample sizes are only a third of the meta-analytical database, we are quite sure that using the procedure
suggested by the reviewer will lead to highly comparable outcomes to what we report now. Please note
that we always try to use the best quality SDs, namely those from nationally representative samples.
Sample SDs are approximations of populations SDs, with the values of SDs of small samples showing
a lot of sampling error. However, the SDs from carefully collected nationally representative samples
were very close to the population value.

There is a limitation to our study, which is inherent to virtually all uses of meta-analysis. We strongly believe that the only amount of scientific information that can be taken seriously is the
amount of information contained in a good-sized meta-analysis [62]. The overwhelming majority of
meta-analyses is based on the information reported in published studies; access to the original studies
is generally impossible, especially when studies are relatively old. We simply had no access to the
original data in all the studies included in our meta-analysis, which limited the amount of data we
could use and the number of statistical analyses we could carry out. Luckily, the study by Hartmann,
Kruuse, and Nyborg (2007) [14], which supplies two data points to our meta-analysis, was carried
out on the original datasets and it was tested whether Jensen’s requirement for similar g loadings for Whites and Hispanics were met. The authors report a strong similarity in g loadings, with all congruence coefficients > 0.98.

We conclude that, as we hypothesized, Spearman’s hypothesis was strongly supported for Latin-American Hispanic/White differences. From this we can conclude that the differences between Whites and Latin-American Hispanics are primarily caused by differences in general intelligence. Spearman’s hypothesis has now not only been supported for Blacks, Jews, and Amerindians, but also for Latin-American Hispanics. It would be of interest to find groups for which Spearman’s hypothesis is not supported.
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