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**Abstract:** Solar surface radiation data of high quality is essential for the appropriate monitoring and analysis of the Earth’s radiation budget and the climate system. Further, they are crucial for the efficient planning and operation of solar energy systems. However, well maintained surface measurements are rare in many regions of the world and over the oceans. There, satellite derived information is the exclusive observational source. This emphasizes the important role of satellite based surface radiation data. Within this scope, the new satellite based CM-SAF SARAH (Solar surfAce RAdition Heliosat) data record is discussed as well as the retrieval method used. The SARAH data are retrieved with the sophisticated SPECMAGIC method, which is based on radiative transfer modeling. The resulting climate data of solar surface irradiance, direct irradiance (horizontal and direct normal) and clear sky irradiance are covering 3 decades. The SARAH data set is validated with surface measurements of the Baseline Surface Radiation Network (BSRN) and of the Global Energy and Balance Archive (GEBA). Comparison with BSRN data is performed in order to estimate the accuracy and precision of the monthly and daily means of solar surface irradiance. The SARAH solar surface irradiance shows a bias of 1.3 $W/m^2$ and a mean absolute bias (MAB) of 5.5 $W/m^2$ for monthly means. For direct irradiance the bias and MAB is 1 $W/m^2$ and 8.2 $W/m^2$ respectively. Thus, the uncertainty of the SARAH data is in the range of the uncertainty of ground based measurements. In order to evaluate the uncertainty of SARAH based trend analysis the time series of SARAH monthly
means are compared to GEBA. It has been found that SARAH enables the analysis of trends with an uncertainty of \(1\, \text{W/m}^2/\text{dec}\); a remarkable good result for a satellite based climate data record. SARAH has been also compared to its legacy version, the satellite based CM-SAF MVIRI climate data record. Overall, SARAH shows a significant higher accuracy and homogeneity than its legacy version. With its high accuracy and temporal and spatial resolution SARAH is well suited for regional climate monitoring and analysis as well as for solar energy applications.
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1. Introduction

The surface solar irradiance \(I\) is defined as the incoming solar radiation at the surface in the 0.2–4.0 \(\mu\text{m}\) wavelength region. The climate data records discussed in this paper are generated and provided by the Satellite Application Facility on Climate Monitoring (CM-SAF). The CM-SAF is a ground segment of the European Organization for the Exploitation of Meteorological Satellites (EUMETSAT) and one of EUMETSATs Satellite Application Facilities [1].

The CM-SAF contributes to the sustainable observing of the climate system by providing Essential Climate Variables [2] related to the energy and water cycle of the atmosphere [3,4]. A central task of the CM-SAF is the generation of satellite based Climate Data Records (CDRs). A climate data record is a time series of sufficient length, consistency, and quality to determine climate variability and change. Climate data records (CDRs) of solar surface radiation and effective cloud albedo are needed for the monitoring of climate extremes and trends as well as for the analysis of the Earth Radiation budget. Moreover, these CDRs are well suitable for the verification of reanalysis data and regional climate models (e.g., [5,6]). Finally, CDRs of solar radiation are of importance for the satellite based estimation of droughts and evaporation [7]. CDRs of solar radiation from geostationary satellites are the primary source of observational data in regions where ground based measurements are rare (e.g., over ocean and on the African continent) and constitute a powerful addition even in regions with a dense network of ground measurements [8].

One of the first climate data records of solar surface radiation \(SIS\) has been provided by the International Satellite Cloud Climatology project (ISCCP FD, [9] and citations within) and by the Global Energy and Water Cycle Experiment (GEWEX SRB, [10]). However, these data sets lack in homogeneity [11,12] and are therefore only of limited value for the analysis of climate trends. Further, it has been shown that the accuracy is lower than that of the CM-SAF MVIRI data set, which has been therefore used as a benchmark for SARAH in this study. The more recent CERES data set [13] comes in 1 degree resolution and starts 2000/2002. The time period covered by this data sets limits the ability of the monitoring and analysis of climatological trends and extremes. Additionally these data sets, except of the MVIRI CM-SAF data, have a relative coarse spatial resolution of 1 degree and coarser. As consequence these datasets are not well suited for regional applications, a strength of the new SARAH
dataset presented in this article. A further climate data set is the HelioClim HC1 data set. It is estimated from Meteosat images with the Heliosat-2 method [14]. However, the resolution is with 20 km and daily products much coarser than that of SARAH. The HelioClim HC3 data set has a higher resolution but covers only a period from 2004 onwards. There are also several other data sets which are dedicated or used within the scope of solar energy services. A detailed discussion of these data sets would be out of the scope of this publication and interested readers are referred to the respective review article [15]. Various algorithms have been developed to generate surface solar radiation data sets covering different approaches (e.g., [14,16–23]). To the knowledge of the authors SARAH is currently the only climate data record which is retrieved by application of a method that treats the radiation spectrally resolved based on an eigenvector hybrid approach [24]. As a consequence, SPECMAGIC has the needed computation efficiency to generate long time series in high quality. Thus, special care has been taken to evaluate the climate quality of the climate data record. Therefore, validation of SARAH is done against ground based measurements and against its well established legacy version, the CM-SAF MVIRI data set [25,26]. This data set is already used by several hundred users in different fields, covering climate applications and solar energy (e.g., [27–30]) and is therefore an appropriate benchmark for SARAH. SARAH data cover three decades (Meteosat First and Second Generation satellites) and are provided in high spatial and temporal resolution (up to hourly and 0.05 degree resolution). SARAH data are retrieved with a hybrid look-up table approach [24] and is available free of charge via a web user interface. Further, special care has been taken to achieve climate quality. These data characteristics make the SARAH data set outstanding in terms of quality, length, resolution, availability and sustainability.

Section 2 discusses the retrieval algorithm and the atmospheric input used to derive the surface radiation from the satellite measurements, including a discussion on improvements. In Section 3 the validation results achieved by comparison with surface measurements from the Baseline Surface Radiation Network (BSRN, [31]) and with the MVIRI data set are presented. Finally, Section 4 summarizes the results and concludes this publication.

2. The Retrieval Method

2.1. Outline of the Method

The algorithm for the retrieval of a climate data record has to fulfill two central requirements: First, the algorithm should be able to provide data records with a high accuracy. Second, the algorithm needs an efficient run time to be able to generate a long time series with an appropriate spatial coverage. The applied method meets these requirements.

The solar surface radiation is calculated in a two step approach. First, the effective cloud albedo (CAL) is retrieved from the satellite data. For this step the well established Heliosat [17,24,32] method is used, see Section 2.2 for further details. However, this method provides the broadband effective cloud albedo (CAL). In order to consider the spectral effect of clouds a Radiative Transfer Model (RTM) based correction is applied. Further details are given in Section 2.4. CAL is a measure for the cloud transmission. Hence, by knowledge of the clear sky surface radiation the all sky radiation can be estimated in a second step. The respective model is referred to as SPECMAGIC and described in
Section 2.3. The retrieval of the surface radiation is done in spectral bands. The broadband radiation is then derived by the sum of the spectral bands.

SPECMAGIC has been developed by using radiative transfer modeling (RTM). All RTM calculation have been performed with the radiative transfer model (RTM) libRadtran [33] using the DISORT (DIStrict Ordinate Radiative Transfer) solver [34]. libRadtran [33] is a collection of C and Fortran functions and programs for calculation of solar and thermal radiation in the Earth’s atmosphere. It offers the possibility of using the correlated-k approach of Kato et al. [35], which enables the estimation of the solar surface radiation in 32 bands in the solar spectrum. The width of the bands depends on the distribution and structure of the absorption bands and ranges from about 20–30 nm in the UV/VIS up to hundreds of nanometers in the NIR.

2.2. Retrieval of the Effective Cloud Albedo—The Heliosat Method

The effective cloud albedo (CAL) is the normalized difference between the observed clear sky and cloud reflection. It is derived with the Heliosat method ([32,36]) and further discussed in [11]. The broadband cloud transmission is simply one minus CAL (up to CAL values of 0.8). The retrieval of CAL provides the needed information about the cloud effect on the solar irradiance. In order to derive CAL different illuminances arising from variations in the Sun-Earth distance and solar zenith angle have to be corrected in a first step. Furthermore, the dark offset of the instrument has to be subtracted from the satellite image counts. Thus, the observed reflections are normalized using Equation (1):

$$\rho = \frac{D - D_0}{f \cdot \cos(\theta)}$$ (1)

Here, $D$ is the observed digital count including the dark offset of the satellite instrument. $D_0$ is the dark offset, $\theta$ is the solar zenith angle and $f$ corrects the variations in the Sun-Earth distance. The resulting $\rho$ is the observed normalized reflection.

CAL is then derived from the observed normalized reflections by Equation (2):

$$CAL = \frac{\rho - \rho_{cs}}{\rho_{max} - \rho_{cs}}$$ (2)

Here, $\rho$ is the observed normalized reflection for each pixel and time. $\rho_{cs}$ corresponds to the clear sky reflection, which is a monthly value derived for each pixel and time slot separately. This is essentially done by statistical estimation of a “minimal” reflection of the pixels during a certain time span (e.g., a month). Further details on the method to derive $\rho_{cs}$ are given in [27]. $\rho_{max}$ corresponds to the “maximum” reflection. Changes in the sensitivity of the satellite instrument would lead to a respective change in the maximum reflection. The “maximum reflection” is determined by calculation of the 95-percentile of all reflection values in a target region at local noon. The target region is characterized by high frequency of cloud occurrence for each month, which constitutes statistically a stable target. In this manner changes in the satellite brightness sensitivity are accounted for and further details are given in [24]. The wavelength dependency of CAL and hence the cloud transmission is accounted for in a second step, see Section 2.4 for further details.
2.3. The Module for the Calculation of the All Sky Irradiance

The applied all sky model is referred to as SPECMAGIC [24]. With SPECMAGIC the clear sky irradiance is calculated, subsequently the all sky irradiance is estimated using the effective cloud albedo (CAL). SPECMAGIC is based on a hybrid-eigenvector Look-Up Table (LUT) approach, which is discussed in detail in [24]. Here a brief outline is given.

A look-up table (LUT) is a data structure used to replace a run-time calculation with a simpler interpolation operation within discrete pre-computed results, see Figure 1 as an illustration. The idea behind the LUT approach for irradiance retrieval is to achieve the same accuracy as with the direct usage of a RTM, but without the need to perform RTM calculations for each pixel and time. This results in a significantly improved computing performance.

![Figure 1](link)

**Figure 1.** Illustration of the principle scheme of a LUT approach. The relation of the transmission to a variety of atmospheric states is pre-calculated with a radiative transfer model (RTM) and saved in a look-up table (LUT).

The analysis of the radiative processes in the atmosphere has been the basis for the development of the hybrid eigenvector LUT approach. The analysis of the system’s interaction allows the selection of processes, which have to be considered within a basis look-up table (LUT) from those processes that can be parameterized by simple equations and those that can be neglected.

The effect of aerosol scattering and absorption on spectrally resolved irradiance (denoted as $I_\lambda$) are considered within a 3-dimensional basis LUT. $I_\lambda$ is calculated for different values of Aerosol Optical Depth (AOD), single scattering albedo (ssa) and asymmetry parameter (gg), and the results are saved in the LUT. The effect of ozone, water vapor or surface albedo on the solar surface radiation does predominantly not depend on any other atmospheric components including aerosols. Hence the basis LUT has been calculated for fixed values of ozone (335 DU), water vapor (15 mm) and surface albedo (0.2). The effect of variations in water vapor ($H_2O$), ozone ($O_3$) and surface albedo ($SAL$) is corrected after linear interpolation to the given aerosol state (defined by aod, ssa and gg) has taken place. Hence,
the overall approach to calculate the clear sky surface irradiance in each wavelength bin \( \lambda \), can be summarized as:

\[
I_{\lambda} = (I_{\text{LUT},\lambda(aod,ssa,gg)} + I_{\lambda,H_2O\text{cor}} + I_{\lambda,O_3\text{cor}}) \times SAL_{\lambda,\text{cor}} \quad (3)
\]

where, \( I_{\lambda} \) is the final spectrally resolved irradiance for cloud free skies in the respective wavelength bin \( \lambda \). \( I_{\text{LUT},\lambda(aod,ssa,gg)} \) is the spectrally resolved irradiance for a given aerosol state derived from the basis LUT for fixed water vapor, ozone and surface albedo. \( I_{\lambda,H_2O\text{cor}} \) and \( I_{\lambda,O_3\text{cor}} \) are the corrections of deviations in water vapor and ozone, respectively, from the fixed values used in the LUT. Finally \( SAL_{\lambda,\text{cor}} \) is the scaling to the given surface albedo relative to 0.2, which has been used in all previous steps. Further, the Modified Lambert Beer function (MLB) [37] is used to reduce the needed calculation for the basis LUT. The modified Lambert Beer function extends the Lambert-Beer relation to broadband radiation and global irradiance. By application of this function the LUT entries only need to be calculated for two solar zenith angles (SZA). The other SZAs are considered by application of the MLB function. Further details of the MLB function are discussed in [37], and, further details on the calculation of the basis LUT used to derive \( I_{\text{LUT},\lambda(aod,ssa,gg)} \) are given in [24]. The direct irradiance is derived using the same approach (Equation (3)) but without the need for a surface albedo correction.

The basis LUT contains MLB parameters for 11 \( aod \) values (0, 0.1, 0.2, 0.3, 0.45, 0.6, 0.8, 1.0, 1.2, 1.5, 2.0) times three \( ssa \) values (0.7, 0.85, 1.0) times two \( gg \) values (0.6, 0.78). The spectral effect of aerosols is considered by application of a standard aerosol model [38,39].

For any given aerosol state the nearest neighbors are selected from the LUT and the solar irradiance is interpolated by distance weighting according to the given AOD, ssa and gg values. At this stage the solar surface irradiance is given for fixed water vapor, surface albedo and ozone values. In order to correct for deviations between the the fixed and the real values the parameterizations (Equation (3)) described in detail in [22,24] are applied as consecutive steps. To illustrate the correction an example is given for water vapor effect. The effect of deviations of \( H_2O \) on the solar irradiance relatively to the fixed value is quantified by application of the following correction, which is equivalent to the respective broadband correction applied in [22]:

\[
\Delta I_{H_2O,\lambda} = I_{\text{basis,}\lambda} + \Delta I_{H_2O,\lambda} \cdot \cos^b \theta_z \quad (4)
\]

\( \Delta I_{H_2O,\lambda} \) is the difference between the irradiance \( I_{\text{basis,}\lambda} \) for the real amount of water vapor and \( I_{\text{basis,}\lambda} \) resulting from linear interpolation within the basis “aerosol” LUT. \( \Delta I_{H_2O,\lambda} \) is calculated for the following set of input parameters (\( \theta_z = 0 \), a rural aerosol type with \( aod = 0.2 \), \( ssa = 0.94 \), \( gg = 0.75 \), 345 DU ozone, and \( SAL_{\lambda} = 0.2 \)). \( b \) is a “fitting” parameter applied to match the solar zenith angle dependency of water vapor absorption.

2.4. Spectral Correction of the Broadband Cloud Transmission.

The Heliosat method provides the broadband effective cloud albedo (CAL) which is related to the cloud transmission, also referred to as clear sky index. In order to correct the spectral effect of clouds the broadband cloud transmission is transferred to the spectrally resolved cloud transmission by application of spectrally resolved conversion factors (Equation (7)).

The broadband cloud transmission corresponds to the clear sky index \( k_{bd} \) defined as the ratio of solar surface irradiance \( I \) to clear sky irradiance \( I_{cs} \):
The clear sky index is related to CAL as given by the Heliosat relation (e.g., [32] or [36]) via:

\[ k_{bb} = \begin{cases} 
1.05 & \text{for } CAL \leq -0.2 \\
1 - CAL & \text{for } -0.2 < CAL \leq 0.8 \\
1.1661 - 1.781 CAL + 0.73 CAL^2 & \text{for } 0.8 < CAL \leq 1.05 \\
0.09 & \text{for } CAL > 1.05 
\end{cases} \] (6)

Compared to the original equations the relation has been slightly modified. In the former version the clear sky radiation could reach 1.2 times the clear sky irradiance, here it is limited to 1.05 times.

The presence of clouds results in a shift of clear sky spectrum from the red towards the blue range. Hence, a conversion from the broadband cloud transmission given by \( k_{bb} \) to a wavelength dependent transmission \( k_{\lambda} \) is required. This is done by the calculation of conversion factors. These conversion factors are calculated for each wavelength band using Equation (7) in order to consider the spectral effect of clouds on the broadband transmission.

\[ f_{\lambda} = \frac{k_{\lambda}^{RTM}}{k_{bb}^{RTM}} \] (7)

Here, \( f_{\lambda} \) is the conversion factor, \( k_{\lambda}^{RTM} \) and \( k_{bb}^{RTM} \) are the clear sky indices for the wavelength bands (denoted by \( \lambda \)) and the broadband (denoted by \( bb \)), respectively, calculated with the radiative transfer model (denoted by \( RTM \)) libRadtran.

The RTM runs have been performed for the different wavelength bands and for the broadband with SAL and SZA set to zero and for cloud layers with cloud optical depth values of COD = 0, 10, 20, 40, 80 and 160. The corresponding clear sky indices \( k_{\lambda}^{RTM} \) and \( k_{bb}^{RTM} \) are gained through division of the resulting solar surface irradiance by the irradiance for COD = 0 for the respective spectral band. The resulting conversion factors are shown in Figure 2.

![Figure 2](image_url)

**Figure 2.** Conversion from the broadband cloud transmission described by the clear sky index \( k_{bb} \) to a wavelength dependent transmission \( k_{\lambda} = f_{\lambda} \cdot k_{bb}^{sat} \). The corresponding conversion factor \( f \) is given for different broadband clear sky indices \( k_{bb} \). This figure has been previously published in [24].
The conversion factors are saved in a LUT and applied to correct the wavelength effect of clouds on the clear sky index (see Equations (8) and (9)).

\[ k_\lambda = f_\lambda \cdot k_{bb}^{sat} \]  
(8)

\[ I_\lambda = k_\lambda \cdot I_{cs,\lambda} \]  
(9)

Here, \( k_\lambda \) is the derived spectrally resolved clear sky index and \( k_{bb}^{sat} \) is the broadband clear sky index derived from the satellite observations (CAL). \( I_\lambda \) is the spectrally resolved all sky and \( I_{cs,\lambda} \) the spectrally resolved clear sky irradiance, respectively. \( I_{cs,\lambda} \) is derived with the clear sky method described in Section 2.3. The broadband solar surface irradiance is given by the sum of the spectral bands.

### 2.5. Direct Irradiance

The direct irradiance \( SID \) is derived using Equation (10) [37]:

\[ SID = SID_{clear} [k_\lambda - 0.38(1 - k_\lambda)]^{2.5} \]  
(10)

where \( k \) is the clear-sky index, \( SID \) is the all sky direct irradiance and \( SID_{clear} \) is the direct irradiance under clear skies, derived with SPEC MAGIC using the equivalent approach than that discussed in Section 2.3. Equation (10) is an adaptation of the Skartveit diffuse model [40].

The Direct Normalized Irradiance (DNI) is derived by division of \( SID \) by the cosine of the solar zenith angle.

\[ DNI = \frac{SID}{\cos(SZA)} \]  
(11)

### Input Data

- **Aerosol**
  - AOD, ssa, gg
- **Basis LUT**, calculated for different AOD, ssa, gg, but fixed H2O, O3 and SAL
- **H2O, O3, SAL**
- **Correction for varying values of H2O, O3, SAL**
- **SIS, SID clear sky**
- **SIS, SID all sky**
- **CAL-radiation interface**
- **SPECMAGIC**
  - Basis LUT, calculated for different AOD, ssa, gg, but fixed H2O, O3 and SAL
  - SIS, SID for fixed H2O, O3, SAL
- **HELIOSAT method**
  - Meteosat VIS images
  - Atmospheric profile
  - H2O, O3, SAL
  - CAL

**Figure 3.** Overview of the processing of the solar surface irradiance and used input. The input data is described in more detail in the next section.
Figure 3 illustrates the interaction of Heliosat with SPECMAGIC and the relation to the respective calculation steps and input.

2.6. Input on Atmospheric State

Spatial and temporal homogeneity (stability) is an essential requirement for proper climate trend analysis. Further, high accuracies are required for the monitoring of extremes and climate service applications (e.g., solar energy). The input data needed for the retrieval of solar surface radiation affects the accuracy as well as the homogeneity of a data set. Hence, selection and evaluation of input data is an crucial step for the retrieval of a climate data record and discussed in this section. Table 1 show an overview of the Input on Atmospheric State.

Table 1. Overview of the atmospheric input used for the generation of SARAH.

<table>
<thead>
<tr>
<th>Input</th>
<th>Temporal/Spatial Resolution</th>
<th>Used for Estimation of</th>
<th>Further Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satellite raw images</td>
<td>Half-hourly, 0.05 × 0.05°</td>
<td>effective cloud albedo</td>
<td>2.6.1</td>
</tr>
<tr>
<td>Aerosol</td>
<td>Monthly climatologies, 0.5 × 0.5°</td>
<td>clear sky radiation</td>
<td>2.6.2</td>
</tr>
<tr>
<td>Water vapor</td>
<td>Monthly means, 0.5 × 0.5°</td>
<td>clear sky radiation</td>
<td>2.6.3</td>
</tr>
<tr>
<td>Ozone</td>
<td>Climatological values</td>
<td>clear sky radiation</td>
<td>2.6.3</td>
</tr>
<tr>
<td>Surface albedo</td>
<td>Climatology, 1/6 × 1/6°</td>
<td>clear sky radiation</td>
<td>2.6.4</td>
</tr>
</tbody>
</table>

2.6.1. Satellite Raw Images

Satellite images are needed for the retrieval of the effective cloud albedo, which is in turn used for the estimation of the solar surface radiation, see Section 2.2. For Meteosat First Generation (MFG) satellite series (1983–2005) the broadband visible channel of the MVIRI instrument has been used. In detail, level 1.5 rectified image data of digital counts (not radiances) in openMTP data format. As a result of the self-calibration method applied within the retrieval of CAL [11] calibrated (inter-calibrated) radiances are not needed by the method. This approach follows the EUMETSAT recommendation given in [41], “it is necessary to rely to a great extent on vicarious, or external, calibration techniques in order to maintain product quality.” The spectral characteristics of the channels discussed hereafter are diagrammed in Figure 4. The SEVIRI instruments on-board the Meteosat Second Generation (MSG) satellites do not continue to provide the same spectral broadband information in the visible as the MVIRI instruments on-board of MFG for the full disk. The spectral characteristics of the discussed channels are shown in Figure 4. The use of one of the narrow-band VIS006 or VIS008 channels instead of a broadband channel leads to significant inhomogeneities in the data record, which is mainly due to the different spectral response [36].

Hence, broadband observations are preferable for a consistent prolongation of the time series from the MVIRI instruments. A linear combination of the MSG/SEVIRI visible narrow-band channels (VIS006 and VIS008) provides a workaround as it simulates a broadband channel [42]. This approach has been shown to support a homogeneous retrieval of surface solar radiation between MFG and MSG [43]. Figure 4 provides the spectral response of the MVIRI broadband channel and the SEVIRI VIS006 and VIS008 channels. For consistency reasons CAL has been retrieved in 30 min resolution,
which corresponds to the MVIRI temporal resolution. Further information on MSG and the SEVIRI instruments are given [1].

![Figure 4](image1.png)

**Figure 4.** Overview of the spectral response of the MVIRI / SEVIRI channels, HRV stands for MVIRI broadband channel, VIS006 and VIS008 for SEVIRI spectral channels.

The previous MVIRI climate data record of CM-SAF [26] shows a good overall accuracy [25]. However, some artefacts have been found which are related to the raw image data. The MVIRI data set shows stripes in some daily means of the solar surface irradiance from 1983 to 1993, see Figure 5 for example. It has been found that these stripes go back to stripes in the MVIRI raw images, see Figure 6 for example.

![Figure 5](image2.png)

**Figure 5.** Example of stripes in the surface radiation products, here SIS daily mean.
Due to limitations of data transmission capacity only every second line of the broadband visible channel had been transmitted during night and twilight hours. This has been accounted for within the processing of the previous CM-SAF MVIRI only data record according to EUMETSATs information about the affected time slots. However, it has been found that much more images are affected than it has been assumed within the MVIRI processing. For those images physically undefined lines have been erroneously interpreted as defined because the pixel values are technically within the allowed data range. This in turn is a result of missing no-data value in the raw images. The consideration of physically undefined lines led to stripes in CAL and subsequently in the radiation products as well (see CM-SAF service messages and Figure 5 for example). More over, in addition to the above discussed problem many other images are corrupted (e.g., incomplete images, detector failure in parts of the image) without being documented or listed as such prior to the generation of SARAH.

Thus, a visual inspection of the images has been performed for the period 1983 to 1994 in order to detect corrupt or incomplete images. This visual inspection has been very time consuming, but the only possibility to avoid the use of corrupt or incomplete images.

As the quality of the CAL retrieval relies on statistics it is desirable to have as much usable images as possible. Hence correction of the corrupted images has been performed as follows. The physically undefined lines have been filled by spatio-temporal interpolation using spatially adjacent lines of the same time slot as well as the respective lines from adjacent time slots. The adjacent time slots have been visually checked for completeness beforehand. As a consequence, no significant striping is apparent in the corrected images, see Figure 7 for example. Images with un-fixable bugs have been identified and have not been considered for the processing of the CDR in order to avoid its corruption. The evaluation
of the raw data has been an essential step for the improvement of the solar surface radiation climate data records. The stripes of the solar surface radiation has been vanished after the correction, see Figure 8 for example.

Figure 7. Example of a corrected MVIRI raw data image.

Figure 8. Example of SIS image after the correction of the raw data. The stripes in the surface radiation products are not apparent any more.
The complete time series of the Meteosat satellites has been processed. The respective data covers the period 1983–2013. Table 2 provides a list of the used satellite data sets.

**Table 2.** Major operational periods of the Meteosat satellites used for the generation of SARAH.

<table>
<thead>
<tr>
<th>Satellite</th>
<th>from</th>
<th>to</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meteosat 2</td>
<td>16 August 1981</td>
<td>11 August 1988</td>
</tr>
<tr>
<td>Meteosat 3</td>
<td>11 August 1988</td>
<td>19 June 1989</td>
</tr>
<tr>
<td>Meteosat 4</td>
<td>19 June 1989</td>
<td>24 January 1990</td>
</tr>
<tr>
<td>Meteosat 5</td>
<td>24 January 1990</td>
<td>19 April 1990</td>
</tr>
<tr>
<td>Meteosat 4</td>
<td>19 April 1990</td>
<td>4 February 1994</td>
</tr>
<tr>
<td>Meteosat 5</td>
<td>4 February 1994</td>
<td>13 February 1997</td>
</tr>
<tr>
<td>Meteosat 6</td>
<td>13 February 1997</td>
<td>3 June 1998</td>
</tr>
<tr>
<td>Meteosat 7</td>
<td>3 June 1998</td>
<td>31 December 2005</td>
</tr>
<tr>
<td>MSG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meteosat 8</td>
<td>1 January 2006</td>
<td>April 2007</td>
</tr>
<tr>
<td>Meteosat 9</td>
<td>1 May 2007</td>
<td>December 2012</td>
</tr>
<tr>
<td>Meteosat 10</td>
<td>1 January 2013</td>
<td>December 2013</td>
</tr>
</tbody>
</table>

2.6.2. Aerosol

A monthly mean aerosol climatology has been generated by using the aerosol information provided by the European Centre for Medium Range Weather Forecast within the scope of the MACC project–Monitoring Atmospheric Composition and Climate. The MACC data results from a data assimilation system for global reactive gases, aerosols and greenhouse gases. It consists of a forward model for aerosol composition and dynamics [44] and an data assimilation procedure [45]. It has recently been used for the estimation of aerosol radiative forcing [46]. The MACC reanalysis data is generated on a Gaussian T159 grid which corresponds to \( \sim 120 \) km spatial resolution. For the use within CM-SAF it has been regridded to a \( 0.5 \times 0.5 \) degree regular latitude-longitude grid.

MACC has been evaluated to perform significantly better than the “Kinne” [47] GADS/OPAC [48,49] and HAC-v1 climatology [50], see [51] for details.

However, in a further study [52] it has been evaluated that a modification of the MACC AOD leads to an even better performance. The modification has been performed as described in Equation (12).

\[
AOD_{SARAH} = \begin{cases} 
AOD_{MACC} & \text{for } AOD \leq 0.16 \\
0.16 + 0.5 \times AOD_{MACC} & \text{for } AOD \geq 0.16 
\end{cases}
\] (12)

Here, \( AOD_{SARAH} \) is the AOD used for the generation of the SARAH data set and \( AOD_{MACC} \) is the original MACC AOD. The final climatology consists of monthly long term means on \( 0.5 \times 0.5 \) degree latitude-longitude grid. The respective AOD values are given for 550 nm. The pixel value is derived by spatial interpolation and assignment of the respective monthly mean.

Guéymard [53] and Nikitidou et al. [54] showed that the consideration of temporal variations of aerosols as well as trends are important for the accurate retrieval of solar surface radiation, in particular
for direct irradiance. Within this scope the use of a monthly aerosol climatology is a drawback. However, aerosol events as desert storms and biomass burning lead temporarily to an increase in CAL, which might account partly for aerosol variations, please see [52] for further details.

2.6.3. Atmospheric Absorbers: Water Vapor and Ozone

Water vapor is an important atmospheric absorber, affecting solar surface radiation significantly. Integrated water vapor has been taken from from ERA-40 reanalysis [55,56] up to 1987 and from 1987 onwards from ERA-interim [57,58]. Monthly means, remapped to 0.25 × 0.25 degree latitude-longitude grid, has been used as input to SPECMAGIC. The pixel value is derived by spatial interpolation and assignment of the respective monthly mean.

Ozone is a strong absorber in the UV spectral range, but the absorption is quite weak within the broadband spectrum, hence not of high relevance for the estimation the estimation of the solar surface irradiance. Thus, for ozone the climatological values from the standard atmosphere are used [59]. Information about the other atmospheric gases (e.g., $O_2$) and the total number density is taken from the US standard atmosphere [59].

2.6.4. Surface Albedo

For the surface albedo the spectral albedo functions of 20 land-use types originating from the NASA CERES/SARB Surface Properties Project [60,61], available at [62], has been used as basis. Each land use type comes with a spectral albedo curve covering 0.2 to 4.0 micrometers. In addition to these curves measured spectral curves provided by libRadtran have been used to account for the spectral albedo data as far as possible. Please see [24,33] for further details. The diurnal variation of the spectral surface albedo is determined as a function of solar zenith angle, as given by [63]. The scene dependent solar zenith adjustment factors needed for this function are also taken from the NASA CERES/SARB Surface Properties Project.

The land-use types are fixed throughout the year, hence seasonal variation of the surface albedo are not considered, but the surface albedo information is only used for the calculation of the clear sky irradiance. This induces uncertainties of about 1%–2% in regions with frequent variations of snow cover. Occasionally higher uncertainties might occur.

3. Validation of the SARAH CDRs

In this section the validation results are presented and discussed.

3.1. Reference Data for Validation

The validation of the new data sets for the surface incoming solar radiation (SIS) and the surface incoming direct solar radiation (SID,DNI) is primarily performed by comparison with high-quality ground based measurements from the Baseline Surface Radiation Network (BSRN) [64]. The BSRN stations used for the validation are listed in Table 3. They cover the period from 1992 onwards.
Table 3. List of BSRN stations used for the validation.

<table>
<thead>
<tr>
<th>Station</th>
<th>Country</th>
<th>Code</th>
<th>Latitude [degN]</th>
<th>Longitude [degE]</th>
<th>Elevation [m]</th>
<th>Data Since</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cabauw</td>
<td>Netherlands</td>
<td>cab</td>
<td>51.97</td>
<td>4.93</td>
<td>0</td>
<td>1.12.2005</td>
</tr>
<tr>
<td>Camborne</td>
<td>UK</td>
<td>cam</td>
<td>50.22</td>
<td>-5.32</td>
<td>88</td>
<td>1.1.2001</td>
</tr>
<tr>
<td>Carpentras</td>
<td>France</td>
<td>car</td>
<td>44.05</td>
<td>5.03</td>
<td>100</td>
<td>1.8.1996</td>
</tr>
<tr>
<td>Cener</td>
<td>Spain</td>
<td>cnr</td>
<td>42.82</td>
<td>-1.6</td>
<td>471</td>
<td>1.7.2009</td>
</tr>
<tr>
<td>De Aar</td>
<td>South Africa</td>
<td>daa</td>
<td>-30.67</td>
<td>23.99</td>
<td>1287</td>
<td>1.5.2000</td>
</tr>
<tr>
<td>Florianopolis</td>
<td>Brasil</td>
<td>flo</td>
<td>-27.53</td>
<td>-48.52</td>
<td>11</td>
<td>1.6.1994</td>
</tr>
<tr>
<td>Gobabeb</td>
<td>Namibia</td>
<td>gob</td>
<td>-23.56</td>
<td>15.04</td>
<td>407</td>
<td>15.5.2012</td>
</tr>
<tr>
<td>Lerwick</td>
<td>UK</td>
<td>ler</td>
<td>60.13</td>
<td>-1.18</td>
<td>84</td>
<td>1.1.2001</td>
</tr>
<tr>
<td>Lindenberg</td>
<td>Germany</td>
<td>lin</td>
<td>52.21</td>
<td>14.12</td>
<td>125</td>
<td>1.9.1994</td>
</tr>
<tr>
<td>Palaiseu Cedec</td>
<td>France</td>
<td>pal</td>
<td>48.71</td>
<td>2.21</td>
<td>156</td>
<td>1.6.2003</td>
</tr>
<tr>
<td>Payerne</td>
<td>Switzerland</td>
<td>pay</td>
<td>46.81</td>
<td>6.94</td>
<td>491</td>
<td>1.9.1992</td>
</tr>
<tr>
<td>Sede Boger</td>
<td>Israel</td>
<td>sbo</td>
<td>30.9</td>
<td>34.78</td>
<td>500</td>
<td>1.1.2003</td>
</tr>
<tr>
<td>Solar Village</td>
<td>Saudi Arabia</td>
<td>sov</td>
<td>24.91</td>
<td>46.41</td>
<td>650</td>
<td>1.8.1998</td>
</tr>
<tr>
<td>Tamanrasset</td>
<td>Algeria</td>
<td>tam</td>
<td>22.78</td>
<td>5.51</td>
<td>1385</td>
<td>1.3.2000</td>
</tr>
<tr>
<td>Toravere</td>
<td>Estonia</td>
<td>tor</td>
<td>58.25</td>
<td>26.46</td>
<td>70</td>
<td>1.1.1999</td>
</tr>
</tbody>
</table>

Only those stations that have an overlap of at least 12 months with the satellite data were used. This leads to 15 stations, which are located mainly in the Northern hemisphere, but they cover the main climatic regions and a substantial part (1992–2013) of the satellite time period. The effective cloud albedo (CAL), as a pure satellite product, cannot be validated by comparison with ground based measurements directly. However, the accuracy of CAL can be estimated by error propagation from the accuracy of the surface radiation, see Section 3.6 for further details.

Furthermore, the discussion of the validation results accounts for the non-systematic error of the BSRN data of 5 W/m² for measurements of solar surface irradiance (global irradiance) [64]. The BSRN data has been obtained from the BSRN archive at the Alfred Wegener Institute (AWI), Bremerhaven, Germany (www.bsrn.awi.de). In a first step the BSRN data has been quality controlled using the tests proposed by [65]. To ensure a high quality of the reference data set, only those BSRN measurements that pass the limit tests are considered in the calculation of the daily and monthly averages. To derive monthly- and daily-averaged values from the surface measurements, the method M7 proposed by [66] was employed to reduce the impact of missing values. The uncertainty of the derived monthly means is on average ±8 W/m² [28].

To assess the quality of the satellite data set with the BSRN surface observations, the difference in the spatial representativeness between these two observing systems needs also to be considered. Depending on the local spatial distribution of surface radiation the impact can be in the range of 4 W/m² for monthly mean data [28] and even larger for daily mean surface radiation data. Due to its higher temporal and spatial variability it must be assumed that the level of uncertainty of the direct normal radiation (DNI) is larger than the level of uncertainty for solar surface irradiance (SIS). Further, circumsolar radiation contributes to the direct irradiance. This contributes to an enhanced uncertainty of DNI due to reasons related to different measurement geometries as well as differences relative to the definition of direct irradiance in RTM or solar energy applications, please see [67] for further details.
For a climate data record it is of interest to assess also the temporal stability with long-term reference measurements. BSRN measurements are not available before 1992, therefore data from the longer time series of the Global Energy and Balance Archive (GEBA) project has been used for this purpose. GEBA contains monthly mean surface irradiance data sets from ground observations including stations reporting prior to 1983 [68]. The temporal homogeneity of the GEBA stations has been evaluated by [69]. About 50 European stations have been found to be homogeneous over time. The data of these stations have been used to assess the temporal stability of the monthly mean SARAH SIS data set.

In addition to the validation with surface measurements, the quality of the CM-SAF SARAH data set is evaluated against the quality of the first release of the CM-SAF surface radiation data based on observation of the MVIRI instruments only, covering the period from 1983 to 2005 [25,36]. This data set is referred to as CM-SAF MVIRI data set throughout of the paper. It has been widely used and evaluated by numerous users over the last years. (e.g., [29,30,69–71]).

3.2. Statistical Measures

The validation employs several statistical measures and scores to evaluate the quality of the solar surface radiation data sets. Beside the commonly used bias and standard deviation, we also use the (mean) absolute difference (also referred to as Mean Absolute Bias) and the correlation of the anomalies derived from the surface measurements and the CM-SAF data set. For each data set we further provide the number of months that exceed the target accuracy to characterize the quality of the data sets.

In the following, the applied quality measures are described. The definitions of the statistical measures are taken from [72]. Thereby, the variable \( y \) describes the data set to be validated (e.g., SARAH) and \( o \) denotes the reference data set (i.e. BSRN). The individual time step is marked with \( k \) and \( n \) is the total number of time steps.

**Bias:** The bias (or mean error) is the mean difference between the two considered datasets. It indicates whether the data set on average over- or underestimates the reference data set.

\[
\text{Bias} = \frac{1}{n} \sum_{k=1}^{n} (y_k - o_k) = \bar{y} - \bar{o} \tag{13}
\]

**Mean Absolute Bias (MAB):** In contrast to the bias, the mean absolute bias (MAB) is the average of the absolute values of the differences between each member of the time series.

\[
\text{MAB} = \frac{1}{n} \sum_{k=1}^{n} |y_k - o_k| \tag{14}
\]

The MAB is also referred to as Mean Absolute Difference (MAD). The advantage of the MAB is that there is no cancellation of positive and negative (bias) values.

**Standard deviation (SD):** The standard deviation SD is a measure for the spread around the mean value of the distribution formed by the differences between the generated and the reference data set.

\[
\text{SD} = \sqrt{\frac{1}{n-1} \sum_{k=1}^{n} ((y_k - o_k) - (\bar{y} - \bar{o}))^2} \tag{15}
\]
Anomaly correlation (AC): The anomaly correlation AC describes to which extend the anomalies of the two considered time series correspond to each other without the influence of a possibly existing bias. The correlation of anomalies retrieved from satellite data and derived from surface measurements allows the estimation of the potential to determine anomalies from satellite observations.

\[
AC = \frac{\sum_{k=1}^{n} (y_k - \bar{y})(o_k - \bar{o})}{\sqrt{\sum_{k=1}^{n} (y_k - \bar{y})^2 \sqrt{\sum_{k=1}^{n} (o_k - \bar{o})^2}}
\]  

(16)

Here, for each station the mean annual cycle were derived separately from the satellite and surface data, respectively. The monthly/daily anomalies were then calculated using the corresponding mean annual cycle as the reference.

Fraction of time steps above the validation threshold (Frac): A measure for the uncertainty of the derived data set is the fraction of the time steps that are outside the requested thresholds Th.

\[
Frac = 100 \frac{\sum_{k=1}^{n} f_k}{n} \quad \text{with} \quad \left\{ \begin{array}{ll}
    f_k = 1 & \text{if } y_k > Th \\
    f_k = 0 & \text{otherwise}
\end{array} \right.
\]  

(17)

3.3. Validation Results—Comparison Method

The daily and monthly means of the SARAH data set are compared with the respective daily and monthly means derived from the BSRN measurements. The means of the BSRN station have been derived independently using the complete temporal resolution (minutes) of the BSRN measurements. The comparison results in a mean bias, mean absolute difference, anomaly correlation, standard deviation and fraction of months above a given limit for each individual station and for all stations together.

Daily and monthly mean of DNI are calculated by an arithmetic average. SIS and SID data are averaged by application of an equation by Diekmann [73], which is preferable because of the large dependency on the solar zenith angle of SIS and SID, which makes the arithmetic averaging very sensitive to data gaps.

3.4. Validation Results—SIS

In this section the validation results of the Surface Incoming Solar Radiation, SIS are presented and discussed. The results of the validation of the monthly mean SARAH SIS data set are summarized in Table 4. The bias and the MAB are with values of 1.27 and 5.46 W/m² remarkably low. In total about 94% of the monthly mean values show an accuracy better than 10 W/m², by consideration of an uncertainty of the surface measurement of 5 W/m² [64]. The results show that the accuracy is close to that of the ground measurements. The data set is also able to reproduce the anomalies of SIS quite well, which is documented by the high correlation of the monthly SARAH SIS anomalies (0.92) with the ground measurements. Also included in Table 4 are the corresponding statistical error measures of the CM-SAF MVIRI surface radiation data set [36]. It is clear that the quality of the new CM-SAF data set SARAH is substantially improved compared to the previously released CM-SAF MVIRI data set.

An illustration of the bias and the MAB at each BSRN station is shown in Figure 9. The box-whisker plots represent the range between the 25 and 75 percentiles (1st and 3rd quartile) by the colored boxes;
the whiskers extend to 1.5 times the inter-quantile range or the maximum value, whichever is smaller. As already shown in Table 4, the new SARAH surface radiation data set has a substantially reduced bias and a lower MAB compared to the MVIRI CM-SAF surface radiation data set at each BSRN station. Particular improvements can be found at the BSRN stations Lerwick (ler), Carpentras (car), and Sede Boquer (sbo).

Figure 9. Mean Absolute Bias (top) and bias (bottom) in $W/m^2$ of the SARAH monthly mean solar surface irradiance.

Table 4. Results of the comparison between the monthly mean surface solar irradiance derived from BSRN measurements and the two CM-SAF surface radiation data sets.

<table>
<thead>
<tr>
<th>SIS</th>
<th>Nmon</th>
<th>Bias $[W/m^2]$</th>
<th>MAB $[W/m^2]$</th>
<th>SD $[W/m^2]$</th>
<th>AC</th>
<th>Fracmon [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SARAH</td>
<td>1672</td>
<td>1.27</td>
<td>5.46</td>
<td>7.34</td>
<td>0.92</td>
<td>5.6</td>
</tr>
<tr>
<td>MVIRI</td>
<td>878</td>
<td>4.24</td>
<td>7.76</td>
<td>8.23</td>
<td>0.89</td>
<td>10.71</td>
</tr>
</tbody>
</table>
3.4.1. Daily Means

Table 5 provides the validation result for the daily means of the new SARAH SIS data set and the previous CM-SAF MVIRI climate data record. As expected, the mean bias is almost identical to the value for the monthly means while the mean absolute bias for the daily means are about twice as high compared to those for the monthly means. However, an increase of MAB values has to be expected as a result of an decreasing averaging period, due to the fact that satellite data are compared to ground measurements. The basis for the comparison are half hourly means of satellite data representing a $3 \times 5$ km area with BSRN data representing point measurements. This reduces the comparability and increases the deviation between the data, e.g., MAB, for short averaging periods. Still, the mean absolute bias of $12.1 \, W/m^2$ between daily mean SARAH SIS and BSRN is remarkable low. Further, nearly 90% of the daily means show better accuracy than $15 \, W/m^2$. As for the monthly mean validation, the SARAH SIS data set shows improved performance for each quality measure compared to the CM-SAF MVIRI SIS data set.

**Table 5.** Results of the comparison between the daily mean surface solar irradiance derived from BSRN measurements and the two CM-SAF surface radiation data sets.

<table>
<thead>
<tr>
<th>SIS</th>
<th>Ndaily</th>
<th>Bias [W/m$^2$]</th>
<th>MAB [W/m$^2$]</th>
<th>SD [W/m$^2$]</th>
<th>AC</th>
<th>Fracdaily [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SARAH</td>
<td>48,413</td>
<td>1.12</td>
<td>12.1</td>
<td>17.9</td>
<td>0.95</td>
<td>11.3</td>
</tr>
<tr>
<td>MVIRI</td>
<td>29,790</td>
<td>4.41</td>
<td>15.1</td>
<td>23.4</td>
<td>0.92</td>
<td>16.3</td>
</tr>
</tbody>
</table>

The bias and the MAB of the SIS daily mean from the SARAH data set for the individual BSRN stations are shown in Figure 10.

**Figure 10.** Cont.
This section presents the validation results of the SARAH direct radiation data sets (SID and DNI) compared to the BSRN surface reference observations. DNI is derived by division of SID with the solar zenith angle (SZA), see Equation (11). This means that the physics (retrieval method) applied to derive SID and DNI are identical. Table 6 shows the results of the validation of the surface direct radiation (SID) for the recent SARAH and the previous CM-SAF MVIRI data sets. The bias and the mean absolute bias are with 0.89 W/m² and 8.2 W/m² remarkably low for SID, showing the high accuracy of the data set. The MAB is thereby significantly lower than for the MVIRI data set. The substantial improvement of SARAH SID relative to MVIRI SID is also apparent in the other validation measures.

Table 6. Results of the comparison between the monthly mean surface direct irradiance (SID) derived from BSRN ground measurements and the two CM-SAF SID data sets (MVIRI, SARAH). Further, results of the comparison between the monthly mean Direct Normal Irradiance (DNI) derived from BSRN ground measurements and the SARAH DNI data set.

<table>
<thead>
<tr>
<th>SID</th>
<th>Nmon</th>
<th>Bias [W/m²]</th>
<th>MAB [W/m²]</th>
<th>SD [W/m²]</th>
<th>AC</th>
<th>Fracmon [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVIRI</td>
<td>805</td>
<td>0.89</td>
<td>11.0</td>
<td>15.7</td>
<td>0.83</td>
<td>15.4</td>
</tr>
<tr>
<td>SARAH</td>
<td>1587</td>
<td>0.98</td>
<td>8.2</td>
<td>11.6</td>
<td>0.89</td>
<td>8.4</td>
</tr>
<tr>
<td>DNI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SARAH</td>
<td>1529</td>
<td>3.2</td>
<td>17.5</td>
<td>22.9</td>
<td>0.87</td>
<td>16.4</td>
</tr>
</tbody>
</table>
For the solar energy community the direct normal irradiance is of high interest. Hence, the new SARAH data set offers the direct normal irradiance in addition to SIS and SID. DNI is not available from the older CM-SAF MVIRI data set. A small bias of 3.2 W/m² is found in the SARAH DNI data set. The mean absolute bias is 17.5 W/m². Considering the uncertainty of the surface measurement of about 10 W/m², it can be expected that the accuracy of DNI is of about 10 W/m², which is remarkably good. The standard deviation and, thus, the spread is slightly larger for DNI than for SIS (22.9 W/m² compared to 11.6 W/m²), which results simply from the fact that DNI exhibits on average higher values than SID, due to the normalization with the cosine of solar zenith angle. This explains also that DNI shows larger values for Freight. The anomaly correlation shows a value of 0.87 and is almost identical to the respective SARAH SID value.

The results for the individual BSRN stations are shown in Figure 11. Beside the SID results (SARAH and MVIRI) the figure shows also the absolute bias of the monthly means of DNI and of SID from SARAH for each station. For most stations, the accuracy of SID from SARAH has improved compared to the previous CM-SAF MVIRI data set.

Notably is the large negative offset in Toravere of about of about $-27$ W/m² (Figure 11 bottom), which corresponds to a negative offset in SID of about 10 W/m².

A reason for the relative large offset in Toravere could be an overestimation of clouds induces by the slant viewing geometry. For the same cloud scene the effective cloud albedo increases significantly for slant geometries as the effective cross section of the clouds observed from satellite increases. Further, for SID and DNI higher uncertainties are also expected in regions with high temporal and spatial variability in aerosol properties.

![Figure 11. Cont.](image-url)
3.5.1. Daily Means

The validation results for the daily means of the CM-SAF SARAH direct irradiance data are shown in Table 7. The evaluation results for the surface direct irradiance (SID) shows also the aforementioned substantially improved performance of SARAH compared to the CM-SAF MVIRI data set. With exception of the bias these improvements are apparent in all error measures.

<table>
<thead>
<tr>
<th>SID</th>
<th>Ndaily</th>
<th>Bias [W/m²]</th>
<th>MAB [W/m²]</th>
<th>SD [W/m²]</th>
<th>AC</th>
<th>Frac daily [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVIRI</td>
<td>26,614</td>
<td>0.74</td>
<td>20.73</td>
<td>31.74</td>
<td>0.89</td>
<td>23.42</td>
</tr>
<tr>
<td>SARAH</td>
<td>42,753</td>
<td>0.77</td>
<td>17.9</td>
<td>26.6</td>
<td>0.92</td>
<td>20.5</td>
</tr>
<tr>
<td>DNI</td>
<td>41,253</td>
<td>3.8</td>
<td>34.0</td>
<td>48.4</td>
<td>0.91</td>
<td>32.8</td>
</tr>
</tbody>
</table>

For DNI the mean absolute bias is significantly larger than for the daily mean SID data set (34.4 W/m² compared to 17.9 W/m²). However, this is a result of the overall higher values of DNI compared to SID. As for SID the daily mean DNI shows a larger spread than the corresponding monthly means.

The results for the individual stations are shown in Figure 12.
Figure 12. Mean Absolute Bias and (top) and bias (bottom) in $W/m^2$ of the SARAH daily mean direct normal irradiance–DNI.

The daily means show the same features as the monthly mean direct radiation products. Relatively large mean absolute bias values are found at the predominantly sunny, cloud free (desert) stations of Gobabeb, Sede Boqer, Solar Village and Tamanrasset.

3.6. Validation Results: CAL

CAL is only observable from space. Thus, it can not be validated with ground based reference data sets. However, its accuracy can be estimated by error propagation using the relation between SIS
and CAL. The relation between the effective cloud albedo CAL and the solar irradiance is essentially given by:

\[
CAL = 1 - \frac{SIS}{SIS_{\text{clear}}}
\]  

(18)

Uncertainties in SIS are due to uncertainties in the effective cloud albedo and due to uncertainties in the clear sky irradiance. Here we assume a perfect clear sky irradiance (no errors), which relates all uncertainties in SIS to the effective cloud albedo and provides thus a worst case scenario for the CAL accuracy. The clear sky irradiance is, of course, not error free, hence the CAL errors are lower than the estimated values. Thus, based on Equation (18) the “worst case” accuracy of the effective cloud albedo can be derived as a function of the clear sky irradiance. Figure 13 shows the maximal error in the cloud index, which would only be given for a mean absolute bias of zero in the clear sky irradiance. It is clear that this evaluation method is a workaround, but as aforementioned the effective cloud albedo is a satellite observable, and can thus not be “validated” with ground based reference data. However, as a result of the low error in SIS it can be expected that the uncertainty in CAL is usually significantly below 0.1, with exception of bright surfaces (desert, snow) and slant viewing geometries where higher errors have to be expected. Higher uncertainties in CAL affects also SIS, SID and DNI.

![Figure 13](https://example.com/figure13.png)

**Figure 13.** Maximal uncertainty of the monthly mean cloud albedo in dependency of the clear sky irradiance. The estimation of the CAL uncertainty is derived by error propagation based on Equation 18. It depends therefore on the clear sky solar surface irradiance.

### 3.7. Homogeneity/Stability of CDRs

High accuracy (Bias, MAB) and precision (SD, Fracmon) are the main quality measures for monitoring of climate extremes and solar energy applications. However, for trend analysis the temporal
The homogeneity of the data record is of significant concern. “Calibration” and inter-calibration of satellite instruments are an essential pre-requisite for homogeneous and stable time series. Please see [51,74,75] and references therein for further details. Hereafter, some specific “calibration” issues are briefly discussed in order to enable a better understanding, without aiming for a detailed scientific discussion.

The visible channels of the MVIRI and SEVIRI instruments are calibrated before the launch of the satellites. However, these instruments are not equipped with an on-board calibration units in the visible channels. The sensitivity of the satellite instruments degrades seriously over time in the visible due to ageing processes of the optical devices. See Figure 14 for example and [74] for further details. The degradation of the sensitivity could easily lead to artificial trends in the retrieved solar radiation products. In addition, newly launched instruments of the same series (e.g., MFG series) are not degraded and show therefore a different sensitivity, which could easily lead to jumps in the time series of the observed reflection. However, the mentioned issues can be resolved by vicarious calibration. With this method gauge adjustment (inter-calibration) of the instruments is performed by comparison of reflectances for “stable” targets (e.g., desert & cloud targets). A vicarious calibration is applied by Eumetsat [75] for SEVIRI onboard of MSG (starting with Meteosat-8), but has been not performed during the operation of the MVIRI instruments. Here, only a smooth transition between Meteosat-5 -6 and -7 has been generated by intercomparison and adjustment of the observed reflectances, which does not resolve the degradation issues. Further, the failure of the broadband visible channel on SEVIRI (High Resolution Visible, HRV) inhibits the prolongation of the time series with an input signal with comparable spectral response to that used for MVIRI [36]. The different spectral response of the visible channels induces serious inhomogeneities in CAL and the solar surface irradiance [36].

**Figure 14.** Observed maximal reflection in the cloud target region. The degradation of Meteosat-6 to seven, as well as changes in the gauge, e.g., Meteosat-2, are clearly visible.
Summarizing, the change of satellite instruments of one series as well as the update to a new generation of satellite instruments can induce inhomogeneities in the retrieved effective cloud albedo and thus the solar surface irradiance. The generation of a homogeneous climate data record from satellite images in the visible is a quite challenging task. This might be one reason for the minor role of remote sensing data in climate trend analysis, although that satellites are the only observational source of information over the oceans and many other regions of the world. Thus, analysis of the homogeneity of SARAH is an important issue.

A common method to assess the homogeneity of a climate data set is to analyze the anomaly time series for any obvious jumps. Changes in the mean state from one satellite to the other would be apparent as an increase or decrease in positive or negative anomalies. Figure 15 shows the Hovmoeller diagram of the monthly mean anomalies of SIS and DNI. The time covers the full period of the SARAH data set starting with Meteosat 2 in 1983 until Meteosat 10 in 2013. No obvious artificial jumps or trends are apparent in the time series of the anomaly for the whole time period, indicating a good homogeneity of the SARAH data set.

Figure 15. Hovmoller diagrams of the monthly mean anomaly of SIS. and (bottom) DNI.

To evaluate and quantify the stability of the SARAH data set in more detail, references measurements from the GEBA data base are used in addition to BSRN. While the BSRN observations follow a high quality standard and are considered as a GCOS reference observing network, the data in the GEBA data base have a longer temporal coverage, which is important for the assessment of the temporal stability. To assess the temporal stability of the satellite-based data, the reference observations need to be stable over time as well. Selected European GEBA stations have been assessed with respect to their temporal stability and adjusted to ensure their homogeneity [69], only these stations are considered here.

Figure 16 shows the temporal evolution of the average bias between the monthly mean SARAH SIS data set and the measurements from the GEBA stations. Only stations with more than 95% available monthly means between 1983 and 2011 are considered to avoid artificial shifts in the mean time series.
due to changes in data availability. An optimal stability and match with the ground based stations would mean that no significant gradient in the linear regression is apparent. Any significant gradient indicates a mismatch between the trends of satellite and ground based data.

![Time Series, Bias SARAH - GEBA](image)

**Figure 16.** Temporal evolution of the normalized differences between the CM-SAF data set and the GEBA data. The green line represents the zero line, the black and the blue straight lines represent the linear regression of the time series for the time periods 1983 to 2011 and 1983 to 2005 (both for SARAH), respectively. A gradient of zero in the linear regression would mean a perfect match between trends in the satellite and ground based data. Also given in the legend is the result of the analysis for MVIRI. However, the MVIRI trend is not diagrammed.

A negative decadal gradient of the bias of $-1.1 \, \text{W/m}^2/\text{decade}$ is detected between satellite and ground based data. This gradient is found to be statistically significant, but is rather small and might be in the range of the uncertainty of the ground measurements. This means that for trend analysis of the SARAH data set an uncertainty of about $1 \, \text{W/m}^2/\text{decade}$ can be assumed for the time period 1983–2013.

Figure 16 shows also the corresponding trend analysis for the time period 1983-2005 for the SARAH and the CM-SAF MVIRI solar surface radiation. (Note that the MVIRI trend is not diagrammed, but only the numbers are given in the figure). While the bias of the MVIRI data set exhibits a significant negative trend of $-1.2 \, \text{W/m}^2/\text{dec}$ compared to the GEBA surface observations the SARAH SIS data set does not show a significant trend for the period 1983–2005. This is a remarkable improvement and demonstrates the enhanced stability of the SARAH data set compared to the previous CM-SAF MVIRI surface radiation data set. It is likely that the efforts concerning the raw data (Section 2.6) has been
significantly contributed to this result. However, the differences in the SARAH trends for the period 1983–2005 relative to 1983–2013 indicates a serious break induced by the transition from MFG to MSG, which is also visible in the development of the bias over time, see Figure 16. It is likely that this break is resulting from a sub-optimal generation of the artificial HRV channel. It is evident that an adjustment of the channel combination is needed.

Nevertheless, overall the homogeneity of SARAH is remarkably high, in particular when considering that ground measurements are not a-priory homogeneous but require homogenization tests as well. In this respect the SARAH data set is an important key for the supplementation of climate trend analysis based on ground based measurements, in particular as many regions are not covered by well maintained ground based measurements.

Remote sensing based radiation products are the only observational sources that can provide trends of surface radiation with high spatial resolution and large geographical coverage. Figure 17 shows the trend for the full disk. It is evident that in many regions the trend is much higher than the expected uncertainty of 1 W/m²/dec. The large spatial structures in the trends demonstrate the importance of remote sensing radiation data for climate trend analysis. The large negative trends in the ITC region might indicate an enforcement and some latitudinal spreading of the Hadley circulation. This might be one driver for the positive trends in the sub-tropics and Central Europe. The significant negative trend

Figure 17. Trend in the SARAH solar surface irradiance for the time periods 1983 to 2013.
close to the Antarctic might be one reason for the increase of the ice sheet there. Further trends and their analysis will be discussed in a forthcoming paper.

4. Conclusions

The CM-SAF SARAH data set and its retrieval method has been presented and discussed. It is the first time that the SPECMAGIC [24] eigenvector-hybrid LUT approach has been exploited for the retrieval of a CDR of broadband solar surface irradiance.

The satellite-derived SARAH climate data records of the surface incoming solar and direct normal radiation (SIS and DNI) have been validated by comparison with observations from 15 high quality ground-based stations of the BSRN network. For the solar surface irradiance (SIS) the bias of 1.3 W/m$^2$ and mean absolute bias of 5.5 W/m$^2$ are close to the uncertainty of the ground based measurements for monthly means, and hence, close to the optimal accuracy of 3–5 W/m$^2$. For SID, the bias and MAB are with 1 and 8 W/m$^2$ remarkably good (3.1 and 17.5 W/m$^2$ for DNI, respectively). By consideration of the uncertainty of the ground based measurements it can be assumed that the accuracy is better than 8 W/m$^2$ for SID and better than 12 W/m$^2$ for DNI. However, for both SID and DNI there is room and need for improvement of the accuracy.

The anomaly correlation show for all products very high values of about 0.9. The fraction of monthly values that meets high accuracies is around 85%–95%. Thus, SARAH radiation products are well suited for climate monitoring and analysis of extremes.

Prior to 1992 no BSRN measurements are available, hence the data set could not be validated with BSRN ground based measurements for the period 1983–1992. However, there is no physical reason why the accuracy of the climate data set should be significantly lower for this period. This argument is “proven” by comparison with GEBA measurements.

The evaluation of the CM-SAF SARAH solar surface irradiance with the old CM-SAF MVIRI surface radiation data set shows that the monthly and daily mean SARAH data have a higher quality than the previous CM-SAF MVIRI surface radiation data set.

Visual inspection and correction of the MVIRI raw data base has been performed. It is likely that this, together with an improved retrieval procedure have significantly contributed to the good SARAH validation results.

Special care has been taken to improve the homogeneity of the CDR. The stability of the SARAH SIS data set has been validated against European surface measurements (GEBA). A statistically significant negative trend in the bias of $-1.1 \, W/m^2/\text{dec}$ was found between SARAH and ground based measurements for the period 1983–2013. It can be assumed that trend analysis based on SARAH has an uncertainty of about $1 \, W/m^2/\text{dec}$. However, for the period covered by the CM-SAF MVIRI data set (1983–2005) no significant trend in the bias has been found in the SARAH data set. In contrast, the CM-SAF MVIRI data set shows a significant trend in the bias of $-1.2 \, W/m^2/\text{dec}$ for the same period (1983–2005). This demonstrates that the homogeneity of SARAH has significantly improved compared to the CM-SAF MVIRI data set. Further, it clearly indicates that the transition from MVIRI to SEVIRI induces a slight inhomogeneity in the SARAH data set. Nevertheless, overall, it is shown that the SARAH data set can be expected to be well suited for climate trend analysis.
The uncertainty of the effective cloud albedo is in general better than 10%. The validation results show that the SARAH radiation records are in general well suited for climate monitoring and analysis.
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Glossary–List of Acronyms in Alphabetical Order

AOD: Aerosol Optical Depth
CAL: Effective Cloud Albedo
DNI: Direct Normal Irradiance
k: Clear sky index
LUT: Look-up table
MACC: Monitoring Atmospheric Composition and Climate
MFG: Meteosat First Generation
MVIRI: Meteosat Visible-InfraRed Imager
MSG: Meteosat Second Generations
RTM: Radiative Transfer Model
SEVIRI: Spinning Enhanced Visible and Infrared Imager
SID: Surface Direct Irradiance (beam)
SIS: Solar Surface Irradiance
SZA : Sun Zenith Angle
SSA: Single Scattering Albedo
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