Simulating an Autonomously Operating Low-Cost Static Terrestrial LiDAR for Multitemporal Maize Crop Height Measurements
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Abstract: In order to optimize agricultural processes, near real-time spatial information about in-field variations, such as crop height development (i.e., changes over time), is indispensable. This development can be captured with a LiDAR system. However, its applicability in precision agriculture is often hindered due to high costs and unstandardized processing methods. This study investigates the potential of an autonomously operating low-cost static terrestrial laser scanner (TLS) for multitemporal height monitoring of maize crops. A low-cost system is simulated by artificially reducing the point density of data captured during eight different campaigns. The data were used to derive and assess crop height models (CHM). Results show that heights calculated with CHM based on the unreduced point cloud are accurate when compared to manually measured heights (mean deviation = 0.02 m, standard deviation = 0.15 m, root mean square error (RMSE) = 0.16 m). When reducing the point cloud to 2% of its original size to simulate a low-cost system, this difference increases (mean deviation = 0.12 m, standard deviation = 0.19 m, RMSE = 0.22 m). We found that applying the simulated low-cost TLS system in precision agriculture is possible with acceptable accuracy up to an angular scan resolution of 8 mrad (i.e., point spacing of 80 mm at 10 m distance). General guidelines for the measurement set-up and an automatically executable method for CHM generation and assessment are provided and deserve consideration in further studies.
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1. Introduction

Light detection and ranging (LiDAR) has emerged as a powerful active remote sensing method for direct measurement of 3D plant structure in precision agriculture [1,2]. The importance of 3D geodata in agriculture lies in its usability for plant modeling and plant-specific parameterization to monitor and improve crop management strategies [1,2]. Applications include fertilization, irrigation management, yield estimation and optimization of harvesting processes [3]. LiDAR data can, e.g., be used to adjust height settings for agricultural machines to crop surface [4]. These applications, which consider costs and resources while reducing harm to the environment, aim to make agricultural production more effective as the application of fertilizer, pesticides and irrigation is optimized [5].

Complexities caused by the outdoor agricultural environment, such as variable natural lighting, occlusion and obscuration of plant features by foliage from neighboring plants [6] make an automatic observation of in-field variations challenging. This has led to the use of different remote sensing technologies to capture in-field variations including ultrasonic sensors [7–11], photography [12–14],...
stereo images [15–18], light sensors [19], high-resolution radar images [20,21] and high-resolution X-ray computed tomography [22]. A detailed description and review of sensing technologies used in precision agriculture can be found in [1,3,6].

These methods often pose practical problems in field conditions since they have a limited ability to describe a crop’s 3D structure in a fast, repeatable, and accurate way [23]. In contrast, terrestrial laser scanning (TLS) provides a tool for generating a unique and comprehensive quantitative description of 3D plant and crop structure. Processing and analysis of TLS data have already been automated for phenotyping plants [24,25] and for classification of vegetation types [26]. The majority of crop-vegetation related studies based on TLS measurements deal with forest crop structure [27]. Research on TLS on agricultural crops includes studies on maize [28,29], cereals [30], tomatoes [31], fruit-trees [32] and vineyards [11,33]. In these studies, TLS is used to measure in-field variations of crop development by characterizing its 3D structure.

Crop height is an important parameter for local assessment and monitoring of crop types such as maize and wheat [28,34,35]. The growth rate responds to nutrients, water, and temperature [36] and can be used as an indicator for external conditions of soil, weather, irrigation and fertilization. Growth rate is mostly correlated with the crop’s biomass [37–39] and variety as well as the plant’s nutrient content.

The parameter crop height, as well as entire plant and foliage structures, can be captured with a TLS [36]. A TLS system acquires multitemporal data such as crop height development when operating constantly and autonomously. Such scanning systems can be emulated by mounting a laser rangefinder on a pan tilt unit, which automatically carries out horizontal and vertical scanning by rotating within predefined angles. This set-up represents a simplified version of a laser scanner, which is realizable at a low-cost compared to commonly used high-end TLS systems. Such an autonomously operating TLS (ATLS) was first designed and investigated by Eitel et al. in 2013 for use in forestry applications [40] and later by Culvenor et al. in 2014 [41]. These ATLS systems automatically capture multitemporal vegetation development, which adds time information to the 3D point cloud.

This study aims to identify specific requirements for a robust sensing system with automatically manageable data to improve precision agriculture applications. This is done by simulating a low-cost stationary TLS, which collects multitemporal crop height data. A workflow for processing and assessing ATLS data is developed. The workflow extracts the crop height development of maize by deriving crop height models (CHM), which represent the spatial crop growth pattern on a field level [42]. The specific outcomes of this study are: (a) clear requirements for a static ATLS system commendable for its successful use in precision agriculture; and (b) a point cloud processing workflow for multitemporal monitoring of maize’s crop height.

2. Materials and Methods

2.1. Study Area and Measurement Set-Up

A maize field in Heidelberg, Germany (49.43430° N, 8.65466° E, WGS84) served as the study area. The maize data were captured eight times over a period of 75 days starting on 28 May 2015 and ending on 10 August 2015. The measurements were conducted 40, 66, 75, 95, 100, 107 and 114 days after seeding, which took place on 18 April 2015. The observed growth stages ranged from the vegetative to the reproductive stage. The field had an area of 2.5 ha, from which a study area of approximately 1.5 ha (165 m × 90 m) was selected.

For scanning maize crops a time-of-flight scanner VZ-400 (Riegl, Horn, Austria) [43] with full-waveform online echo detection was used (Figure 1). The system applies a near-infrared (1550 nm) laser beam with a beam divergence of 0.3 mrad and a range accuracy of 5 mm (one sigma) at 100 m. The system was installed on a water barrel located at one edge of the field (Figure 2). The barrel was filled with 1000 L of water in order to keep it in the same position for the entirety of the study. The set-up raised the sensor to a height of 3.6 m. This single scan position was used to simulate and
determine the most cost-effective solution in terms of scan resolution and point spacing. Installation of each further scan position would raise the cost of the entire system and thus only one scan position for permanent monitoring was applied in our investigation.

**Figure 1.** Scanner set up on barrel for elevated scanning at a height of 3.6 m, located at one edge of the monitored maize field.

**Figure 2.** Overview of measurement set-up located in Heidelberg (Germany) for simulation of autonomously operating terrestrial laser scanner (ATLS) for multiple campaigns (t₁–t₈) and for capturing data to generate a digital terrain model (DTM) of the first campaign (t₁).

Using a single, static position for the simulated ATLS system has the additional advantage of not requiring the establishment of a reference target network. This is generally necessary to register multitemporal TLS scans to one common coordinate system. Therefore, the set-up should ideally be realized at one fixed position. Changing the scanner’s position during each campaign might require a GNSS receiver to determine its accurate position in a global coordinate system, increasing costs.
and processing time for data registration. However, in this study, the scanner was registered to a global coordinate system in each scan campaign, since it could not be precluded that the simulated ATLS system would not change in position between measurements, as it had to be reinstalled for each measurement. To accurately register the ATLS position, a real time kinematic (RTK) GNSS base (Leica GS10) with a coordinate quality, on average, of 0.01 m was installed before each measurement on a known unchanging position. A RTK GNSS rover (Leica GS15) then captured the accurate position of the scanner.

Furthermore, two positions at the side of the field were chosen to set up tie point reflectors. They consisted of a signal pole mounted with a reflecting cylinder of known size and were placed where they were visible by the scanner even when the maize was very tall [42]. They were fastened to metal poles that were secured about 30 cm into the ground. This allowed the re-establishment of the reflectors at the same position for each measurement. To verify this, the accurate position of the reflectors was measured with an RTK GNSS rover. In addition, the height and position of 140 plants along different transects in the field were measured manually with a measuring tape and a RTK GNSS rover each time. The manually measured height is defined in this study as the maximum plant height above the location of one of the 140 reference plants, which were georeferenced with the RTK GNSS rover. If a leaf of a neighboring plant was located above the reference plant, then this was measured as reference crop height for that specific location.

An overview of the measurement set-up is provided in Figure 2. Since the first campaign (t1) aimed to gain data for a complete high-resolution digital terrain model (DTM), multiple scanning positions and reflectors were used. For the subsequent set-up of the simulated ATLS system (t2–t8), only one scan position and two reflectors were used.

2.2. Generation of Crop Height Models

A crop surface model (CSM) represents the upper boundary of a crop field as an elevation value introduced by Hoffmeister et al. [42] for deriving spatial crop growth patterns on a field level. A crop height model (CHM) represents the crop height by subtracting the DTM value from the maximum CSM elevation value per cell. The workflow of CHM generation is shown in Figure 3. Our workflow aims to extract multitemporal CHMs of maize crops based on TLS measurements of different point densities. From TLS data of the first campaign (t1), a DTM for the study area was extracted. TLS data for each campaign (t1–t8) were captured and registered to a common coordinate system. Then, point density was systematically decimated by keeping every nth emitted laser beam according to its timestamp with increasing step width n as proposed by Hämmerle et al. [4]. This allows the simulation of ATLS systems with different scanning capabilities in terms of point density. From these datasets, CHMs were derived by calculating the difference between CSM per campaign (t1–t8) and DTM from the first campaign (t1).

Figure 3. Workflow of crop height model (CHM) generation from the capture of terrestrial laser scan (TLS) data to CHMs calculation from reduced point density data sets.
For raster calculations, a cell size of $0.25 \text{ m} \times 0.25 \text{ m}$ was determined based on the spatial plant distribution in the field; i.e., how the seeds were placed. Due to a distance of 15 cm between plants and 70 cm between plant rows, increasing the cell size (i.e., larger cells) would lead to including more than one plant in a cell. Making the cells finer (i.e., smaller) would lead to the fact that sub-parts of a plant are represented in the cells.

2.2.1. DTM Generation

The DTM was generated from TLS data acquired at the first measurement campaign on 28 May when the maize was 0.23 m high, on average, according to 140 manual measurements. The last fertilization process with a tractor driving on the field and changing the field’s surface was on 27 May. Therefore, our acquisition time guarantees a DTM usable as a constant basis for further calculations. Six scan positions and seven tie point reflectors were used (Figure 2). Due to the use of multiple scan positions, the ground was captured effectively, despite minor occlusion effects from the small maize crops. A point cloud based terrain filter for removal of vegetation from RiSCAN Pro [44] automatically differentiated between off-terrain and terrain points. This classification utilizes distances between points and the estimated ground surface based on a grid representation of data at each level. The filter works in a hierarchical manner with several levels of detail using a coarse-to-fine approach. These filtered data were interpolated in two steps to a DTM raster of cell size $0.1 \text{ m} \times 0.1 \text{ m}$ with publicly available modules of the software Orientation and Processing of Airborne Laser Scanning data (OPALS) [45,46]. These two interpolation steps consist of a fine and a smoothed DTM. For the former, the minimum elevation value was assigned to each cell of size 0.1 m. This results in an accurate DTM with remaining holes in empty cells. Therefore, the latter DTM interpolates the point cloud data to a smoothed model. The interpolation settings were set to a search radius of 1 m with 80 neighboring points. This second smoothed model was used to fill holes in the more accurate minimum DTM, as proposed by Siart et al. [47]. One hundred fifty-one reference points captured with an RTK GNSS rover were compared to the final DTM to assess its elevation accuracy.

2.2.2. Registering Multitemporal TLS Data

The data from each campaign were merged into one reference point cloud project. The scan position per campaign was registered to locate each scan position into a common coordinate system using a master position based on the coordinates of the scanner and two tie point reflectors. Thereafter, all other scan positions were registered to this master position by translating and rotating them until the smallest distance, on average, among all tie point pairs was reached. The master position as well as tie point reflectors were chosen according to the simulated ATLS set-up. This means that the scan position representing that of all subsequent campaigns ($t_2$–$t_8$) was used as the master position and the positions of two reflectors were used to register each subsequent campaign ($t_2$–$t_8$). The position of the two reflectors did not change during the entire study since they were mounted on permanently installed metal poles for each campaign.

After this coarse registration, an iterative closest point algorithm (ICP) implemented in the multi-station adjustment (MSA) of RiSCAN Pro was applied. To improve the coarse registration, the MSA detects planes that are common in different scans as polydata planes. Then the ICP algorithm [48] is employed at the center of these planes to find translation and rotation matrices that minimize the distance between them [31]. As for the MSA, the point clouds are translated and rotated based on unchanged surfaces of polydata planes resulting in a fine-registered (i.e., georeferenced) dataset. In this study, position and orientation of the first measurement were locked and further measurements were adjusted to this fixed position. The study area was then extracted from the registered data and exported as an ASCII file containing XYZ coordinates and the timestamp per point for further point density reduction. This workflow is similar to Tilly et al. [38,49,50].
2.2.3. Point Density Reduction

In order to reduce point density, every \( n^{th} \) emitted laser beam was kept according to its timestamp, with increasing step widths \( n \) as proposed by Hämmerle et al. [4]. Investigated step widths range from \( n = 0 \) to \( n = 50 \) at increments of 2. Analogous to Hämmerle et al. [4], low-resolution scans were captured as a reference for artificially reduced point density. Those low-resolution scans were captured with 0.6 mrad, 1.2 mrad, 5 mrad and 8 mrad (i.e., point spacing of 6 mm, 12 mm, 50 mm and 80 mm at 10 m distance) for each measurement campaign. Thereby, the step width can be set in relation to a corresponding resolution.

2.2.4. Crop Height Modeling

A raster of a cell size of 0.25 m \( \times \) 0.25 m using the maximum \( z \) value per cell was created as a CSM per campaign. Thereafter, the difference between this maximum raster and the DTM was calculated as CHM per campaign. If the difference is negative, the CSM value lies under the DTM value, which indicates that the interpolated DTM cell lies above the actual surface. Such cells were filled with no value in the resulting CHM and were not interpolated as in other studies [14,27]. If the difference was positive, its height value was assigned to the cell. However, if the value exceeded the maximum height of 3 m [51], the cell was also filled with no value. This filtered out unrealistically high values, which might occur due to reflection from particles or insects in the air. Such vertical outliers were not removed manually as in [4,50] since this would contradict the idea of simulating an autonomously operating and processing system. These steps were automatically repeated for all point clouds of reduced point density ranging from step width \( n = 0 \) to \( n = 50 \). The entire workflow is based on OPALS modules automatically executable in a Python script.

2.3. Accuracy Assessment of Crop Height Models

As for CHM accuracy assessment, the manually measured height at 140 unchanging reference plants was compared to corresponding CHM cell values. If a reference plant was within a CHM cell, the difference between CHM height and the manually measured height of the reference plant was captured as \( \Delta h \). Factors influencing \( \Delta h \) were statistically investigated by calculating Pearson’s coefficient of determination (\( R^2 \)) between \( \Delta h \) and distance to the scanner as well as between \( \Delta h \) and point density. This information helps to decide on parameters such as distance to scanner and point density when constructing an ATLS set-up for crop height measurements. When \( \Delta h \) needed to be averaged, median \( \Delta h \) was used, since it is less susceptible to distortion by outliers than mean \( \Delta h \).

2.3.1. Point Density Effects

TLS data from each campaign were reduced with step widths ranging from \( n = 0 \) to \( n = 50 \) at increments of 2, as described in Section 2.2.3. This resulted in a systematic reduction of point density. To analyze the effect of this reduction on CHM accuracy, \( \Delta h \) values of a CHM from one campaign were averaged and investigated per step width \( n \). This shows to what extent the accuracy of a CHM is influenced by point density in correspondence to the crop height. Furthermore, \( \Delta h \) values for all campaigns per step width were averaged. This indicates the overall influence of a reduced point density on CHMs and allows the conduction of specific requirements for designing an ATLS.

2.3.2. Distance to Scanner Effects

In order to analyze the influence of an increasing distance to the scanner and CHM accuracy, the distance between the scanner and each reference plant as well as \( \Delta h \) were calculated for each position and each campaign. The distance was based on the known coordinates of the scanner and the reference plants captured with RTK GNSS. The distances between these points were calculated as the Euclidean distance between two coordinates in 3D. Thereafter, \( \Delta h \) values extracted from CHMs of different point densities were analyzed for each reference plant.
3. Results

In the following the results of CHM generation and CHM accuracy assessment are presented. The structure corresponds to that of the methods described in the previous section.

3.1. Generation of Crop Height Models

After registering multitemporal TLS data from eight point clouds (t₁-t₈), the difference of coordinate pairs in all scans varies 0.001 m (x), −0.001 m (y) and 0.024 m (z), on average. Each of these eight point clouds encompasses 16,689,483 points, on average. While the first reduction step (n = 2) leads to a reduction of about 50% (7,388,193 points) of the original point cloud, the final reduction step (n = 50) leads to a reduction of 98% (333,773 points). All point clouds resulting from step widths n > 10 result in a reduction between 2% and 10% due to the exponential course shown in Figure 4. The point count, on average, of low-resolution reference scans of 0.6 mrad, 1.2 mrad, 5 mrad and 8 mrad (i.e., point spacing of 6 mm, 12 mm, 50 mm and 80 mm at 10 m distance, respectively) with their corresponding point count is additionally shown in Figure 4.

![Influence of technically reduced scan resolution (mrad) and artificially increased step width on point density following approximately the same course of \( \frac{1}{n} \).](image)

CHMs are created for each campaign and data reduced with step width n = 0 to n = 50, where n = 0 means that data remain unreduced and n = 50 that data are reduced to 98%. To exemplify such CHMs, Figure 5 shows CHMs for campaigns t₁, t₄ and t₈ based on unreduced data (n = 0).

![CHMs (n = 0, i.e., no artificial reduction) for t₁, t₄ and t₈ showing crop heights per 0.25 m × 0.25 m cell.](image)
3.2. Accuracy Assessment of Crop Height Models

3.2.1. Point Density Effects

The decrease in point density leads to an increase in empty cells based on all campaigns. For \( n = 0 \), on average, 47% of cells are empty with a point count, on average, of 77 points per 0.25 m \( \times \) 0.25 m cell. For \( n = 50 \), on average, 85% of cells are empty with a point count, on average, of 2 points per 0.25 m \( \times \) 0.25 m cell. The point count decreases with increasing distance to the scanner as is shown for the second campaign \( t_2 \) (Figure 6). This distribution is similar for the other campaigns.

![Figure 6](image_url)

**Figure 6.** Spatial distribution of point count per 0.25 m \( \times \) 0.25 m cell used for CHM generation based on unreduced data ((left) step width \( n = 0 \)) and maximally reduced data with 2% of original data remaining ((right) step width \( n = 50 \)).

Calculated heights in CHMs are close to those manually measured regardless of point density reduction until approximately 95 days after seeding and a crop height of 2.3 m (Figure 7). CHMs represent the actual crop height in the most accurate way based on data reduced with step width \( n = 0 \) (i.e., no artificial reduction) followed by \( n = 10 \) (10% of data remaining) and \( n = 50 \) (2% of data remaining). The unreduced dataset (\( n = 0 \)) leads to the smallest difference between manually measured reference plants and CHM based crop heights. This indicates that this unreduced point cloud includes rare points representing the top of the plant, whereas point clouds of reduced point density (\( n = 10 \) and \( n = 50 \)) include ubiquitous points representing lower parts of the plant. This must be considered in the scan setting design for ATLS. When rasterizing such an unreduced point cloud to a CHM, the resulting CHM has higher crop height values, on average, than that of reduced point density. The number of reference plants used is given, since \( \Delta h \), analyzed in the following, is only calculated if a CHM cell contains a value at the location of the reference plant.

In Figure 8, the course of \( \Delta h \) for the CHMs derived from reduced point clouds with step width \( n = 0 \) (unreduced) to \( n = 50 \) (maximally reduced) is graphed. This relation was investigated for three campaigns (\( t_1, t_5, \) and \( t_8 \)). Table A1 in the Appendix provides detailed results for CHM accuracy assessment for each campaign and step widths \( n = 0, n = 10 \) and \( n = 50 \). Figure 8 shows that a reduction of point density leads to a decrease in accuracy of CHM. The increase in \( \Delta h \) with increasing step width is stronger for later campaigns. This is indicated by the increase in the slope value for the regression line. Another difference between campaigns is that \( \Delta h \) increases with increasing crop height. This can be concluded from graphs of later measurements, which have most \( \Delta h \) values above those of previous measurements. The linear dependence \( R^2 \) between \( \Delta h \) and point density is similar for all campaigns.
(t_1 = 0.79, t_2 = 0.80, t_3 = 0.66, t_4 = 0.78, t_5 = 0.72, t_6 = 0.82, t_7 = 0.82, t_8 = 0.82) and amounts to 0.78 on average. This indicates that an increase in Δh can be correlated to an increase in step width and thereby a decrease in point density. In order to derive general statements about a required minimum point density, averaged Δh values for all measurements are shown in Figure 8. This value increases about 0.1 m in total, starting at approximately 0.02 m (n = 0) and ending at 0.12 m (n = 50). Similarly, the root mean square error (RMSE) of Δh increases about 0.06 m in total, starting at approximately 0.16 m (n = 0) and ending at 0.22 m (n = 50). The standard deviation of Δh increases about 0.04 m in total, starting at approximately 0.15 m (n = 0) and ending at 0.19 m (n = 50).

Figure 7. Crop height development based on CHMs for step width n = 0 (i.e., no artificial reduction), n = 10 (10% of data remaining) and n = 50 (2% of data remaining) and on manually measured reference plants. Connecting lines do not indicate linear crop growth.

Figure 8. Accuracy of CHM at 40 (t_1), 95 (t_2) and 114 (t_8) days after seeding based on point clouds reduced with different step widths (n = 0, i.e., no artificial reduction, to n = 50, i.e., 2% of data remaining). The points belonging to a specific campaign show Δh averaged per step width and are summarized in a line of regression in the same color (y). Each campaign encompasses 26 Δh values, i.e., one for each step width from n = 0 to n = 50 at increments of 2. Pearson’s coefficient of determination (R^2) and p value (p) are additionally added. R^2 and p averaged for all campaigns are shown in the figure title.
3.2.2. Distance to Scanner Effects

Figure 9 represents the correlation between $\Delta h$ and the distance to scanner exemplified for $t_3$ and $t_8$. This correlation was investigated for unreduced CHMs ($n = 0$, i.e., no artificial reduction) and maximally reduced CHMs ($n = 50$, i.e., 2% of data remaining). Each point represents a reference plant for which a distance to the scanner and $\Delta h$ are calculated. The number of reference plants used for CHM assessment is indicated as $N$. The $R^2$ is calculated on all values per campaign and measures how well the regression line represents the data. The indicated mean crop height is calculated for unreduced data ($n = 0$).

Figure 9. Relation between $\Delta h$ and distance to scanner for two campaigns ($t_3$ and $t_8$) regarding line of regression ($y$), number of reference plants used ($N$), Pearson’s coefficient of determination ($R^2$) and $p$ value ($p$) for CHMs based on $n = 0$ (i.e., no artificial reduction) and $n = 50$ (i.e., 2% of data remaining).

Figure 9 implies that $\Delta h$ values increasingly scatter with increasing crop height. Subsequently, CHM becomes less accurate with increasing crop height. Positive values of $\Delta h$ occur when the manually measured height has a higher value than the corresponding CHM cell. This is the case when the highest...
point in the point cloud at the position of the reference plant is beneath the reference plant. This might suggest that the highest point for that cell was not captured by the scanner due to occlusion effects or a scan resolution leading to gaps between laser beams. If a reference plant stands in such a gap, it will not be captured by the scanner. Negative values of $\Delta h$ imply that CHM leads to height values above those manually captured for the reference plants. They can be explained by the circumstance that starting at a certain crop height, the scanner might no longer be able to detect small plants within the field due to occlusion effects. With a scanner set-up from an elevated position of 3.6 m, occlusion effects possibly influence CHM accuracy. Such occlusion effects could prevent capturing small plants especially with increasing distance to the scanner.

The $R^2$ for all campaigns amounts to 0.06 on average based on data for $n = 0$ (i.e., no artificial reduction) and 0.04 for $n = 50$ (i.e., 2% of data remaining). Due to fewer empty cells, more reference plants are used for CHM accuracy assessment for $n = 0$ (mean = 121 plants) than for $n = 50$ (mean = 66 plants). Mostly plants located further away from the scanner are no longer used for CHM accuracy assessment for $n = 50$, since point count, and thereby the number of cells containing data, decreases with increasing distance to the scanner (Figure 6). Considering the maximum distance between the reference plants and the scanner, statements about CHM accuracy can only be made up to a distance of 150 m for CHMs based on step width $n = 0$ and of 100 m for CHMs based on $n = 50$. For these distances, no linear dependence between $\Delta h$ and distance to scanner could be deduced.

4. Discussion

4.1. Study Area and Measurement Set-Up

The non-invasive measurement set-up, which performed the monitoring from one field edge at a height of 3.6 m, eliminated the need to physically enter the field. This is a major asset, increasing the usability of LiDAR technology in precision agriculture as Mulla [21] and Tilly et al. [38] also concluded. At the same time, the elevated scan position compensated for unfavorable scan geometry due to a low viewing angle similarly constructed by Eltner et al. [52]. The scan position in this study was stable over time and practical for conducting the scan campaigns. The elevated scanner set-up was similarly employed in other studies. Tilly et al. scanned from a position 3 m above ground [38] as well as 4 m above ground [50]. Analogously, Hämmerle et al. [4] mounted the scanner on a platform elevated 4 m above ground. Eitel et al. [40] noted the necessity of multiple ATLS when monitoring highly dynamic 3D ecosystem processes changing on a minute or hourly basis. A set-up of multiple TLS systems was employed by Tilly et al. [38]. The level of accuracy reached in our studies can be obtained when using one single static position at a height of 3.6 m. For CHM accuracy the measurement set-up should be at least 3.6 m for crops reaching a maximum height of approximately 2.8 m, as shown.

One limitation of this study is its limited ability to simulate the beam divergence of a low-cost scanning system. The system’s beam divergence will generally be larger for laser rangefinders of ATLS systems than that of the scanner used in this study (0.3 mrad). The first ATLS system employed by Eitel et al. [40] applied a laser rangefinder with a divergence of 4.5 mrad. This beam divergence has a high impact on data accuracy, but is not investigated by simulating a reduced angular scan resolution as done in this study. The influence of beam divergence remains to be examined when designing an ATLS system consisting of a laser rangefinder with a low scan resolution. In order to reduce the influence of scanning geometry and beam divergence [28,53], a radiometric calibration for a static TLS might be considered as investigated in other studies [26,54].

Finally, the study bears minor limitations in terms of its reference data. Comparing heights of single plants against rasterized cell values results in reference plants not being used if one reference plant is located above a CHM cell containing no data. Furthermore, reference plants were selected randomly and thus might not be truly representative for the entire field. As mentioned by McGrew et al. [55], randomness does not guarantee an unbiased sample, since other sources of sampling errors are possible. In particular, the accuracy of CHM cells in the southeast corner of the
study area, where no reference plants are located, cannot thoroughly be assessed. Selection of the highest point above the maximum height per reference plant proved to be challenging. Hager et al. propose measuring from the soil surface to the arch of the uppermost leaf that has emerged more than 50% of its full size [56]. However, such heights would not be usable as a reference for CHMs based on maximum height values. Moreover, measuring the specific value from the measuring tape becomes difficult when the plant exceeds 2 m. For an observer of average body height (1.70 m), plant heights of 2.70 m and above are difficult to measure when standing on the ground. Despite these minor limitations, the procedure seems most feasible for this investigation and led to valuable results.

4.2. Generation of Crop Height Models

As for the fine-registration of multitemporal TLS data, the plane patch filter used, should be employed on areas that remain unchanged for all campaigns. It might not be possible to find stable and plane areas in a field with growing crops that can be used for ICP and thus fine-registration. In this case, it might be considered to manually set-up plane areas such as a wooden pallet. In this study, the mean deviation for all measurements in $x$, $y$, and $z$ direction of 0.01 m is similarly low as obtained by Tilly et al. (0.06 m and 0.01 m) for aligning multitemporal scans of rice crops [38] and 0.04 m for scans of barley crops [50].

In addition to the data accuracy, the subsequent point density reduction deserves closer attention. Overall, the parameter crop height seems to be robust against huge reductions of point density. These findings are similarly observed by Höfle [28] on maize crops in an early stage of growth. His findings show a high correctness (i.e., precision) and completeness (i.e., true positive rate) for plant detection even for data with highly reduced point density. He argues that a point density of about 100 points per 0.01 m$^2$ is sufficient for detecting maize plants with a correctness of 90% and a completeness of 80%. In this study, point density amounts to 308 points, on average, per 0.01 m$^2$ for unreduced data ($n = 0$) and 8 points per 0.01 m$^2$ for maximally reduced data ($n = 50$, i.e., 2% of data remaining).

Our findings permit some general statements about the minimum ATLS point density needed for the monitoring of maize and structurally similar crops. As Hämerle et al. [4] state, the scan resolution applied needs to be set in accordance to crop stand features such as crop type, fertilization stage, growth stage and required accuracy (which depends on fitness for use). Additionally, it has to be mentioned that the artificial reduction of point density simulates a low-cost ATLS system only to a certain extent. Hämerle et al. [4] state that their method of keeping every $n^{th}$ laser beam to reduce point density represents a low-cost scan with limitations. High-resolution scans used as a basis for reducing point density have a high penetration rate. Subsequently, conducted point clouds of reduced point density encompass points of laser beams that would not have been captured in the case of a real low-resolution scan. Real low-resolution scans were not used in this study, since it was the study’s objective to gain knowledge about reasonable resolution settings for an ATLS system. Using real low-resolution scans would have required this information.

4.3. Accuracy Assessment of Crop Height Models

Based on the findings of this study, the scan resolution can be reduced to 1/50 (8 mrad i.e., point spacing of 80 mm at 10 m distance) of the original resolution (0.3 mrad), resulting in a point cloud encompassing 2% of the original number of points. This reduction leads to an increase of 0.1 m for $\Delta h$, on average, from 0.02 m to 0.12 m. With RMSE of $\Delta h$ increasing 0.06 m, it can be concluded that models and applications that use RMSE of $\Delta h$ are robust against reducing scanning resolution, as also stated by Hämerle et al. [4]. This is especially true until 95 days after maize seeding, when CHM’s accuracy remains essentially constant of point density reduction (Figure 7). CHM’s accuracy measured via $\Delta h$ decreases for later measurements when crops are higher than 2.3 m (Figure 7), because occlusion effects appear more often. The scanner height should be chosen according to maximum crop height in order to optimize the accuracy. Therefore, the measurement set-up with a height of 3.6 m seems most feasible for crops not exceeding 2.3 m. For crops reaching a maximum height of approximately
2.8 m, such as the maize crops investigated in this study, the measurement set-up should be at least 3.6 m to reduce occlusion effects. Such effects could also be minimized when scanning crops that have a homogenous crop surface such as cereal or rice, as proposed by Hämmerle et al. [4]. Additionally, CHMs would be of more homogenous quality especially for circular fields when installing the ATLS in the middle of the field. Based on the findings, a maximum distance of 100 m between crops and scanners with a wavelength similar to the VZ-400 does not seem to influence CHM accuracy for \( n = 50 \) (150 m for \( n = 0 \)).

5. Conclusions and Outlook

This study shows that LiDAR technology in general and multitemporal 3D geodata in particular are feasible for application in precision agriculture. A reduction of 90% (\( n = 10 \)) of the original point cloud results in an accuracy of 0.06 m and a reduction of 98% (\( n = 50 \)) in an accuracy of 0.12 m. The last reduction step corresponds to a scan resolution of 8 mrad, i.e., point spacing of 80 mm at 10 m distance. These results can be expected for a maximum distance of 100 m (150 m for \( n = 0 \), i.e., no artificial reduction) between scanner and crops. For these distances, no correlation could be identified between distance and accuracy of the crop height model (CHM). One autonomously operating TLS (ATLS) with an angular resolution of 8 mrad, i.e., point spacing of 80 mm at 10 m distance should suffice when aiming to capture crop heights from a field not exceeding 100 m in length or radius.

A fixed ATLS position throughout the study period is essential for efficiency. This reduces time and work needed to transform and align each measurement within one common coordinate system. Similarly, tie point reflectors should ideally not move and should be placed at fixed locations with varying distances from the scanner. The set-up applied in this study together with the method developed for CHM generation should only be used for crops not exceeding 2.3 m. Beyond this height, CHM accuracy decreases. Our workflow that automatically derives and assesses CHMs is reusable in a multitude of further studies and application scenarios. Analogously, it could be refined to process multitemporal 3D geodata for monitoring environmental changes (e.g., landslides, snow cover or glaciers).

An ATLS system as simulated in this study should scan with a regularity depending on growth rate and required CHM accuracy. With maize crops growing 0.03 m per day, on average, and an accuracy of 0.12 m for the simulated ATLS (\( n = 50 \), i.e., 2% of data remaining), the system could be employed once per week. As growth rates vary (Figure 7), scans should be captured more often 70 to 90 days after seeding. Starting from approximately 110 days after seeding, the investigated maize crop stopped increasing in height. Henceforth, fewer scans can be employed, since smaller changes will be detectable.

Basically, our results make it possible to think of a network of static low-cost sensors that can cover the most important and crucial parts of a crop stand. Thus, having a network of ATLS allows the monitoring of larger and specific areas of interest. This would also include “mobile” sensors that perform the scans from static location but can move between different locations. Thinking of a fully mobile system that scans during movement (e.g., tractor-mounted or mounted on unmanned aerial vehicles (UAV)) requires a completely different sensor system (integrating RTK, inertial measurement units (IMU), etc.) and thus also different/other experiments than we did. Further research could investigate the transferability of our approach by using a real low-cost laser scanning system as in [40,41] based on the specific outcomes of this study. The transfer of our results to additional crops (e.g., wheat, rye or rice), crop parameters (e.g., plant volume or nutrient content) and different measurement set-ups (e.g., mobile vs. static) could be investigated to complement and enhance knowledge about the potential of a TLS in precision agriculture.
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**Appendix**

**Table A1.** Detailed results for accuracy assessment for CHMs calculated for step widths $n = 0$ (i.e., no artificial reduction) $n = 10$ (i.e., 10% of data remaining) and $n = 50$ (i.e., 2% of data remaining). RMSE refers to the root mean square error.

<table>
<thead>
<tr>
<th>Campaign</th>
<th>Step Width</th>
<th>Reference Plants Used (N)</th>
<th>Mean $\Delta h$ (m)</th>
<th>Median $\Delta h$ (m)</th>
<th>RMSE of $\Delta h$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>129</td>
<td>0.006</td>
<td>0.001</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>102</td>
<td>0.035</td>
<td>0.032</td>
<td>0.065</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>69</td>
<td>0.07</td>
<td>0.061</td>
<td>0.092</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>116</td>
<td>–0.03</td>
<td>–0.027</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>99</td>
<td>0.006</td>
<td>0.007</td>
<td>0.103</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>62</td>
<td>0.07</td>
<td>0.044</td>
<td>0.146</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>116</td>
<td>–0.02</td>
<td>–0.013</td>
<td>0.112</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>98</td>
<td>0.025</td>
<td>0.026</td>
<td>0.118</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>57</td>
<td>0.063</td>
<td>0.043</td>
<td>0.144</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>117</td>
<td>–0.023</td>
<td>0.019</td>
<td>0.227</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>91</td>
<td>0.005</td>
<td>0.038</td>
<td>0.218</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>68</td>
<td>0.080</td>
<td>0.094</td>
<td>0.238</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>122</td>
<td>–0.010</td>
<td>0.012</td>
<td>0.292</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>91</td>
<td>0.027</td>
<td>0.063</td>
<td>0.289</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>63</td>
<td>0.136</td>
<td>0.178</td>
<td>0.347</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>124</td>
<td>0.024</td>
<td>0.067</td>
<td>0.195</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>99</td>
<td>0.068</td>
<td>0.12</td>
<td>0.216</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>65</td>
<td>0.126</td>
<td>0.172</td>
<td>0.269</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>119</td>
<td>0.040</td>
<td>0.072</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>103</td>
<td>0.098</td>
<td>0.113</td>
<td>0.204</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>71</td>
<td>0.177</td>
<td>0.207</td>
<td>0.277</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>121</td>
<td>0.053</td>
<td>0.068</td>
<td>0.132</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>100</td>
<td>0.097</td>
<td>0.102</td>
<td>0.163</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>74</td>
<td>0.211</td>
<td>0.197</td>
<td>0.271</td>
</tr>
</tbody>
</table>
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