Article

A Geostatistical Approach for Modeling Soybean Crop Area and Yield Based on Census and Remote Sensing Data

Michel Eustáquio Dantas Chaves 1,*, Marcelo de Carvalho Alves 1, Marcelo Silva de Oliveira 2 and Thelma Sáfadi 2

1 Department of Engineering, Federal University of Lavras, University Campus, P.O. Box 3037, Lavras 37200-000, Brazil; marcelo.alves@deg.ufla.br
2 Department of Statistics, Federal University of Lavras, University Campus, P.O. Box 3037, Lavras 37200-000, Brazil; marcelo.oliveira@des.ufla.br (M.S.d.O.); safadi@des.ufla.br (T.S.)

* Correspondence: medchaves@posgrad.ufla.br; Tel.: +55-35-99968-2078

Received: 16 March 2018; Accepted: 21 April 2018; Published: 27 April 2018

Abstract: Advances in satellite imagery and remote sensing have enabled the acquisition of spatial data at several different resolutions. Geographic information systems (GIS) and geostatistics can be used to link geographic data from different sources. This article discusses the need to improve soybean crop detection and yield prediction by linking census data, GIS, remote sensing, and geostatistics. The proposed approach combines Brazilian Institute of Geography and Statistics (IBGE) census data with an eight-day enhanced vegetation index (EVI) time series derived from Moderate Resolution Imaging Spectroradiometer (MODIS) data to monitor soybean areas and yields in Mato Grosso State, Brazil. In situ data from farms were used to validate the obtained results. Binomial areal kriging was used to generate maps of soybean occurrence over the years, and Gaussian areal kriging was used to predict soybean crop yield census data inside detected soybean areas, which had a downscaling effect on the results. The global accuracy and the Kappa index for the soybean crop detection were 92.1% and 0.84%, respectively. The yield prediction presented 95.09% accuracy considering the standard deviation and probable error. Soybean crop detection and yield monitoring can be improved by this approach.
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1. Introduction

Advances in satellite imagery and remote sensing now enable scientists to acquire spatial data at several different resolutions [1]. An increase in spatial resolution is known as downscaling. In the context of remote sensing, downscaling refers to a decrease in the pixel size of remotely sensed images [2]. Data also can be downscaled for area-to-point prediction or for areal interpolation, a kriging-based disaggregation technique [3]. Area-to-point prediction uses a downscaling process to predict the same continuous variable at a finer spatial resolution than the input. Once a prediction surface has been created, predictions can be aggregated back to a new set of polygons [2,3].

The issue of scaling is important in various fields, and is one of the most challenging and fascinating aspects of spatial statistics. The choice of an appropriate measurement scale is essential for understanding spatial processes, because mechanisms that are crucial to the spatial dynamics of a process at one scale may be unimportant at another. Relationships between variables at one scale may be obscured or distorted when viewed at another scale [1]. The measurement process involves the important aspect of uncertainty in both sampling and measurement. The sampling process is...
determined by the support—i.e., the space over which each observation is defined—and the spatial extent; the components of this process are the sampling scheme, the number of observations, and the density of the sample [4]. The support is the parameter of interest in downscaling.

Change-of-support issues are a concern within the field of geostatistics. The change-of-support problem (COSP) refers to the challenge of making a valid inference about a spatial variable at one support based on data at a different support [5]. Most COSPs and their solutions have been concerned with upsampling the prediction of a variable whose support is larger than that of the observed data. Block kriging prediction is commonly used to upscale spatial processes, and is one solution to the point-to-area COSP [5].

In geostatistics, the regularization of the semivariogram changes the support, or measurement scale, of the semivariogram function that is used to describe the structure of spatial variation, without requiring new data on the new support. Changing the support of a variable creates a new variable with different statistical properties. The issue of how the spatial variation in one variable that is associated with a given support relates to that of the new variable with a different support is a change-of-support problem [5].

The modifiable areal unit problem (MAUP) can change the support of soybean crop variables [6], since it is impossible to grow both soybeans and other crops in the same space simultaneously. The MAUP comprises two problems: scale effect and zoning effect. The scale or aggregation effect concerns the different inferences obtained when the same set of data is grouped into increasingly larger areal units. The grouping or zoning effect refers to the variability in results due to alternative configurations of the areal units, leading to differences in unit shape at the same or similar scales.

Geostatistical methods offer an approach to generating the best linear unbiased prediction (BLUP), creating a general method for combining data collected from different geographical units. BLUP can be used to provide a smooth surface of point support based on aggregated data, and make predictions for one set of geographic units based on another set of either nested or overlapping geographic units [5]. This kriging approach accounts for the shape and size of geographical units, accommodates different spatial supports for the data and the prediction without restriction to a single type of areal data at one time, and provides a measure of prediction error variance. Its recent generalization as area-and-point kriging allows the mapping of attribute values within each sampled geographical unit under the constraint that the average of point estimates returns the areal data with coherency [7].

This paper presents an uncertainty approach to the geostatistical mapping of harvested soybean areas and yields in the State of Mato Grosso (MT), Brazil, combining geographic sets of area-based data with remotely sensed data provided by an eight-day Moderate Resolution Imaging Spectroradiometer (MODIS) enhanced vegetation index (EVI) time series. This approach provides a measure of uncertainty in the results, and incorporates relevant covariate information that may be used to improve predictions.

2. Materials and Methods

2.1. Study Area

The study area is the State of Mato Grosso (MT), which is located in the central–west region of Brazil (Figure 1) and covers an area of approximately 905,000 km$^2$. Mato Grosso was chosen for this study because its landscape is heterogeneous, which is a result of an active pioneer frontier shaped by different populations (public and private colonists, logging industries, indigenous societies), land uses, practices, and varying natural conditions (climate, soil, vegetation) [8].

The southern region of the State is a tropical wetland known as the Pantanal (61,000 km$^2$). In the north are the moist forests of Amazonia (484,000 km$^2$). The central region is dominated by vast tropical savannas known as Cerrado (360,000 km$^2$), where agribusiness is concentrated [9]. According to Brown et al. [10], Mato Grosso’s climate (Köppen Aw) is hot—semi-humid to humid—with pronounced seasonality marked by a dry season from May to October. The rainy season occurs from October to May [11]. The climatic gradient is largely coincident with a gradient in land-use change, indicating
By 2000, the widespread use of monoculture rendered the crops highly vulnerable to “Asian rust” (*Phakopsora pachyrhizi* Sydow & P. Sydow), which is a new soybean disease that appeared during the 2002/2003 harvest. Furthermore, the unfavorable exchange rate between the Brazilian currency (Real) and the United States (US) dollar from 2005 to 2007 highlighted the economic vulnerability of the region’s producers to soybean monoculture [15]. To reduce their vulnerability, the soybean producers changed their agricultural management practices. Since Asian rust makes soybean crops unfeasible between June and September, a soybean host-free period (*Vazio Sanitário*) was established in 2007. Additionally, a second crop (*Safrinha*) following the soybean harvest was introduced to prevent soil erosion, improve soil quality, break pest cycles, maintain soil moisture, and set the conditions for high-quality no-tillage operations [16]. This strategy enables growers to take advantage of the long tropical growing season and produce two crops per year [8].

### 2.2. Data Acquisition and Processing

The Moderate Resolution Imaging Spectroradiometer (MODIS) sensor provides a reliable reflectance time series with acceptable resolution and frequency, showing high potential for large-scale mapping. Two of the most suitable products are MOD13Q1 and MYD13Q1, which are provided every 16 days at a 250-m spatial resolution, presenting the enhanced vegetation index (EVI) and the normalized difference vegetation index (NDVI). These products start on different days (one starts in the middle of the compositing period of the other). This situation effectively creates an eight-day product, which improves temporal change detection [17]. Previous research has successfully used MODIS time series data as an input to classify land cover types [10,16,18,19] and monitor the soybean crops in Mato Grosso [11,20,21] over the last decade. Due to the singular characteristics of the soybean-producing
farms in the State, the MODIS data, with a near daily temporal resolution and 250-m spatial resolution, can be considered as adequate for crop mapping.

Between the EVI and NDVI vegetation indexes, the EVI was chosen due to its potential to reduce atmospheric and soil background effects [22]. Different studies, such as Zhu et al. [20] and Zhong et al. [23], consider EVI to be the most suitable index to represent crop growth with sufficient sensitivity in high biomass periods, especially for soybean discrimination during maximum crop development. According to Risso et al. [18], the EVI performs the best for soybean discrimination during the crop seasons in Mato Grosso, while the NDVI is unfit for this objective. The EVI time series profiles gradually increase as the vegetative growth stage progresses over time; it reaches the peak value on the heading date, and then begins to decline in the reproductive growth stage until the mature crop is harvested [24]. The EVI is determined by:

\[
EVI = \frac{G(\rho_{NIR} - \rho_{red})}{(\rho_{NIR} + C_1)(\rho_{red} - C_2)(\rho_{blue} + L)}
\]

where the \(\rho\) values are partially atmospherically corrected (Rayleigh and ozone absorption) surface reflectance; \(L\) is the canopy background adjustment \((L = 1)\), \(C_1\) and \(C_2\) are coefficients of the aerosol resistance term that uses the blue band \((458–479\,\text{nm})\) of MODIS to correct for aerosol influences in the red band \((C_1 = 6\) and \(C_2 = 7.5)\), and \(G\) is a gain factor \((G = 2.5)\) [25].

However, some limitations may occur when attempting to apply this approach to the large-scale classification and monitoring of crops [16,20,24]. The EVI time series generated from the MODIS surface reflectance data include various noise components, such as aerosols and bidirectional reflectance distribution factors; thus, it is necessary to reprocess these data to remove the noise components before using them to discriminate crop growth profiles [24]. The MOD13Q1 and MYD13Q1 have quality assessment (QA) fields that indicate cloud state and snow/ice presence; these quality control fields are divided into VI Quality and Pixel Reliability, respectively. This information allows MODIS database users to verify the reliability of a pixel in relation to the atmospheric conditions (clouds, ozone, dust, and other aerosols), and check the bidirectional effects related to data acquisition geometry (source–target–sensor) and possible failure of instruments or data processing methods [26]. In this paper, the EVI data were obtained from the United States Geological Survey’s Land Processes Distributed Active Archive Center (LP DAAC) [27]. We acquired one MODIS tile \((h12v10)\), which covered all of the main soybean cultivation areas. The images were re-projected into GeoTIFF format, using the MODIS Reprojection Tool [27]. The QA fields were used to eliminate noisy pixels.

2.3. Proposition of the Soybean Enhanced Index \(\text{SEI}_{\text{Pixel}}\)

The EVI images obtained for each crop season were chronologically organized. We then proposed a calculation of the total change magnitude per pixel, called the Soybean Enhanced Index \((\text{SEI}_{\text{Pixel}})\). The Euclidean distance between endpoints \((\text{dates 1 and 2})\) was calculated based on the change in dimensional space characterized by the MODIS EVI tile \(h12v10\) for each crop season, according to Equation (2), which was modified from Jensen (2005):

\[
\text{SEI}_{\text{Pixel}} = \sum_{g=1}^{n} \left[ \text{EVI}_{ijk(\text{date 2})} - \text{EVI}_{ijk(\text{date 1})} \right]^2
\]

where \(i\) and \(j\) are the latitude and longitude of the two-dimensional space of each MODIS tile, and \(\text{EVI}_{ijk(\text{date 1})}\) and \(\text{EVI}_{ijk(\text{date 2})}\) are the values of dates 1 and 2 in EVI band \(k\), for the \(n\) seasonal growth profile.

For this procedure, the \textit{in situ} data were stratified according to the sowing date described for each crop field. The EVI dates 1 and 2 refer respectively to the minimum and maximum vegetative vigor of soybean in a seasonal growth profile.
The SEI\textsubscript{Pixel} for each crop season was classified into binary (0 and 1) values, where 0 and 1 were “Non-soybean” and “Soybean” cropland, respectively. The threshold values for the classification were defined based on the time series responses and on the Brazilian Institute of Geography and Statistics (IBGE) survey of soybean crop production and harvested area [28] for all of the crop seasons in all of the Mato Grosso municipalities. The harvested soybean crop areas estimated by the SEI\textsubscript{Pixel} were recorded and compared with the IBGE survey, defining the best threshold values based on the highest similarity between the “Soybean” and “Non-soybean” cropland classification results of both surveying methods.

The Mato Grosso municipalities vector boundaries—2007 reference year, 1:2,500,000 scale, SIRGAS 2000 geographic latitude and longitude—were obtained from IBGE [14]. The vector boundaries were converted to WGS84 geographic latitude and longitude. The vector boundary zones for each of the 141 municipalities corresponded to the harvested area and yield data obtained for the 2000/2001 to 2011/2012 crop seasons. Zonal statistics were used to calculate the number of soybean crop pixels, according to the SEI\textsubscript{Pixel}, inside each vector boundary zone of the 141 municipalities.

The intensification of soybean cropland in Mato Grosso, per pixel (iSEI\textsubscript{Pixel}), was computed by summing the (SEI\textsubscript{Pixel}) binary images (0 or 1) for the \( n \) crop seasons, generating information about the number of years harvested (Equation (3)):

\[
iSEI_{\text{Pixel}} = \sum_{i} (SEI_{\text{Pixel}})_{ijk}
\]

The R-squares goodness of fit criteria, which were derived from the polynomial regression linear fit, were used to compare the classified results of the (SEI\textsubscript{Pixel}) and IBGE [28] data.

2.4. Geostatistical Analysis

2.4.1. Binomial Areal Kriging Model

The Mato Grosso region (\( D \)) was composed of \( N \) areas determined by a vector that was used to sample the SEI\textsubscript{Pixel} imagery for each evaluated crop season, and the iSEI\textsubscript{Pixel} imagery for all of the crop seasons collectively. The sampled pixels of the SEI\textsubscript{Pixel} imagery were classified as either “Non-soybean” (0) or “Soybean” (1) binary values. In the iSEI\textsubscript{Pixel} imagery, each pixel was assigned a value between 0–12, where 12 represented the agroecosystems cultivated with soybean crops for 12 consecutive years. The value of the soybean crop area and the total quantity of soybean crop areas were denoted by \( l(u_i) \) and \( n(u_i) \), respectively. The vector of spatial coordinates \( u_i = (x_i, y_i) \), \( i = 1, \ldots, N \), was georeferenced to the centroid of the i-th area. The random variable \( Z(u_i) \) was the percentage of soybean crop area occurrence, and one of the realizations of \( Z(u_i) \) was \( z(u_i) \), which was defined by \( l(u_i)/n(u_i) \).

Soybean crop areas within region \( A \) were assumed to be influenced by an underlying event—denoted by \( R(u) \)—that was caused by a stochastic process \( \{ R(u), u \in D \subset \mathbb{R}^2 \} \), where \( R(u) \) was a random variable with continuous variation and correlation over space and whose values were not directly observed. Therefore, there are two distinct geographic supports. The first relates to the geographic areas inside region \( D \), with \( z(u_i) \) observed values of the random variable \( Z(u_i) \). The second relates to the nature of the evaluated process, which was characterized by the continuous surface \( R(u) \). Considering \( R(u_i), i = 1, \ldots, N \), the average event associated with the centroid of the i-th geographical support of the area \( v_i \) is defined by [29]:

\[
R(u_i) = \frac{1}{v_i} \int_{v_i} R(u) \, du
\]

The \( R(u_i) \) values are associated with the percentage of occurrence of the event \( P(u_i) \) in the i-th geographical support area \( v_i \), in the time interval \( \delta t \) [30]:

\[
R(u_i) = \frac{P(u_i)}{\delta t}
\]
where for $\delta t = 1$, $R(u_i) = P(u_i)$.

The random variable $L(u_i)$ relates to the number of occurrences of the event in $n(u_i)$ repetitions of the $i$-th geographical support and presents binomial distribution as:

$$L(u_i) \sim \text{Bin}[r(u_i), n(u_i)] \quad (6)$$

where $\text{Bin}$ denotes a binomial distribution, the parameter $r(u_i) = p(u_i)$, and $n(u_i)$ is the total quantity of soybean crop areas in the $i$-th geographical support.

The different cases of the risk of occurrence of soybean crop areas are independent when $R(u_i)$ is fixed, because $R(u_i)$ is the only source of correlation between the cases. Thus, the observed rates are variables with distribution [29]:

$$Z(u_i) \mid R \approx \frac{1}{n(u_i)} \text{Bi}[r(u_i), n(u_i)] \quad (7)$$

The following conditional moments can be established based on Equation (7) [3]:

$$E[Z(u_i) \mid R] = R(u_i) \quad (8)$$

$$E[Z^2(u_i) \mid R] = \frac{n(u_i) - 1}{n(u_i)} R^2(u_i) + \frac{R(u_i)}{n(u_i)} \quad (9)$$

$$E[Z(u_i)Z(u_j) \mid R] = R(u_i)R(u_j) \quad (10)$$

The semivariogram of the binomial kriging was established based on the conditional moments [29]:

$$\gamma^R_{(u_i,u_j)} = \gamma^Z_{(u_i,u_j)} - \frac{1}{2} \left\{ \frac{1}{n(u_i)} + \frac{1}{n(u_j)} \right\} \mu(1-\mu) + \frac{1}{2} \left\{ \frac{\sigma^2_{R(u_i)}}{n(u_i)} + \frac{\sigma^2_{R(u_j)}}{n(u_j)} \right\} E[Z(u_i)Z(u_j) \mid R] = R(u_i)R(u_j) \quad (11)$$

where $\gamma^R_{(u_i,u_j)} = \frac{1}{2}E[|R(u_i) - R(u_j)|^2$ and is defined as the semivariogram function of the risk of soybean crop area occurrence; $\gamma^Z_{(u_i,u_j)} = \frac{1}{2}E[|Z(u_i) - Z(u_j)|^2$ is the semivariogram function of the rates; and $n(u_i)$ and $n(u_j)$ are the total number of soybean crop areas in the $i$-th and $j$-th geographic supports, with centroids in $u_i$ and $u_j$, respectively. The average risk $\mu$ is $E[R(u_i)]$. The risk variances in the $i$-th and $j$-th geographic supports are $\sigma^2_{R(u_i)}$ and $\sigma^2_{R(u_j)}$, respectively. If the variogram is bounded by a finite value $\gamma(\infty)$, a covariance function can be found, such as [31]:

$$C(u) = \gamma(\infty) - \gamma(u) \quad (12)$$

When an experimental variogram exhibits a sill, it can be fit to a theoretical variogram that is a covariance function $C(u)$, and based on the formula for bounded variograms [31]:

$$\gamma(u) = C(0) - C(u) \quad (13)$$

where $C(u)$ is the stationary covariance and $C(0) = \text{Var}[Z(u_i)]$ is the value at the origin of the covariance function.

The risk $R(u_i)$ was estimated based on the information of $Z(u_i)$. Binomial kriging was done based on the direct covariance between $Z(u_i)$ and $Z(u_j)$. Binomial kriging in an unknown location $u_0$ was estimated by a linear combination of neighbor rates $z(u_i)$ [32]:

$$R(u_0) = \sum_{i=1}^{N} \lambda(u_i)z(u_i) \quad (14)$$
where $z(u_i)$ is the rate observed in the $i$-th geographical support with a centroid in $u_i$, $N$ is the total number of centroids used in the calculus of $\hat{R}(u_0)$, and $\lambda(u_i)$ is the weight attributed to the $i$-th observation of $z(u_i)$.

The $\lambda(u_i)$ was determined according to the spatial correlation of the risk and the properties of non-bias and minimum variance. Non-bias implies that the difference between the estimated value and the true value at the same point must be null:

$$E[\hat{R}(u_0) - R(u_0)] = 0$$ (15)

$$E\left[\sum_{i=1}^{N} \lambda(u_i)z(u_i) - R(u_0)\right] = 0$$ (16)

$$E\sum_{i=1}^{N} \lambda(u_i)[E[z(u_i)] - E[R(u_0)]] = 0$$ (17)

$$E\sum_{i=1}^{N} \lambda(u_i)\mu - \mu = 0$$ (18)

$$\mu\left[\sum_{i=1}^{N} \lambda(u_i) - 1\right] = 0 \rightarrow \sum_{i=1}^{N} \lambda(u_i) = 1$$ (19)

The non-bias property requires that the sum of the weights equals 1.

The minimum variance property means that the estimator has minimum variance when compared to other linear estimators:

$$\sigma^2_{R(u_0)} = E\left\{[\hat{R}(u_0) - R(u_0)]^2\right\}$$ is minimal (20)

Equation (18) must be minimized under the restriction that $\sum_{i=1}^{N} \lambda(u_i) = 1$. Minimization is achieved using Lagrange techniques. Minimizing $\sigma^2_{R(u_0)}$, the weights were obtained by applying [29]:

$$\left\{ \begin{array}{l}
\sum_{i=1}^{N} \lambda(u_i)C_{Z(u_i,u_j)}^Z + \varphi = C_{Z(u_j,u_0)}^Z \text{ for all } j = 1, \ldots, N \\
\sum_{i=1}^{N} \lambda(u_i) = 1
\end{array} \right.$$ (21)

where $C_{Z(u_i,u_j)}^Z$ is the covariance of the frequencies, and $C_{Z(u_j,u_0)}^Z$ is the covariance between frequency and risk. The covariance depends not only on the spatial separations, $x_i - x_j$, between the centroids of the fishnet, but also on the number of soybean crop areas therein. $\varphi$ is the Lagrange multiplier.

The dispersion around the resulting estimate of risk, or the kriging variance, was obtained by [32]:

$$\hat{\sigma}^2_{R(u_0)} = C_Z^0 - \sum_{i=1}^{N} \lambda(u_i)C_{Z(u_i,u_0)}^{ZR} + \varphi =$$

$$C_R^0 - \sum_{i=1}^{N} \lambda(u_i)C_{Z(u_i,u_0)}^{RR} + \varphi \text{ if } i \neq 0$$ (22)

The binomial kriging prediction values depend on the structure of the semivariogram or the covariance function.

2.4.2. Gaussian Areal Kriging Model

The soybean crop yield model does not observe a realization of the point-level process, $Z(s)$, but instead uses census data $(B)$ pertaining to the 141 vector boundaries of the Mato Grosso municipalities, $Z(B) = (Z(B_1), \ldots, Z(B_n))'$, and the prediction of $Z(A)$ is of interest. The $A$ can be
general, leading to several different types of change-of-support problems. For example, when $B_i$ values are points instead of areas and $A_i$ values are areas, the point-area change-of-support problem arises. If $A_i$ values are points and $B_i$ values are areas, then the problem becomes one of the spatial disaggregation, an area-to-point COSP, requiring the prediction of a spatial intensity function from aggregated data. $A_i$ and $B_i$ may be different geographic regions at the same spatial scale or different spatial scales. In such cases, $A$ may be wholly contained in one of the $B_i$, or it may overlap with two or more of the $B$ units. Thus, the best linear unbiased predictor had the form [5]:

$$Z(A) = w(A)'Z(B), \text{ with } w(A)' = (w_1(A), \ldots, w_n(A))$$

(23)

where each weight $w_i(A)$ measures the influence of datum $Z(B_i)$ on the prediction of $Z(A)$.

Gotway and Young [5] provides the optimal weights, as follows:

$$w_u = (\sum u)^{-1}\sigma_u$$

(24)

where $w_u = (w_1(A), \ldots, w_n(A), m')' \equiv (w(A)'m')'$, and $m$ is a $(p \times 1)$ vector of Lagrange multipliers.

The $(n + p) \times (n + p)$ matrix $\Sigma_u$ is based on the data and covariates of the $B$ units [5]:

$$\Sigma_u = \begin{bmatrix} \sum BB & x(B) \\ x(B)' & \phi \end{bmatrix}$$

(25)

The elements of the $(n \times n)$ matrix $\Sigma_{YY}$ are the $(B_i, B_j)$ covariance:

$$C(B_i, B_j) = \text{cov}(Z(B_i), Z(B_j)) = \frac{1}{|B_i|} \frac{1}{|B_j|} \int_{B_i} \int_{B_j} C(u - v) dudv$$

(26)

The matrix $\Sigma_u$ comprises information on the $A$ units, as well as their spatial relationships to the $B$-units, and is equal to:

$$\Sigma_u = \begin{bmatrix} \sigma_{AB} \\ x(A) \end{bmatrix}$$

(27)

where the elements of the $(n \times 1)$ vector $\sigma_{AB}$ are the $(A, B_j)$ covariance:

$$C(A, B_i) = \text{cov}(Z(A), Z(B_i)) = \frac{1}{|A|} \frac{1}{|B_i|} \int_A \int_{B_i} C(u - v) dudv$$

(28)

The $(p \times 1)$ vector $x(A)$ comprises the covariate information associated with $A$, $x(A) = (x_1(A), x_2(A), \ldots, x_p(A))'$ [5].

Gotway and Young [5] sets forth the corresponding mean-squared prediction errors:

$$\sigma_{AA} - w_u'\sigma_u$$

(29)

with $\sigma_{AA} = \text{cov}(Z(A), Z(A))$.

The measurement error in the data $Z(B_i)$ can be accommodated by assuming that:

$$Z(B) = \int_B Z(s)ds + \epsilon(B)$$

(30)

in addition to using a filtered version of this predictor [5,33].
When it is necessary to predict \( Z(s) \) associated with a point \( s \) using data \( Z(B) \), the predictor becomes:

\[
\hat{Z}(s) = \sum_{i=1}^{N} w_i(s) Z(B_i)
\]  

(31)

The weights \( w_i(s) \) can be obtained using Equation (24) with \( \sigma_u \) replaced by \([\sigma_{sB}' x(s)' ]'\), where \( \sigma_{sB} \) is the \((n \times 1)\) vector with \( i \)th element \( \text{cov}(s, B_i) \).

The relationship between the semivariogram associated with \( Z(B) \) and the one associated with the underlying point-support process, \( Z(s) \), is given by Cressie [33] and Gotway and Young [5]:

\[
2\gamma(B_i, B_j) = \text{var}(Z(B_i) - Z(B_j)) = -\frac{1}{|B_i||B_j|} \int_{B_i} \int_{B_j} \gamma(s - u) ds du + \frac{2}{|B_i||B_j|} \int_{B_i} \int_{B_j} \gamma(s - u) ds du
\]  

(32)

where \( \gamma(s - u) = (1/2)\text{var}(Z(s) - Z(u)) \) is the semivariogram of the point-support process \( Z(s) \).

The binomial and Gaussian kriging implementations were synthesized in Figure 2.

![Figure 2. Scheme of binomial and Gaussian areal kriging implementation.](image)

2.4.3. Block Kriging Model

The prediction results of the binomial and Gaussian areal kriging at locations with point support were predicted in the soybean crop areas detected by remote sensing. The percentage of soybean crop occurrence and yield were predicted by block kriging, which was used to predict the average value of the process at a larger scale, accounting for not only the size but also the shape and orientation.
of volume $B$. The prediction of the spatial average from point-support measurements $Z(s_1), Z(s_2), \ldots, Z(s_n)$ was:

$$Z(B) = \frac{1}{|B|} \int_B Z(s)ds$$  \hspace{1cm} (33)

The set $B$ is a soybean cropland region that forms the spatial support of $Z(B)$. The resulting predictor is given by:

$$\hat{Z}(B) = \sum_{i=1}^{N} w_i Z(s_i)$$  \hspace{1cm} (34)

The optimal weights ($w_i$) were obtained by applying [5,33,34]:

$$\sum_{i=1}^{N} w_k C(s_i, s_k) + \sum_{j=1}^{p} m_j x_j(s_i) = C(B, s_i) \quad i = 1, \ldots, N$$

$$\sum_{j=1}^{P} w_j x_j(s_i) = x_j(B) \quad j = 1, \ldots, P$$  \hspace{1cm} (35)

where $x_j(B) = \frac{1}{|B|} \int_B x_j(u)du$, $j = 1, 2, \ldots, p$; $m_j$ represents the Lagrange multipliers from the constrained minimization, and $C(B, s_i)$ is $C(B, s_i) = \text{cov}(Z(B), Z(s_i)) = \int C(u, v)du dv / |B|$.

The advantage of predicting $Z(B)$—rather than predicting $Z(u_j)$ for many points $u_j$ in $B$ and averaging the resulting predictions—is the ease of obtaining an uncertainty measure of the resulting predictor. The mean-squared prediction error associated with $\hat{Z}(B)$ was [5,33,34]:

$$C(B, B) - \sum_{i=1}^{N} C(B, s_i) - \sum_{j=1}^{P} m_j x_j(B)$$  \hspace{1cm} (36)

where $C(B, B) = \frac{1}{|B|} \int_B \int_B C(u - v)du dv$.

The point-to-point covariance function, $C(u - v)$, is assumedly known for theoretical derivations, but is estimated and modeled with a valid positive definite function based on the point-support data.

2.4.4. Modeling Semivariogram and Covariance Function

The estimation of the covariance terms in the kriging system requires knowledge of the point-support covariance or point-support semivariogram model. Given the availability of areal or polygon data only, it was necessary to compute and model the variogram of the areal data and deconvolute the block-support model to derive the point-support semivariogram. The point-support variogram was inferred using iterative deconvolution [35]. An experimental semivariogram and a covariogram were computed and then modeled by a weighted least-squares fitting procedure. A candidate point-support model, or deconvoluted model, was then chosen and regularized. The regularized model was then compared to the model fitted to the experimental variogram of the areal or polygon data. Based on the differences between the regularized model and the areal model, the optimal point-support model was rescaled, providing a new candidate model for the next iteration. The deconvoluted model was closest to the model for the areal data, and was used for the area-to-point kriging. This procedure considered the irregular shape and size of areal units [36].

Each polygon was overlaid with a square lattice, and a point was assigned to each intersection in the lattice to produce the semivariogram or covariance function. The lattice spacing parameter specifies the horizontal and vertical distance between each point. The horizontal axis of the semivariogram or covariance function presents the average distance between the polygons, which was calculated using the cells of the overlapping grid. The crosses represent the empirical semivariances, or covariance values, which were calculated using the available averaged data for the polygons.
The line is the estimated point semivariogram or covariance function models. The bars are the confidence intervals, which are calculated assuming re-estimated empirical semivariances or normally distributed and uncorrelated covariance. For the properly specified semivariogram or covariance model, 90% of the empirical covariance is expected to fall within the confidence intervals, indicating that the model fits the data and that the results can be trusted. The line of the semivariogram model might not pass through the confidence intervals, but this is not a problem, and the criteria for a good model does not change. If a large percentage of the empirical semivariances fall within the confidence intervals, the areal kriging can produce more accurate predictions and prediction standard errors than point kriging, with values assigned to the centroids of polygons [3].

The stable covariance function and semivariogram models were used to characterize the soybean harvested areas and yields, respectively. The stable model has the same behavior near the origin and reaches a sill [34]:

\[ C(u) = b \exp \left( -\left( \frac{u}{a} \right)^{\alpha} \right) \quad (a > 0, \ 0 < \alpha \leq 2, \ b > 0) \]  \hspace{1cm} (37)

where \( b \) is the sill, \( a \) is the range, and \( \alpha \) is the parameter.

Wackernagel [31] determines the stable semivariogram model:

\[ \gamma(u) = b \left( 1 - \exp \left( -\frac{|u|^\alpha}{a} \right) \right) \quad (a > 0, \ 0 < \alpha < 2, \ b > 0) \]  \hspace{1cm} (38)

2.5. Validation Phase

The in situ data were kindly provided by the farmers of five visited agglomerates. This data referenced the cultivation practices applied at the crop field level in the 2010/2011 crop season, and included: variety, sowing, germination, and harvesting dates, soil texture, total planted area, and the number of 60-kg bags of harvested crop per hectare (ha) of each crop field. The 2010/2011 crop season was chosen for analysis because it sustained minimal impact from climatic variations caused by La Niña (rainfall reduced) or El Niño (excessive rainfalls) [37], which are phenomena that directly affect Mato Grosso, causing losses in yield [38].

The soybean crop expansion occurred in four main agricultural regions: (1) along the BR-163 highway that links Cuiabá to Santarém (State of Pará); (2) on the Parecis plateau, in the western region, including Sapezal and Diamantino; (3) the eastern region, near Santo Antônio do Leverger and Querência; and (4) the southeastern region, near Rondonópolis and Primavera do Leste. In this context, five agglomerates with high soybean production were chosen for the validation: Vale do Rio Verde (northern region, in Tapurah/Ipiranga do Norte); Santa Luzia and Colorado (western region, in Sapezal and Diamantino, respectively); Malu (eastern region, in Bom Jesus do Araguaia/Ribeirão Cascalheira); and Colibri (southeastern region, Santo Antônio do Leverger) (Figure 3).
2.5.1. Soybean Crop Area Validation Phase

Punctual crop field analyses were applied to verify the accuracy of the SEIPixel mapping. To validate the “Soybean” class, one point was chosen from each crop field, totaling 386 samples. To validate the “Non-soybean” areas, the TerraClass land use/land cover map of 2012 [39] was used. TerraClass is a partnership between the National Institute for Space Research (INPE) and the Brazilian Company for Agricultural Research (EMBRAPA) that aimed to classify land use and occupation in the deforested areas of the Legal Amazon. The TerraClass map had the same number of sampling points, but these points were distributed in “Non-soybean” areas. The classification was assessed using an error matrix, overall accuracy, and Kappa statistics [40].

2.5.2. Soybean Crop Yield Validation Phase

To effectuate downscaling at the crop field level, the validation of soybean crop yields involved the verification of the soybean crop yield for each crop field in the agglomerates relative to the yield predicted for 2010/2011, computing the number of 60-kg bags obtained per ha$^{-1}$. For this, each soybean crop field detected on the farms was sampled once, and the yields obtained from the in situ data were compared with the map of yield classes generated by the Gaussian areal kriging model. For each crop field, the total number of 60-kg bags of soybean harvested per ha$^{-1}$ at the end of the harvest period was recorded and compared with the prediction. The results were presented in five classes of 60-kg bags per ha$^{-1}$: less than or equal to 0, from 0.1 to 25, from 25.01 to 45, 45.01 to 55, and equal to or greater than 55.1.

The approach adopted in this study is synthesized in Figure 4.
3. Results

3.1. Soybean Crop Area Results

The SEI\textsubscript{Pixel} enabled the detection of soybean harvested areas when compared with IBGE data for the municipalities of Mato Grosso. The regression models between the SEI\textsubscript{Pixel} and IBGE presented strong correlations, which were represented by $R^2$ values above 93% (Figure 5).

![Figure 5. Evaluation of the model for soybean harvested area estimation based on Moderate Resolution Imaging Spectroradiometer (MODIS) data, when compared to IBGE statistics per municipality and the total harvested area in Mato Grosso.](image-url)
Binomial Areal Kriging Model for Soybean Crop Area Identification

The covariance function described how soybean harvested areas vary, on average, in Mato Grosso. Since the spatial variability does not change with direction, omnidirectional covariograms were computed, and stable models were fitted using the least-square algorithm (Figure 6).

![Figure 6. Empirical covariance values (crosses), estimated point of the stable covariance model (line), and bars with the 90% confidence intervals of the binomial areal kriging of the probability of occurrence of soybean crop areas per harvest period and the averaged years (2001/2011).](image)

The values for the binomial kriging equations were obtained based on the mathematical expression of the covariance function. The kriging equations, the estimated percentage of soybean crop areas, kriging variance, and standard errors were solved. Then, the binomial kriging results were predicted for the soybean harvested vector areas detected by remote sensing using block kriging. The maps were classified into percentage of occurrence classes (Figure 7).

The kriging errors were mapped in the same way as the percentage of soybean crop areas. In general, the errors associated with the estimates were small. The largest errors, which were those above 3%, occurred mainly in sparse rural areas; however, highly aggregated areas in regions of Sorriso, Lucas do Rio Verde, Nova Mutum, Nova Maringá, and Sapezal also presented errors above 3%. The periods 2006/2007 and 2010/2011 presented low errors in the sparse rural areas. The period 2010/2011 also presented low errors in highly aggregated soybean crop areas (Figure 8).
Figure 7. Binomial areal kriging prediction of the percentage of occurrence of soybean crop areas inside soybean harvested areas detected by remote sensing, per harvest period (2000/2001 to 2010/2011) and the averaged years (2001/2011).

Figure 8. Binomial areal kriging prediction standard error of the percentage of occurrence of soybean crop areas inside soybean harvested areas detected by remote sensing, per harvest period (2000/2001 to 2010/2011) and the averaged years (2001/2011).
3.2. Accuracy Assessment of Soybean Crop Area Results

The SEI\textsubscript{Pixel} classification accuracy was evaluated by the analysis of the soybean mapping and the 2010/2011 \textit{in situ} checkpoint data (Table 1).

\textbf{Table 1.} Classification errors detected by the punctual crop field area analysis.

<table>
<thead>
<tr>
<th>Agglomerate</th>
<th>Soybean Classified as Soybean</th>
<th>Soybean Classified as Non-soybean</th>
<th>Non-Soybean Classified as Soybean</th>
<th>Crop Fields in 2010/2011</th>
<th>Accuracy Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Santa Luzia</td>
<td>57</td>
<td>0</td>
<td>10</td>
<td>67</td>
<td>85.1%</td>
</tr>
<tr>
<td>Colorado</td>
<td>61</td>
<td>1</td>
<td>6</td>
<td>68</td>
<td>89.8%</td>
</tr>
<tr>
<td>Vale do Rio</td>
<td>77</td>
<td>0</td>
<td>12</td>
<td>89</td>
<td>86.6%</td>
</tr>
<tr>
<td>Verde</td>
<td>21</td>
<td>1</td>
<td>0</td>
<td>22</td>
<td>95.5%</td>
</tr>
<tr>
<td>Colibri</td>
<td>151</td>
<td>17</td>
<td>14</td>
<td>182</td>
<td>83.0%</td>
</tr>
<tr>
<td>Total</td>
<td>367</td>
<td>19</td>
<td>42</td>
<td>428</td>
<td>85.8%</td>
</tr>
</tbody>
</table>

The absolute identification of other land uses as being “Soybean” occurred on a major scale, which was possibly due to the similarity in temporal behavior between soybean and other summer crops such as cotton and corn, which were well represented in the region. Subsequently, an accuracy assessment of soybean classification was conducted using the reference data (Table 2).

\textbf{Table 2.} Error matrix with SEI\textsubscript{Pixel} and \textit{in situ} checkpoint data, and mapping accuracy for the 2010/2011 crop season.

<table>
<thead>
<tr>
<th>Classified Data</th>
<th>Reference Data</th>
<th>Soybean</th>
<th>Non-Soybean</th>
<th>References</th>
<th>Commission Errors</th>
<th>User’s Accuracy</th>
<th>Producer’s accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soybean</td>
<td>367</td>
<td>42</td>
<td>409</td>
<td>0.10</td>
<td>0.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-soybean</td>
<td>19</td>
<td>344</td>
<td>363</td>
<td>0.05</td>
<td>0.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>References</td>
<td>386</td>
<td>386</td>
<td>772</td>
<td>0.05</td>
<td>0.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Omission errors</td>
<td>0.05</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall accuracy</td>
<td></td>
<td></td>
<td></td>
<td>0.92</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kappa Index</td>
<td></td>
<td></td>
<td></td>
<td>0.84</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The SEI\textsubscript{Pixel} classification was compared with \textit{in situ} data in the analysis of the spatial distribution of the probability of soybean occurrence in the agglomerates Vale do Rio Verde, Colorado, Santa Luzia, Colibri, and Malu in the 2010/2011 crop season (Figure 9).
3.3. Soybean Crop Yield Results

Gaussian Areal Kriging Model for Yield Prediction

While the covariance function has described the variation among the soybean-harvested areas in Mato Grosso, the semivariogram can also be used to describe soybean crop yield throughout the space. Omnidirectional semivariograms have been computed using stable models fitted by the least-squares algorithm. The deconvoluted point semivariogram (line) differed from the estimated empirical semivariogram values for the polygons. In this case, areal kriging, in which values are assigned to polygons, can produce more accurate predictions and fewer prediction standard errors than point kriging. Almost all of the re-estimated empirical semivariogram values for polygons (crosses) were inside the 90% confidence intervals (vertical lines) (Figure 10).

The Gaussian areal kriging results were predicted for the soybean harvested vector areas that were detected by remote sensing using block kriging. The highest yield occurred not only in the aggregated soybean crop areas but also in sparse rural areas. However, major producer areas represented a higher proportion of the total yield, and those with smaller areas represented a lower proportion of the total yield. The major producer-aggregated areas presented high yields, particularly in 2010/2011 (Figure 11).
Figure 10. Empirical semivariogram values (crosses), estimated point of the stable semivariogram model (line), and bars with the 90% confidence intervals of the Gaussian areal kriging of the soybean crop yield (total number of 60-kg bags per ha$^{-1}$) per harvest period (2000/2001 to 2010/2011) and the averaged years (2001/2011).

Figure 11. Gaussian areal kriging prediction of the soybean crop yield (total number of 60-kg bags per ha$^{-1}$) inside the soybean-harvested areas that were detected by remote sensing, per harvest period (2000/2001 to 2010/2011) and the averaged years (2001/2011).
Yield predictions with the most uncertainty did not necessarily correspond to units with low-yield predictions, but the smallest uncertainty values tended to be associated with the predicted high-yield regions (Figure 12).

![Figure 12. Gaussian areal kriging prediction standard error of the soybean crop yield (total number of 60-kg bags per ha$^{-1}$) inside the soybean-harvested areas that were detected by remote sensing, per harvest period (2000/2001 to 2010/2011) and the averaged years (2001/2011).](image)

### 3.4. Accuracy Assessment of Soybean Crop Yield Results

A comparison of yield estimates (60-kg bags per ha$^{-1}$) for each agglomerate and the *in situ* data is presented in Table 3.

**Table 3.** Yield classification errors detected by the punctual crop field analysis.

<table>
<thead>
<tr>
<th>Agglomerate</th>
<th>Soybean Crop Fields</th>
<th>Correct Class of Soybean Crop Yield</th>
<th>Standard Deviation</th>
<th>Accuracy Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Santa Luzia</td>
<td>57</td>
<td>13</td>
<td>23.33</td>
<td>22.80%</td>
</tr>
<tr>
<td>Colorado</td>
<td>61</td>
<td>16</td>
<td>23.69</td>
<td>26.22%</td>
</tr>
<tr>
<td>Vale do Rio Verde</td>
<td>77</td>
<td>38</td>
<td>23.33</td>
<td>49.35%</td>
</tr>
<tr>
<td>Colibri</td>
<td>21</td>
<td>10</td>
<td>23.69</td>
<td>47.61%</td>
</tr>
<tr>
<td>Malu</td>
<td>151</td>
<td>129</td>
<td>23.33</td>
<td>85.43%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>367</strong></td>
<td><strong>206</strong></td>
<td><strong>23.54</strong></td>
<td><strong>56.13%</strong></td>
</tr>
</tbody>
</table>
Given the limitations, the standard deviation component derived from the interpolation (Equation (40)) is evaluated [41]:

\[ E_{50} = \pm 0.6745 \sigma \]  

(39)

The probable error was considered in the yield evaluation, because the defined yield classes do not include the extensive crop fields for which the high yield was approximated. The soybean crop yield prediction analysis was improved by accounting for the probable error (Table 4).

Table 4. Yield classification considering the probable error \( (E_{50} ) \) in the interpretation of the standard deviation.

<table>
<thead>
<tr>
<th>Agglomerate</th>
<th>Crop Fields</th>
<th>Standard Deviation</th>
<th>50% Error ( (E_{50} = \pm 0.6745 \sigma ) )</th>
<th>Correct Class of Soybean Crop Yield</th>
<th>Accuracy RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Santa Luzia</td>
<td>67</td>
<td>23.33</td>
<td>±15.74</td>
<td>57</td>
<td>85.00%</td>
</tr>
<tr>
<td>Colorado</td>
<td>68</td>
<td>23.69</td>
<td>±15.98</td>
<td>67</td>
<td>98.53%</td>
</tr>
<tr>
<td>Vale do Rio Verde</td>
<td>89</td>
<td>23.33</td>
<td>±15.74</td>
<td>85</td>
<td>95.11%</td>
</tr>
<tr>
<td>Colibri</td>
<td>22</td>
<td>23.69</td>
<td>±15.98</td>
<td>21</td>
<td>95.45%</td>
</tr>
<tr>
<td>Malu</td>
<td>182</td>
<td>23.33</td>
<td>±15.74</td>
<td>177</td>
<td>97.29%</td>
</tr>
<tr>
<td>Total</td>
<td>428</td>
<td>23.54</td>
<td>±15.84</td>
<td>407</td>
<td>95.09%</td>
</tr>
</tbody>
</table>

The spatial distribution of the soybean crop yield in the agglomerates Vale do Rio Verde, Colorado, Santa Luzia, Colibri, and Malu in the 2010/2011 crop season (Figure 13) highlights the predominance of the soybean crop in the agricultural regions of Mato Grosso.

Figure 13. Spatial distribution of the soybean crop yield (60-kg bags per ha\(^{-1}\)) in the agglomerates Vale do Rio Verde, Colorado, Santa Luzia, Colibri, and Malu in the 2010/2011 crop season.
4. Discussion

4.1. Soybean Crop Area Results

Gusso et al. [42] used MODIS EVI images from the soybean-sowing period in Mato Grosso to observe their approximated thresholds (Figure 5). Arvor et al. [8], using MODIS EVI for crop mapping in Mato Grosso, observed accuracies higher than 95% in 2006/2007. Risso et al. [18], evaluating MODIS EVI and NDVI for soybean crop area discrimination, also observed a satisfactory application of EVI images from the maximum crop development period for soybean classification in Mato Grosso. Similarly, Souza et al. [43] noted that an EVI time series could be compared to official data to identify soybean croplands. For Victoria et al. [44], estimates based on MODIS vegetation indices presented good agreement with large cultivated areas, but poor agreement with municipalities with small cropland areas. These studies used 16-day composites derived only from MOD13Q1 images. In contrast, we used eight-day composites derived through combining the MOD13Q1 and MYD13Q1 images. Furthermore, the aforementioned studies did not consider large-scale interannual variations resulting from the agricultural dynamics in Mato Grosso. We address this issue with the proposed SEI\textsubscript{Pixel}, which covers the phenological cycle of the crop through the 2000/2001 to 2010/2011 crop seasons. The analysis of eight-day rather than 16-day composites, as well as the consideration of large-scale interannual variations, allows the detection of subtle spectral–temporal differences between crop types, improving the method’s crop area identification.

Although IBGE data were used as a reference, the high correlation between the estimates generated by the SEI\textsubscript{Pixel} and the IBGE data for some municipalities indicates that the sampling may not accurately represent the IBGE estimate. In this respect, adopting a more reliable reference, with satellite image mapping at greater spatial detail, allowed us to determine the level of uncertainty in the objective and subjective methods of crop forecasting. We were able to ascertain the planted soybean area at the end of the crop development cycle but before harvest, unlike the IBGE survey, which extends beyond the end of the harvesting period.

The intensification of soybean cropland was described by the iSEI\textsubscript{Pixel}. The minimum and maximum iSEI\textsubscript{Pixel} values were 0 and 12, respectively. Based on the chosen threshold values, SEI\textsubscript{Pixel} overestimated the total soybean harvested areas when compared with the IBGE data. Due to the impossibility of determining the real soybean harvested area in Mato Grosso, the use of binomial kriging was necessary to measure the uncertainty in the estimates.

### Binomial Areal Kriging Model

The binomial areal kriging results show the soybean expansion in Mato Grosso. Kastens et al. [9] evaluated soybean cultivation in Mato Grosso during 2001 and 2014 in relation to the Soy Moratorium initiative, finding the deforestation rate in the pre-Soy Moratorium period to be more than five times the post-Soy Moratorium rate, while simultaneously observing the pre-Soy Moratorium forest-to-soy conversion rate to be more than twice the post-Soy Moratorium rate. Gibbs et al. [45] observed that, in the two years prior of the agreement, almost 30% of the soybean expansion had occurred through deforestation. After the Soy Moratorium, this value decreased to 3% in the Amazon biome until 2011. These observations indicate that the Soy Moratorium played a role in reducing both deforestation and the subsequent use of the land for soybean production. However, the authors considered that, in the Cerrado biome, where the Soy Moratorium does not apply, the annual rate of soybean expansion over native vegetation areas has remained high, varying from 11% to 23% between 2007 and 2013, demonstrating that the Cerrado is less protected by environmental laws than the Amazon rainforest.

This information corroborates the results obtained by the SEI\textsubscript{Pixel} index. An analysis of the maps of each crop season shows that the soybean crop areas expanded mostly in the Cerrado biome. Figure 7 illustrates that the expansion of the soybean crop areas occurred in the four main agricultural regions cited above in item 2.5. The same scenario was found by Gusso et al. [11], Arvor et al. [46]...
and Dubreuil et al. [47]. In these four agricultural areas, located in the Cerrado biome, the crop identification showed that soybean is the main crop.

Regarding the Amazon biome, region (1) presented soybean expansion in forest areas. This deforestation can be explained by the direct influence exerted by the BR-163 (the main route between the north and south regions of Mato Grosso and principal access road to the Santarém port) on the regional landscape change [47]. According to Morton et al. [48], the improvements of the roads network and the construction of grain storage facilities in northern Mato Grosso have encouraged the direct conversion of forest to soybean crops. To circumvent the Soy Moratorium, the deforested areas in this region were first converted to pasture before being used for soybean production [16,37,47].

Considering that the spatial structure of the soybean areas in Mato Grosso shows that soybean crops are spatially correlated, and that the correlation of the underlying probability of soybean occurrence extends by about 180 km on average, the binomial kriging results mean that soybean crop areas and the uncertainty in their prediction can be mapped geostatistically. The maps show that sparse rural areas present lower percentages of soybean occurrence than the highly aggregated soybean crop areas. Using binomial kriging, we combined different types of geographical units and various sources of information to create maps illustrating where the percentage of soybean harvested areas varied continuously in the space, thereby reducing the visual bias associated with the interpretation of the classified vector maps. By measuring the variance of the prediction errors, we identified large and sparse areas where the estimates were less reliable.

Binomial kriging can be considered a noise filter for generating maps of regional patterns, such as information about the concentration of soybean-harvested areas. This result can be observed in the map of the averaged years, where sparse areas present a low probability of soybean occurrence, due to less agricultural intensification over the years, compared to consolidated agroecosystems (Figure 7). Galford et al. [19] used a wavelet analysis of eight-day MODIS time series data as a filtering approach to detect crops in Mato Grosso, but they left a gap in relation to the determination of uncertainties. The binomial kriging results are promising for the determination of spatial prediction uncertainties as well as for soybean mapping.

4.2. Accuracy Assessment of Soybean Crop Area Results

The comparison between the reference data and the classification of soybean crop areas for the 2010/2011 crop season indicated high alignment. The global accuracy and the Kappa index obtained from the error matrix were 92.1% and 0.84% for the soybean crop, respectively. According to Foody [49], a global accuracy higher than 85% is desirable. However, according to the levels of agreement of Kappa index values proposed by Landis; Koch [50], a classification above 0.80 is considered excellent and highly aligned with the in situ data. On the basis of these indices, the classification could be considered excellent, which indicates the potential for the identification of soybean crop areas in Mato Grosso. These results confirm the potential for using eight-day MODIS EVI composites with geostatistical techniques to map soybean crops.

The values we obtained were even more significant when compared with studies that used data from the same sensor. Arvor et al. [8], using only the MOD13Q1 (16-day time series) to evaluate soybean crop expansion in the vicinity of protected areas in Mato Grosso, obtained 74% global accuracy and a Kappa value of 0.675. Lamparelli et al. [51] obtained Kappa values between 0.60 and 0.80 when estimating soybean crop areas with MODIS data. The values we obtained for user and producer accuracy were also considered excellent. The omission errors were 0.05 for the “Soybean” class, and 0.11 for the “Non-soybean” class. Nevertheless, the commission errors were 0.10 for “Soybean” and 0.05 for “Non-soybean”. Epiphario et al. [52], using the spectral–temporal response surface (STRS) method for soybean classification in Mato Grosso, obtained omission errors of 0.06 and commission errors of 0.17 for the soybean class, as well as 80% global accuracy and a Kappa value of 0.26, with 343 checkpoints.
The detected errors can be explained by both \textit{in situ} and orbital data. The \textit{in situ} data reveals that the distribution of some crop fields is not representative in terms of yield in edge areas bordering other land uses. Therefore, their temporal values of maximum and minimum EVI, amplitude, and mean and standard deviation, are different to the medium and high-yield crop fields. With the mixed response resulting from spectral mixing between different land uses, these crop fields tended to fall below the threshold that is used to define the “Soybean” class, and were thus considered by the classification algorithm as within the “Non-soybean” class. Another important factor is the spatial variability of agricultural calendars. Due to the large extent of Mato Grosso and the differences in edaphoclimatic conditions, soybeans are not sowed uniformly on all farms, and this non-uniformity of phenological cycles caused spectral confusions. This problem was also detected by Zhu et al. [20] and Arvor et al. [8], who evaluated the spatial distribution of soybean crops in Mato Grosso. The soybean crop is sown from late September to early November (the onset of the rainy season), and harvested from January to March. The soybean cotton crop can be confused with the cotton crop, because the sowing period of cotton is in December, immediately following the September–November sowing period of soybean [16].

Other factors that can affect the sowing date are the phenological cycle of the crop variety, edaphoclimatic differences, and economic and social factors related to the global food supply. Uncertainty about the exact location of soybean crops, which can be caused by the satellite image spatial resolution, sowing period, crop variety, agricultural intensification, and census data from large municipalities, can result in commission and omission errors in soybean crop detection.

Regarding the analysis of orbital data, two factors can cause errors: spectral similarity and pixel size. The spectral similarity between soybean crops and other summer crops such as corn and cotton may confuse the classification algorithm. Lu et al. [53] observed that the errors in agriculture classifications using MODIS are directly linked to the size of the pixel in proportion to the size of the crop field. Each MODIS pixel has a spatial detection potential of 6.25 hectares. Therefore, crop fields smaller than 6.25 ha may be subject to interference from other land uses, which obscure their exact temporal pattern; consequently, they may not be considered as “Soybean”. From the \textit{in situ} data, we identified crop fields smaller than 6.25 hectares in all of the agglomerates.

In terms of area, the classification made by the SEI\textsubscript{Pixel} algorithm detected 6,460,429 ha cultivated with soybean crops in the 2010/2011 crop season. In comparison, the IBGE estimate for the same period was 6,454,331 ha, showing a coefficient of determination ($R^2$) of 0.98. These results are in line with those obtained by Gusso et al. [42], who also analyzed the temporal variation of the soybean EVI profile, finding scores between 0.93 and 0.98 for the period between 2001 and 2005.

4.3. Soybean Crop Yield Results

4.3.1. Gaussian Areal Kriging Model

The results for the agglomerates reveal a high alignment between the \textit{in situ} data and the classification achieved by the SEI\textsubscript{Pixel}. The classification presented a probability of soybean occurrence of 50–75% for the Vale do Rio Verde, Santa Luzia, and Colorado agglomerates, and 25–50% for Malu and Colibri. Geographic location may explain this variation: Malu is in the eastern part of the State, and Colibri is in the south. In addition to their agricultural areas, both of these regions have extensive pasturelands, which show seasonal variation in satellite images. This factor may have caused spectral confusion by reducing the algorithm’s accuracy in capturing the areas of soybean crop fields. The Vale do Rio Verde, Santa Luzia, and Colorado agglomerates are located in the mid–west portion, which is known as the agribusiness region [54], with most of these areas devoted to soybean production [8]. The resulting uniformity of development limits the spectral confusion from mixed pixels, and allows better soybean crop detection.

Some adjustments may increase the reliability of soybean identification. One of these consists of using the phenological metrics of the crop cycle. Recently, the use of these parameters as the main input
data has gained recognition for directly representing crop characteristics throughout their phenological cycles, such as dates of sowing, emergence, peak maturation, and harvest [23].

The Gaussian areal kriging results were predicted for the soybean-harvested vector areas that were detected by remote sensing using block kriging. The highest yields occurred not only in the aggregated soybean crop areas, but also in sparse rural areas. However, major producer areas represented a higher proportion of the total yield, and those with smaller areas represented a lower proportion of the total yield. The main aggregated producer areas presented high yields, particularly in the 2010/2011 crop season (Figure 11).

4.4. Accuracy Assessment of Soybean Crop Yield Results

Considering that international trade decisions based on inadequate information about the global food supply can have severe economic and social effects, the Gaussian areal kriging results indicate that the downscaling methodology is promising for soybean crop yield visualization with uncertain spatial prediction results. When we have information about the planted soybean crop area per municipality in Mato Grosso, it is possible to make predictions for soybean crop areas using Gaussian areal kriging and remote sensing, generating prediction and uncertainty results.

The high average standard error observed for all of the harvest periods was expected, considering the large size of the Mato Grosso municipalities and the characteristics of the IBGE data. The high prediction standard error values in the soybean crop yield prediction demonstrated ecological fallacy effects. According to Gotway and Young [5], ecological fallacy occurs when analysis based on grouped data leads to conclusions that differ from those based on individual data. The resulting bias is often called ecological bias. The aggregation bias is analogous to the scale and zoning effects in the modifiable areal unit problem. Openshaw [55] observed that ecological fallacy effects are endemic to areal census data, although their magnitude is perhaps not as large as might be expected.

The yield results show that increasing yield was not directly correlated with area expansion. Arvor et al. [16] explained that agricultural intensification has evolved rapidly in Mato Grosso, particularly the proportion of the net planted area cultivated with double-cropping systems and producing two successive harvests of commercial crops. Rudorff et al. [21] categorized the expansion into previously deforested areas in Mato Grosso as a process that was encouraged by the Soy Moratorium established by producers, non-governmental organizations (NGOs), State administrations, and private enterprises. Sentelhas et al. [37], Arvor et al. [16] and Dubreuil et al. [47] explained that the impact of soybean expansion on deforestation in Mato Grosso was indirect, as the deforested areas were first converted to pasture before being used for soybean production.

In relation to the yield prediction, many factors could explain the errors that were detected. In addition to the natural lack of uniformity in cultivation, due to the territorial extent, five other variables complicate the estimation of crop yield at the State level: different crop varieties, crop diseases, climatic components at the regional scale, soil type, and management. According to Prasad et al. [56], factors such as pests, plant diseases, the mass adoption of new hybrid crop varieties with high yields, and the large variations in climatic conditions and agricultural practices can cause local or regional deviations in the predicted crop yield, seriously limiting any forecasting method.

Battisti and Sentelhas [57] has noted that the soybean cultivars that are most tolerant to water stress presented the lowest potential yield, and the less tolerant group presented a higher potential yield. Observing the in situ data, we note that the soybean varieties are selected for sowing in Mato Grosso according to higher productivity and higher resistance to environmental stresses. In the agglomerates used in the validation phase, the three most planted varieties were TMG 123 RR, TMG 132 RR, and GB 874 RR, which are considered superprecocial, tolerant to rain at harvest, and resistant to nematodes. Other disease-resistant varieties were also planted on a large scale between 2000 and 2011, such as FMT Tabarana, M 7639 RR, M-SOY 8866, and BRSMT Pintado. While this diversity decreased the uniformity of the soybean variation, diseases still affected production throughout the State. Sentelhas et al. [37] showed that the use of crop rotation could improve yield and mitigate the
effects of diseases. According to Franchini et al. [58], there are many medium and long-term benefits to crop rotation, such as improvements in soil quality and the disruption of the dynamics of diseases, pests, and weeds. The use of different crops in the same area improves soil biology and increases the efficiency of nutrient cycling and nitrogen fixation. However, crop rotation is not practiced uniformly in Mato Grosso, which is evidenced by the EVI profiles of the soybean crop fields in the agglomerates.

Regarding climatic conditions, the 2010/2011 crop season was only slightly affected by the effects of La Niña or El Niño. However, the natural variability causes water deficit and large-scale effects on soybean crop yield. According to Sinclair et al. [59], the principal effect relates to in-season weather stresses due to water deficit. Although irrigation during the critical crop phases, and in years with reduced rain, could minimize the impact of water deficit, the practice is not widespread in Mato Grosso.

The soil variability also complicates yield prediction, because the soils in Mato Grosso have low natural fertility and impeding layers, limiting root growth. When the soil exhibits good fertility and favorable physical properties, soybean roots develop well [60], reducing the water deficit and increasing the availability of nutrients. For southern Brazil, Franchini et al. [61] highlighted that crop rotation increased the soil microbial biomass, reduced soil compaction, and improved root growth, increasing water availability for the soybean crop during growth and reducing drought and the water deficit-related yield gap.

Based on the validation phase results, 206 crop fields were classified according to the established yield classes, with an $SEIP_{\text{Pixel}}$ accuracy of 56.13%. This value can be explained by the regional variations presented in Section 4.3.1, and by the characteristics of the data. IBGE’s Automatic Recovery System (SIDRA) database, which is available at (http://www.sidra.ibge.gov.br/), provides time-series data from 1990 to the present that is aggregated at the national, State, and municipal levels. This dataset does not distinguish between yields obtained in different cropping cycles, providing only an estimate of the annual gross yield for each crop type [62].

The IBGE yield survey is not completely consistent. The “yield” is defined in the IBGE dataset as the average ratio of production (kg) per harvested area (ha), rather than sowed area, for each crop. Since the data pertain to municipal administrative limits, IBGE’s information does not include the occurrence of crops that are planted in one municipality but commercialized in another, as reported by Arvor et al. [63] and Dubreuil et al. [54]. These authors explain that many farms are distributed in more than one municipality, and that final yields are taken to the municipality where the farm has its headquarters, changing the municipal statistics. Many multinationals are located in these municipalities, and some agricultural negotiations are carried out by producers who grow crops in neighboring communities. This scenario can affect the extrapolation of the yield model to the total State count.

The yield prediction presents a 95.09% accuracy considering the standard deviation and the probable error, demonstrating the potential of the method based on census and remote sensing data. Considering the temporal variation of this study, the use of historical crop production data can optimize the yield predictions, or at least reduce the error.

Analyzing the spatial distribution of the soybean crops, Vale do Rio Verde and Santa Luzia agglomerates confirmed the high productive potential of the agribusiness region [54], presenting a yield of over 55 bags of 60 kg per ha$^{-1}$. The Malu agglomerate also presented a yield of over 55 bags of 60 kg per ha$^{-1}$, contributing significantly to the soybean production observed in eastern Mato Grosso. This region experienced the largest expansion of soybean area over the observed crop seasons. The Colorado and Colibri agglomerates were classified with 45 to 55 bags of 60 kg per ha$^{-1}$.

5. Conclusions

The methodology presented here links geographically aggregated yield data from different sources and different spatial supports, downscaling crop yields from one set of spatial units to another set of overlapping spatial units. Soybean crop detection and yield monitoring can be improved by
this geostatistical approach. It can also be used to predict environmental variables related to soybean agroecosystems, such as disease incidence, pest infestation, chemical application, and other variables of interest. The advantages of this approach over those developed specifically for crop detection are the availability of in situ data and the ability to adjust predictions using the covariate values and the measures of uncertainty obtained for each prediction.

Binomial areal kriging was used to generate maps of soybean areas in Mato Grosso, presenting the probability of soybean occurrence over the years. Gaussian areal kriging was used to predict the crop yields of soybean areas detected by remote sensing, having a downscaling effect on the results. The global accuracy and the Kappa index values for soybean crop detection were 92.1% and 0.84%, respectively. The yield prediction presented 95.09% accuracy considering the standard deviation and the probable error. The validation phase confirmed this accuracy rate and revealed the uncertainties of the SEI Pixel classification. The higher accuracy values show that the MODIS eight-day composite time series data performs best for the discrimination of crops with a similar phenology, because the higher temporal resolution allows subtle spectral–temporal differences between crop types to be detected, improving identification.
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