A Hierarchical Sparsity Unmixing Method to Address Endmember Variability in Hyperspectral Image
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Abstract: With a low spectral resolution hyperspectral sensor, the signal recorded from a given pixel against the complex background is a mixture of spectral contents. To improve the accuracy of classification and subpixel object detection, hyperspectral unmixing (HU) is under research in the field of remote sensing. Two factors affect the accuracy of unmixing results including the search of global rather than local optimum in the HU procedure and the spectral variability. With that in mind, this paper proposes a hierarchical weighted sparsity unmixing (HWSU) method to improve the separation of similar interclass endmembers. The hierarchical strategy with abundance sparsity representation in each layer aims to obtain the global optimal solution. In addition, considering the significance of different bands, a weighted matrix of spectra is used to decrease the variability of intra-class endmembers. Both simulations and experiments with real hyperspectral data show that the proposed method can correctly obtain distinct signatures, accurate abundance estimation, and outperforms previous methods. Additionally, the test data shows that the mean spectral angle distance is less than 0.12 and the root mean square error is superior to 0.01.
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1. Introduction

Hyperspectral remote sensing technology has developed significantly over the past two decades [1]. However, due to the low spatial resolution and the complex background except for the effects of the atmosphere, the mixed pixels are a common phenomenon in the hyperspectral image. As a result, when mixing occurs, it is not possible to determine the material directly at the pixel level. Nevertheless, thanks to the exceptional spectral resolution, hyperspectral imaging offers a great promise in mapping the abundance of particular species at the subpixel level and the species are called endmembers. Through hyperspectral unmixing (HU), we can identify the distinct signatures in a scene and its abundance fractions in each pixel in order to enable applications such as precision classification and target detection at the sub-pixel level as well as risk prevention and response [2].

The unmixing procedure comprises two main steps, endmember determination, and abundance estimation. It is a common knowledge that the accuracy of the unmixing result depends highly on the accuracy and completeness of the extracted endmembers. The most important source of error in unmixing can be classified into three aspects including nonlinearities (NL) effects, mis-modelling effects (MEs) or outliers, and endmember spectral variability (ESV) [3]. NL is associated with multiple scattering effect that appears in presence of terrain relief and/or trees. Mis-modelling effects result from the presence of some physical phenomena such as NL or ESV. The propagated errors in the signal processing chain such as the wrong estimation of endmember number or their spectra can also result in bad abundance estimates. Additionally, the choice of endmember number drastically alters the...
representation of the image scene and, therefore, it is a crucial step for the endmember identification and the subsequent abundance estimation [3–5]. The last one is spectral variability. In this paper, we focus on reducing spectral variability’s effect on the unmixing result. The spectral variability of endmembers can be caused by variable illumination and environmental, atmospheric, material aging, object contamination, and other conditions [6–8]. The major source of ESV results from variation due to illumination conditions and changing atmospheric conditions. Changes in illumination can result from a variation in topography and surface roughness that leads to varying levels of shadows and brightly lit regions. Atmospheric gases have strong absorption features or scattering characteristics that modify measures and spectral signatures when they affect the downward and upward transmittance of radiation from the sun to the surface measured and from the ground surface to the hyperspectral sensor. The radiance or reflectance of a material can also significantly change because of the intrinsic variability of a material due to the variation of a hidden parameter (e.g., concentration of chlorophyll in vegetation). Additionally, multiple scattering and intimate mixing contribute to the material’s radiance or reflectance in a nonlinear fashion [9,10]. There are two types of spectral variability. These include the variability within an endmember class called intra-class variability and the similarity among the endmember class called interclass variability [11]. In particular, the accuracy of subpixel abundance estimation linearly decreases with intra-class variability. This is reasonable since the higher the intra-class variability, the higher the likelihood that the actual spectral features of the endmembers in a specific pixel deviate from the fixed endmembers used in the mixing model. On the other hand, the similarity among the endmembers (e.g., crops and weeds) results in a high correlation among the endmember spectra, which, in turn, leads to an unstable inverse matrix and a dramatic drop in the estimation accuracy [7]. Therefore, to circumvent this problem, reducing or eliminating the spectral variability of endmembers is an effective approach for improving the accuracy of unmixing. Currently, automated endmember extraction algorithms such as vertex component analysis or minimum volume simplex analysis [12,13] fail to cope with the effect of spectral variability. In addition, quite recently, considerable attention has been paid to dealing with spectral variability so that the accuracy of sub-pixel abundance estimations can be improved significantly [14]. To reduce the effect of spectral variability on the unmixing result, there are five basic principles [7] including (1) the use of multiple endmembers of each component during an iterative mixture analysis procedure. One of the first attempts to address spectral variability was made by Roberts who proposed a multiple endmember spectral mixture analysis [15]. It allowed the types and number of endmembers to vary on a per-pixel basis. Although iterative mixture analysis cycles produced good results, the computational complexity of the approach is a major drawback when dealing with hyperspectral data [7]. Furthermore, the premise of these endmember variability reduction techniques is the availability of a spectral library containing representative instances of all endmembers present within the scene. As such, the library should be able to model the spectral variability of the endmembers. Therefore, an automated extraction of image-based endmember bundles and a new extended linear mixing model are subsequently proposed to address spectral variability [14,16]. (2) Another principle includes the selection of feature bands [17]. An empirical spectral feature selection technique is Stable Zone Unmixing proposed by Somers. In this approach, the wavelength sensitivity towards spectral variability was assessed using the InStability Index (ISI) [8]. However, it did not consider the high correlation among adjacent wavebands in hyperspectral imagery. (3) A third principle includes the spectral weighting of bands. Instead of assuming equally important effects in each band, Chang proposed a method of spectral weighting to emphasize the effect of differences among spectral bands and results demonstrated that it can perform better than traditional unweighted approaches [18]. (4) The spectral transformation is another feature. Spectral transformations have been proposed to reduce the effect of endmember variability such as Derivative spectral Unmixing (DSU) [19] and Normalized Spectral Mixture Analysis (NSMA) [20]. The derivative can be used from the first derivative to the fourth one. Nevertheless, derivative analysis errors tend to increase with high-frequency noise. (5) The fifth principle involves the use of radiative transfer models. The spectral model uses a radioactive transfer model to generate
endmember libraries while referencing a radiative transfer model is usually designed to solve a specific scene. Thouvenin et al. indicated that the spectral variability can be represented using a perturbed linear mixing model (PLMM) where the spectral variability is explained by an additive perturbation term for each endmember [5]. However, this model lacks physical meaning. On the other hand, Hong et al. then introduced a spectral variability dictionary to account for any residuals that cannot be explained by the linear mixing model [21]. Given the analysis and comparison of all the methods mentioned above, a method combining band selection and spectral weighted matrix needs to be proposed to reduce the effect of spectral variability so that unmixing accuracy can be enhanced.

This paper intends to present an alternative unmixing method to address the ground component or endmember similarity problem. In this paper, we propose a compact but accurate hyperspectral unmixing method. To reduce the spectral variability's effect on unmixing results, this method induces a weighed matrix in the approximation problem, which can be incorporated with the algorithm of sparsity. In addition, to improve the performance in ill-conditioned data and also reduce the risk of getting stuck in local minima in non-convex alternating minimization computations, a hierarchical sparsity unmixing method can be feasible for addressing endmember variability in the hyperspectral image. Lastly, we can obtain a more accurate endmember matrix as well as abundance map.

The research is presented in five sections. Section 2 is the theoretical background and the proposed method. Section 3 provides data acquisition for the experiment. Sections 4 and 5 report the experimental results and discussion and give suggestions for future research, respectively. Finally, Section 6 concludes the paper.

2. Theoretical Methodology

The amount of research has been developed in hyperspectral unmixing. Mixed pixel signals are generally modeled using linear or nonlinear mixing model. As a rule of thumb, the linear mixing model is associated with mixtures for which the pixel components are homogeneous surfaces in spatially segregated patterns. On the contrary, the nonlinear mixing model takes the intimate association or interaction with more than one component into account. The question of whether linear or nonlinear mixing model processes hyperspectral unmixing effectively is still an unresolved matter. Nevertheless, for many problems, the linear mixing model is thought to provide better accuracy in HU. The reason for this is due to the linear mixing model being computationally simpler than the nonlinear model. In this paper, on the basis of the linear mixing model, a hierarchical sparsity unmixing method is proposed and the schematic overview of the proposed method is shown in Figure 1.

![Figure 1. Schematic overview of the proposed method.](image)

2.1. Linear Mixing Model

When using the linear mixing model, the following three assumptions should apply: (1) the spectral signals are linearly contributed by a finite number of endmember within each IFOV weighted by their covering percentage (abundance); (2) the land covers are homogeneous surfaces and spatially...
segregated without multiple scattering; and (3) the electromagnetic energy of neighboring pixels does not affect each other [22–24]. Under the linear mixing model assumption, we have the equation below.

\[ Y = MS + \epsilon \]  

where \( M = [m_1, \ldots, m_p] \in \mathbb{R}^{l \times p} \) is the matrix of endmembers (\( m_i \) denotes the \( i \)th endmember signature, \( l \) denotes the band number, and \( p \) is the number of endmembers). \( S \in \mathbb{R}^{p \times n} \) is the abundance matrix (\( [S]_{ij} \), which denotes the fraction of the \( i \)th endmember of the \( j \)th pixel and \( n \) denotes the total number of pixels) and \( \epsilon \) denotes a source of additive noise. The abundance matrix needs every element within it to be non-negative and the sum to be one in each column.

2.2. Band Selection and Spectral Smoothness

For the hyperspectral unmixing, dimension reduction is not a necessary step. Experimental results from Li showed that while the feature extraction methods reduced the dimensionality of hyperspectral data and expedited subsequent processing, they did not help improve the accuracy of abundance estimations [25]. In contrast, Chang proposed a method of constrained band selection and a band-decorrelation approach for hyperspectral imagery to improve the classification accuracy. However, it should be noted that the accuracy of unmixing is mainly influenced by spectral variability [17]. The intra-class variability is linearly and negatively correlated with the accuracy of abundance fraction estimation provided by the least square spectral unmixing. In addition, the similarity between different types of endmembers may generate a high correlation between the columns in the endmember matrix, which, in turn, may lead to an unstable inverse matrix and a dramatic drop in estimation accuracy [26–28]. In other words, to improve the compactness and wellness of the endmember and abundance map, we need to enlarge the separation between endmember spectra and shrink the variances of residuals. In this paper, instead of reducing the image dimension, we remove the atmospheric water vapor absorption noise band. Spectral weighting will be introduced in the next section.

Since both the handheld and imagery spectral signal are sensitive to the noise, Savitzky-Golay smoothing filter [29] is used in this paper to remove the high-frequency noise.

2.3. Hierarchical Sparsity Constrained Unmixing

We adopt an interactive framework to extract the image endmember by combining the prior field knowledge with spectral analysis. Due to the effects of variable illumination and other conditions, the spectra captured by hyperspectral imaging illustrate spectral variability, which reduces the accuracy of hyperspectral unmixing. When it comes to distinguishing the similar endmembers such as the discrimination between the corn and weed, this becomes a difficult task. This is because some spectral variability of corn may be easily turned into a spectrum that is highly similar to the weed spectra. Therefore, a weighting spectral method considering the spectral variability is proposed to emphasize the separation of the similar spectrum and to improve the accuracy of the unmixing result.

Generally, to obtain \( M \) and \( S \) of the model in (1), it can be performed by minimizing the difference between \( Y \) and \( MS \) with the non-negativity constraint on \( M \) and \( S \), respectively. The loss function based on the Euclidean Distance is interpreted in the equations below.

\[ J(M, S) = ||Y - MS||_2 = \sqrt{\text{trace}((Y - MS)^T(Y - MS))} \]  

In particular, a simple additive update for \( S \) that reduces the squared distance can be written as

\[ S_i^{(k+1)} = \max\left\{ 0, S_i^{(k)} - \omega^{(k)} \nabla f(\{M_i^{(k)}, S_i^{(k)}\}) \right\} \]
where the \( \omega^{(k)} \) denotes the learning step, and \( \nabla_S f(M^{(k)}_l, S^{(k)}_l) \) is defined as

\[
\nabla_S = M^T(MS - Y) \tag{4}
\]

If \( \omega^{(k)} \) is equal to some small positive number, the equation is equivalent to conventional gradient descent. Lee and Seung derived a multiplicative update rule in which the convergence was proven \[30\]. They set the \( \omega^{(k)} = S_k M^T(MS - Y) \), then the additive update rule of the abundance matrix could be turned into the multiplicative update rule. Likewise, the endmember matrix could also be achieved by modifying multiplicative update rules below.

\[
S \leftarrow S \ast M^T Y / (M^T MS) \tag{5}
\]

\[
M \leftarrow M \ast (YS^T) / (MSS^T) \tag{6}
\]

According to Equation (2), the Euclidean Distance error is equally weighted for all bands, which assumes to have uniform effects. In general, this may not be necessarily true since the experimental results have demonstrated that the weighted spectral unmixing methods generally perform better than the traditional unweighted approaches \[18\]. Therefore, in this paper, a weighted matrix \( A \) is brought into Equation (2) so that the equation can be rewritten as the equation below.

\[
(Y - MS)^T A(Y - MS) \tag{7}
\]

\[
A = \text{diag} \left( \sum_{j=1}^{p} \sum_{m \in C_j} n_j (m - \mu_j) (m - \mu_j)^T \right)
\]

where \( A \) is the diagonal elements of the within-class matrix defined by Fisher. Assuming that there are \( n \) training sample spectral vectors given by \( \{m_i\}_{i=1}^{n} \) for \( p \)-class classification. \( C_j \) with \( n_j \) denotes the number of training sample vectors in the \( j \)th class \( C_j \) and \( \mu_j \) is the mean value of training samples. Then \( A \) is a positive-definite and symmetric matrix. Clearly, the earlier version (2) is seen in particular cases where the weighted matrix is chosen to be the identity matrix. A scale factor is also needed to enlarge the weighting of different bands. In order to turn the equation into non-negative matrix factorization form, we can use \( A^{1/2} \), the square-root form of \( A \), and Equation (8) can be written below.

\[
(Y - MS)^T (A^{1/2})^T (A^{1/2} Y - A^{1/2} MS) (A^{1/2} Y - A^{1/2} MS) = (\tilde{Y} - \tilde{MS})^T (\tilde{Y} - \tilde{MS}) \tag{8}
\]

Except for the endmember spectral variability, we also put the sparsity constraint as a part of objective function for our minimization problem. Note that sparsity constraints have been widely used as an effective tool for hyperspectral unmixing \[31\]. Therefore, the objective function is combined within class spectra constraints, which enlarge the difference of different endmembers and decrease the variability of intra-class endmember spectra and abundance sparsity constraint. The objective function is defined below.

\[
J(M, S) = \| \tilde{Y} - \tilde{MS} \|_2 + \lambda \| S \|_{1/2} \tag{9}
\]

To improve performance in solving Equations (8) and (9), especially for ill-conditioned or badly scaled data and reducing the risk of getting stuck in local minima of a cost function, we develop a hierarchical procedure in which we perform a sequential decomposition of non-negative matrices for hyperspectral unmixing. The mathematical representation of hierarchical structure is formulated in the equation below.

\[
Y = M_1 S_1, S_1 = M_2 S_2, \ldots, S_L = M_L S_L \Rightarrow M = M_1 M_2 \ldots M_L, S = S_L \tag{10}
\]
where the $L$ denotes the layer number. In each layer, the iteration can be updated through the equation below.

\[ S_l \leftarrow S_l \ast M_l^T Y_l / \left( M_l^T M_l S_l + \frac{\lambda}{2} S_l^{-1} \right) \]  \hspace{1cm} (11)

\[ M_l \leftarrow M_l \ast \left( Y_l S_l^T \right) / \left( M_l S_l S_l^T \right) \]  \hspace{1cm} (12)

To avoid getting stuck in local minima, we defined the value of the parameter $\lambda$ below, which is motivated by a temperature schedule in the simulated annealing technique.

\[ \lambda = a e^{-\frac{t}{\tau}} \]  \hspace{1cm} (13)

where $a$ and $\tau$ are constants to regulate the sparsity constraints and $t$ denotes the iteration number in the process of optimization [32]. In each layer, the algorithm will be stopped from either meeting the maximum number of iterations or reaching the stopping criteria of the successive iterations. To accelerate the algorithm, we use Vertex Component Analysis (VCA) as the initial endmember and Fully Constrained Least Square (FCLS) to estimate the abundance matrix set [33]. The reason why using VCA as the initial set is that VCA is a prevalent fast algorithm in hyperspectral unmixing. And through the initial set, we can obtain more accurate results than the random initial set at the same number of iterations.

The flowchart of the proposed method is shown in Figure 2.

Figure 2. Flowchart of the proposed method.

3. Data Acquisition for Verifying the Experiment

In general, experiments of linear unmixing can be verified by two types datasets, which include the simulated image data and the real hyperspectral image data. To verify the effectiveness of the proposed method, we investigate the study site and obtain in situ spectra and hyperspectral image. The geographic information was recorded by GPS. The system of the data acquisition is shown in Figure 3 and the data flow is illustrated in Figure 4.
3.1. Study Site and Ground Data Collection

Our proposed method aims to improve the accuracy of endmember abundance fraction estimation due to the effect of spectral variability. The study site is located in the Jiangxi province. The first site named Data 1 is near Wuyuan, (29.35°N; 118.09°E), dominated by the rice, soft soil, corn, cedar, and water. The ground-cover materials spectra were measured using the FieldSpec Handheld2 Spectroradiometer of Analytical Spectral Devices (ASD) with 751 bands. The ASD has an ability to measure the electromagnetic radiance ranging from 325 nm to 1075 nm with an average spectral resolution superior to 3 nm. The ground-cover material spectral measurements were calibrated using a white reference panel with nearly 100% reflectance at all wavelengths every few minutes to ensure the accuracy of measurement results. Additionally, each sample was repeatedly measured 10 times with the spectroradiometer. The distance between the spectroradiometer and the sample was about 0.5–1.0 m to allow a target area radiance measurement. All sample spectra were measured at the nadir direction of the radiometer with a 25° field of view. Figure 5 shows a study site of Jiangxi where the situ contains rice, corn, and weed.

Figure 3. System of data acquisition.

Figure 4. Data flow of acquisition and process.
Figure 5. Illustration of the first study agricultural site near Wuyuan, Jiangxi Province, China. The site is dominated by the rice, corn, and weed.

3.2. Image Acquisition and Preprocessing

The synthetic image is generated according to the linear mixing model based on Equation (1). The endmember can be obtained from the field or library spectra. The original field spectral data obtained by ASD is 751 bands. However, due to the decreased spectral sensitivity of the sensor at the two ends of the spectral range and due to the atmospheric water vapor absorption, bands 1–76 and 576–751 are blurred. Therefore, the final simulated data set is 499 spectral bands with the wavelength ranging from 400 nm to 900 nm. After determining the endmember matrix, we generate the abundance matrix randomly. In addition, a low pass filter is used to make the abundance variation smoother. To ensure that no pure pixel is present, all the abundance fractions larger than 0.8 are discarded. The synthetic image data set has size $n = 3364$ pixels. To make the scenes more realistic and reasonable, zero-mean white Gaussian noise is added and the signal-to-noise ratio (SNR) is set to 20 dB.

$$SNR = 10 \log_{10} \frac{E[(MS)^T (MS)]}{E[\varepsilon^T \varepsilon]}$$

where $E[\cdot]$ denotes the expectation operator and the $M$ and $S$ matrix parameters are defined in Equation (1).

The real experimental data was captured by Pika XC2 imaging of Resonon, which is a push broom imager designed for the acquisition of visible and near-infrared hyperspectral imagery ranging from 400 nm to 1000 nm with 1.3 nm spectral resolution in September 2017. The second site, which is named Data 2, is shown in Figure 6. The image has 462 channels. Note that channels 1–13 and 385–462 were blurred due to the sensor noise and atmospheric water vapor absorption. As a result, we only used channels 13–384 with the wavelength ranging from 400 nm to 900 nm. Therefore, the final real experimental data is 372 bands. The image was calibrated using a white reference panel and converted from radiance to reflectance.
Figure 6. Illustrate the second study site near Dexing, Jiangxi Province, China. The site is dominated by tidal flats, trees, and water.

Figure 7a shows the original spectra. As mentioned previously, the imagery spectral signal is sensitive to the noise. Therefore, spectral smoothness needs to be further processed. The smooth results of rice, corn, and grass are represented in Figure 7b.

4. Experimental Results and Analysis

To illustrate the accuracy of unmixing results, spectral measurements are used in this paper. The results are evaluated using the spectral angle distance (SAD), the abundance angle distance (AAD), and the root mean squared error (RMSE).

SAD is defined by the equation below.

\[
SAD(m_i, m_j) = \cos^{-1} \left( \frac{\langle m_i, m_j \rangle}{||m_i|| \cdot ||m_j||} \right)
\]  

(15)
where $m_i$ denotes the $i$th endmember spectrum, $\langle m_i, m_j \rangle$ denotes the inner product of the two spectra, and $\| \cdot \|$ denotes the vector magnitude. It is used to compare the similarity of the original pure endmember signatures and the estimated ones.

AAD is used on condition that the abundance fractions are known as prior knowledge. It measures the similarity between original abundance fractions ($s_i$) and the estimated one ($\hat{s}_i$), which is formulated in the equation below.

$$\text{AAD}(s_i, \hat{s}_i) = \cos^{-1}\left(\frac{\langle s_i, \hat{s}_i \rangle}{\|s_i\| \|\hat{s}_i\|}\right)$$  \hspace{1cm} (16)

RMSE is denoted by

$$\text{RMSE} = \sqrt{\frac{1}{Nl} \sum_{i=1}^{N} \sum_{j=1}^{l} \varepsilon_{ij}^2}$$  \hspace{1cm} (17)

where $N$ denotes the total number of pixels, $l$ denotes the total number of spectral bands, and $\varepsilon_{ij} = Y_{i,j} - (MS)_{i,j}$ denotes the error of the $i$th row and the $j$th column between the original and simulated image data. It is used to evaluate the abundance estimates’ error. Since the model errors are likely to have a normal distribution rather than a uniform distribution, the RMSE is a good metric to present model performance [34].

4.1. Simulated Data Experiments

Providing the sub-pixel fraction abundance map of the image’s components is nearly impossible, expensive, and time-consuming. However, the simulated data makes it possible to preset the endmember set and the abundance fraction map as prior knowledge.

In this paper, several scenarios and patterns have been designed to evaluate the performance of the proposed method. In addition, different signal-to-noise ratios have been employed to generate the simulated images.

4.1.1. Synthetic Data Experimental Results

In the first experiment, the endmembers are rice, corn, and weed and the SNR is set to 20. The layer number is 5 and the maximum iteration times in each layer is 1000. Furthermore, we set $\alpha = 0.2$ and $\tau = 10$. Figure 8 shows the unmixing results of the proposed method and the non-weighted L$_{1/2}$ sparsity constrained NMF (L$_{1/2}$S-NMF) method [31]. Among them, the first column is the true endmembers spectra and the second column is the estimated endmembers spectra by the proposed method. The third column is the original abundance map and the last two columns are the estimated abundance map by the proposed method and comparison method, respectively. The abundance fraction map is denoted using a color bar showing color scale. The blue color shows the smallest fraction near zero and the red color shows the highest fraction near one. The variation of the color bar is consistent with the natural spectral wavelength change. Through the comparison, it can be seen that the proposed algorithm performs better than the comparative method especially in the weed abundance fraction estimation. This is because the similarity among the crops and weed is difficult to distinguish by the traditional method, which the crops and weed cannot be the vertices of any convex simultaneously.
Figure 8. Endmember extraction and abundance fraction results estimated by the proposed method and L$_{1/2}$S-NMF.

4.1.2. Influence of SNR

The second experiment presented there aims at evaluating the performance of the methods with different SNR. The SNR varies from 20 to 60. The endmember number is 6. Figure 9 is the SAD and RMSE accuracy assessment results of the proposed algorithm, NMF, and L$_{1/2}$S-NMF. Since the scenarios and patterns of the simulated datasets are randomly generated, it is a good approach to evaluate the goodness and stability of unmixing results by different methods.

From Figure 9, with the increase of the SNR, there is also a decrease of the estimated RMSE errors for all methods while the proposed method shows clear advantages. It should be noted that in Figure 9a, there is a small increase of SAD where the SNR is 50. That is due to the fact that the simulated image abundance is a random series that may produce highly mixed data. However, under this condition, the proposed method still outperforms more than other approaches. Therefore, combining intra-class scatter matrix information with hierarchical sparsity constrained NMF, the proposed algorithm can obtain a good performance in hyperspectral unmixing.

Figure 9. SNR effects on SAD and RMSE: (a) SAD and (b) RMSE.

4.1.3. Influence of Layer Number and Endmember Number

To verify how the layer and endmember number affect the proposed method in hyperspectral unmixing accuracy, we experiment with various layers and endmembers under the same fixed initial condition. In this experiment, the endmember number is set from 4 to 12 and the number of layers...
varies from 1 to 16. It should be noted that the endmember number is known as prior knowledge and the other parameters such as SNR and the total number of iterations keep invariant than previously mentioned. The initial endmember and abundance matrix are extracted by VCA-FCLS, which are the input of the proposed method with different layers. Therefore, with the fixed dataset and initial input parameters, the influence of layers and endmember number on unmixing results can be observed. It is worth mentioning that, when the layer number is one, it can be approximately regarded as the single layer sparsity-based NMF method. We also make a comparison with $L_{1/2}$S-NMF. The parameter of $L_{1/2}$S-NMF is set the same as mentioned in the literature [31]. The results are shown in Table 1. The best accuracy results with different endmember numbers are in bold fonts. From the table, it can be inferred that the best choice of the layer number setting is approximately linear with the endmember number. The AAD accuracy is increased with the layer number. It is true that the error of the hierarchical system may be accumulated layer by layer. However, the AAD error can still be controlled to a degree. The proposed method still outperforms when the method is compared against various endmember numbers.

4.1.4. Influence of Iterations

In this experiment, we intend to find the number of iterations’ effect on final unmixing accuracy. We still fix the initial endmember set. The endmember and layer number are set to 8 and 10, respectively. The iteration in each layer varies from 100 to 3000. Additionally, the other parameters such as lambda or SNR keep invariant. The accuracy results are shown in Table 2. As expected, the best performance regarding of AAD and SAD is obtained with the larger iteration number. Note that there exists a balance between the maximum layer number and accuracy. When the number of iterations ranges from 100 to 200, the accuracy increases drastically. When the number ranges from 400 to 1000, the accuracy increases linearly. Whereas when the iteration number is larger than 1000, the rate of convergence slows down and becomes flat. This is due to the fact that the algorithm converges gradually and has reached the stopping criteria before getting the maximum iteration number. Generally, the number of iterations in each layer is set to 2000.

4.1.5. Time-Consuming with Layer Number

Finally, to conclude this section, we emphasize the computation complexity of the hierarchical sparsity unmixing method considered in this study. For the proposed method, the computational complexity is approximately given by the product of the computational complexity of each layer and the number of iterations. In this experiment, there are $58 \times 58$ pixels and the endmember number and SNR are set to 8 and 25, respectively. Furthermore, the regularization parameters and the whole iterations keep invariant. The time-consuming results versus the layer number is shown in Table 3. Through the results, it can be concluded that, as layer numbers increase, better performance in saving time is shown. This is due to the hierarchical strategy breaking the large matrix into two parts. In the traditional NMF with single layer, the computational cost in one iteration is $O(Lpn)$. However, in the hierarchical strategy, the computational cost in one iteration of the second or latter layer is $O(p^2n)$. Additionally, the value of $p$ is less than $L$. Consequently, it can be inferred that the performance of the hierarchical algorithm in the saving time-consuming process is substantially better than the traditional single layer NMF.

To summarize, the results mentioned above confirm the satisfactory performance of the proposed method in terms of unmixing quality and computational time. The best results are obtained with a proper layer number. Additionally, the proposed method is robust to the different conditions that can affect hyperspectral images.

4.2. Real Hyperspectral Data Experiments

In this section, we use two different scenarios to verify the effectiveness of the proposed method. The images are collected in Jiangxi captured by Pika XC2 imaging of Resonon. We choose 90 pixels
with 30 pixels for each endmember directly from the image. Then an average of the observations in each endmember class is computed, which serves as the reference endmember spectra. Additionally, each endmember spectral class can be served as a weighted matrix to reduce endmember variability effect. The size of the test image is $400 \times 400 \times 372$. Figure 6 shows the other study site of Jiangxi. There are tidal flats, tree, and water in the scene. From the image, it should be noted that on the top right of the spectrum, the shadow among the tree canopy is similar to the water spectrum to some degree. However, in the near-infrared wavelength, the shadow spectrum reserves the property of red edge, which is unique for plants. In other words, except for the similarity of interclass endmember spectra, there also exists intra-class spectral variability. Therefore, the spectral variability of both interclass and intra-class increase the difficulty of hyperspectral unmixing. In this paper, we use the intra-class scatter matrix weighted constraint to decrease the intra-class endmember variability and enlarge the interclass spectral variability. The endmember and layer number is set as 3 and 5, respectively. The iteration in each layer is set to 1000.
Table 1. Comparison of SAD, AAD for HWSU versus layer number and endmember number.

<table>
<thead>
<tr>
<th>layerNUM</th>
<th>Iteration</th>
<th>p = 4</th>
<th>p = 5</th>
<th>p = 6</th>
<th>p = 7</th>
<th>p = 8</th>
<th>p = 9</th>
<th>p = 10</th>
<th>p = 12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AAD</td>
<td>SAD</td>
<td>AAD</td>
<td>SAD</td>
<td>AAD</td>
<td>SAD</td>
<td>AAD</td>
<td>SAD</td>
</tr>
<tr>
<td>16</td>
<td>625</td>
<td>0.454</td>
<td>0.142</td>
<td>0.217</td>
<td>0.107</td>
<td>0.200</td>
<td>0.08</td>
<td>0.315</td>
<td>0.067</td>
</tr>
<tr>
<td>10</td>
<td>1000</td>
<td>0.466</td>
<td>0.137</td>
<td>0.206</td>
<td>0.081</td>
<td>0.192</td>
<td>0.064</td>
<td>0.315</td>
<td>0.072</td>
</tr>
<tr>
<td>8</td>
<td>1250</td>
<td>0.473</td>
<td>0.135</td>
<td>0.201</td>
<td>0.077</td>
<td>0.189</td>
<td>0.063</td>
<td>0.315</td>
<td>0.077</td>
</tr>
<tr>
<td>5</td>
<td>2000</td>
<td>0.493</td>
<td>0.129</td>
<td>0.197</td>
<td>0.075</td>
<td>0.189</td>
<td>0.068</td>
<td>0.314</td>
<td>0.084</td>
</tr>
<tr>
<td>4</td>
<td>2500</td>
<td>0.505</td>
<td>0.126</td>
<td>0.196</td>
<td>0.078</td>
<td>0.189</td>
<td>0.071</td>
<td>0.313</td>
<td>0.085</td>
</tr>
<tr>
<td>2</td>
<td>5000</td>
<td>0.526</td>
<td>0.120</td>
<td>0.196</td>
<td>0.085</td>
<td>0.189</td>
<td>0.079</td>
<td>0.313</td>
<td>0.092</td>
</tr>
<tr>
<td>1</td>
<td>10,000</td>
<td>0.464</td>
<td>0.134</td>
<td>0.204</td>
<td>0.093</td>
<td>0.191</td>
<td>0.084</td>
<td>0.315</td>
<td>0.108</td>
</tr>
<tr>
<td>L_{1/2}-S-NMF</td>
<td>3000</td>
<td>0.987</td>
<td>0.332</td>
<td>1.004</td>
<td>0.142</td>
<td>0.995</td>
<td>0.119</td>
<td>0.994</td>
<td>0.134</td>
</tr>
</tbody>
</table>

The table compares the Average Absolute Difference (AAD) and Standard Absolute Deviation (SAD) for different layer numbers and endmember numbers. The columns indicate the layer number and endmember number, with values for AAD and SAD across iterations for different p values.
Table 2. AAD and SAD accuracy versus iteration times.

<table>
<thead>
<tr>
<th>Iteration Times</th>
<th>100</th>
<th>200</th>
<th>400</th>
<th>500</th>
<th>800</th>
<th>1000</th>
<th>1600</th>
<th>2000</th>
<th>2500</th>
<th>3000</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAD</td>
<td>0.3066</td>
<td>0.3011</td>
<td>0.2963</td>
<td>0.2942</td>
<td>0.2881</td>
<td>0.2789</td>
<td>0.2789</td>
<td>0.2789</td>
<td>0.2789</td>
<td>0.2789</td>
</tr>
<tr>
<td>SAD</td>
<td>0.0673</td>
<td>0.0663</td>
<td>0.0638</td>
<td>0.0635</td>
<td>0.0603</td>
<td>0.0592</td>
<td>0.0568</td>
<td>0.0564</td>
<td>0.0564</td>
<td>0.0564</td>
</tr>
</tbody>
</table>

Table 3. Comparison of time-consuming process for HWSU versus the layer number.

<table>
<thead>
<tr>
<th>Layer Number</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>5</th>
<th>8</th>
<th>10</th>
<th>16</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>iteration</td>
<td>10,000</td>
<td>5000</td>
<td>2500</td>
<td>2000</td>
<td>1250</td>
<td>1000</td>
<td>625</td>
<td>500</td>
</tr>
<tr>
<td>time(s)</td>
<td>16.3722</td>
<td>16.7484</td>
<td>17.6564</td>
<td>14.0589</td>
<td>10.3517</td>
<td>9.3887</td>
<td>8.4127</td>
<td>8.8006</td>
</tr>
</tbody>
</table>

Figure 10 is the unmixing results of the proposed method and the traditional method. The compared methods are geometric-based VCA with fully constrained least square (FCLS) [33], minimum volume constrained non-negative matrix factorization (MVC-NMF) [35], and sparsity constrained non-negative matrix factorization (L1/2S-NMF) [31]. Since the weeds and crops have highly similar diagnostic spectral features, the rice, weed, and corn in Figure 10 are not the vertices of any convex set. Therefore, they cannot be endmember sets simultaneously in the geometric simplex [22]. This is why the traditional unmixing method such as VCA-FCLS and MVC-NMF cannot distinguish them effectively. Note that in Figure 10c,d, the wrong estimation of weed and corn is good evidence to illustrate this phenomenon. On the other hand, the proposed method takes the intra-class endmember variability into account and through the difference within endmember spectral, we make a weighting for each band. Furthermore, a hierarchical sparsity strategy is also used to search the optimal global solution. Then we can obtain a better result than the traditional one especially in distinguishing the corn and weed.

From Figure 11, it can be seen that, in the tree canopy and beach abundance fraction maps, the proposed method estimates better than the traditional method, which is more close to reality. On the water abundance map, all the methods have little error that the shadow of the tree canopy shows the higher faction in these maps. This is due to the fact that the shadow spectra show lower magnitude, which is similar to the water feature. However, it is worth mentioning that the proposed method has a better ability to circumvent the shadow effect than the traditional approach to distinguish these spectra. Tables 4 and 5 illustrate the mean SAD and RMSE accuracy of different algorithms. The lower SAD and RMSE shows the better estimation of reconstructed data. Both the results show that the proposed method can obtain the best result of all.

Table 4. The SAD of unmixing results using HWSU, VCA-FCLS, MVC-NMF, L1/2S-NMF.

<table>
<thead>
<tr>
<th>SAD</th>
<th>HWSU</th>
<th>MVC-NMF</th>
<th>VCA-FCLS</th>
<th>L1/2S-NMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data 1</td>
<td>0.2149</td>
<td>0.4597</td>
<td>0.2873</td>
<td>0.2315</td>
</tr>
<tr>
<td>Data 2</td>
<td>0.1127</td>
<td>0.0796</td>
<td>0.6993</td>
<td>0.6437</td>
</tr>
</tbody>
</table>

Table 5. The RMSE of unmixing results using HWSU, VCA-FCLS, MVC-NMF, L1/2S-NMF.

<table>
<thead>
<tr>
<th>RMSE</th>
<th>HWSU</th>
<th>MVC-NMF</th>
<th>VCA-FCLS</th>
<th>L1/2S-NMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data 1</td>
<td>0.0078</td>
<td>0.0087</td>
<td>0.0124</td>
<td>0.0087</td>
</tr>
<tr>
<td>Data 2</td>
<td>0.0079</td>
<td>0.0121</td>
<td>0.015</td>
<td>0.0201</td>
</tr>
</tbody>
</table>
Based on the real hyperspectral image captured by Pika XC2 imaging of Resonon, the most of the endmember variability can be interpreted by a variation in illumination, which is mainly located in vegetation areas and among trees. Experimental results show that it is feasible to combine the

Figure 10. Abundance fraction results of Data 1 estimated by HWSU, VCA-FCLS, MVC-NMF, L_{1/2}S-NMF: (a) original image, (b) rice, (c) corn, and (d) weed.

Figure 11. Abundance fraction results of Data 2 estimated by HWSU, VCA-FCLS, MVC-NMF, L_{1/2}S-NMF: (a) original image, (b) tree, (c) water, and (d) tidal flats.
Based on the real hyperspectral image captured by Pika XC2 imaging of Resonon, the most of the endmember variability can be interpreted by a variation in illumination, which is mainly located in vegetation areas and among trees. Experimental results show that it is feasible to combine the spectral weighted matrix with hierarchical strategy in reducing the spectral variability effect on unmixing accuracy. Furthermore, the proposed method also outperforms the compared methods.

4.3. Potential Applications

In this experiment, we use the classic hyperspectral image, named Data 3, to illustrate the performance of unmixing methods. The image is captured by Airborne Visible-Near infrared Imaging Spectrometer (AVIRIS) hyperspectral sensor, which is shown in Figure 12. It is located at Cuprite, Nevada USA. The original data has 512 × 614-pixel with 224 bands. The wavelength ranges from 400 nm to 2500 nm, full width at half maximum of 10 nm, and the spatial resolution is 20 m. We use the sub-image data with size 250 × 191. After removing low SNR and water-vapor absorption bands (1–2, 104–113, 148–167, and 221–224), 188 bands are remained. The situation is located in Cuprite Nevada, which is a mineralogical site that has been established as a reference site for hyperspectral and other remote sensing instruments [36–38]. Cuprite is an arid and sparsely vegetated place along the California-Nevada border near Death Valley. It contains sulfates (K-Alunite, Jarosite, etc.), Kaolinite group clays (Kaolinite, Dickite, etc.), Carbonates (Calcite, Calcite+montmorillonite), Clays (Na-Montmorillonite), and other minerals. Since the spectral variability matrix is hard to obtain from the image, we define the weighted matrix as the unit matrix. According to the reference [31], we set endmember and layer number as 10 and 8, respectively, and part of unmixing results are shown in Figure 13. The blue solid lines illustrate the original spectra from the USGS library and the orange dotted lines are spectra extracted by the proposed method. Clearly, the endmember spectra extracted by the proposed method are in good accordance with USGS library. Tables 6 and 7 show the SAD and RMSE accuracy generated by the proposed method and compared ones, which are L1/2S-NMF and VCA, respectively. It can be seen that the proposed method can extract better endmember and abundance estimation results versus the traditional approaches.

![Figure 12. Subimage of Cuprite data (band 80).](image-url)
Figure 13. Original spectral signatures (blue solid lines) and estimated ones by HWSU (orange dotted lines).

Table 6. Comparison of SAD on Cuprite data by HWSU, L1/2S-NMF and VCA.

<table>
<thead>
<tr>
<th></th>
<th>HWSU</th>
<th>L_{1/2}S-NMF [31]</th>
<th>VCA [31]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alunite</td>
<td>0.0827</td>
<td>0.1660</td>
<td>0.1016</td>
</tr>
<tr>
<td>Andradite</td>
<td>0.1257</td>
<td><strong>0.0545</strong></td>
<td>0.0715</td>
</tr>
<tr>
<td>Buddingtonite</td>
<td>0.13395</td>
<td>0.1626</td>
<td>0.1317</td>
</tr>
<tr>
<td>Buddingtonite</td>
<td>0.1070</td>
<td><strong>0.0918</strong></td>
<td>0.0988</td>
</tr>
<tr>
<td>Kaolinite</td>
<td>0.0666</td>
<td>0.1292</td>
<td>0.1357</td>
</tr>
<tr>
<td>Montmorillonite</td>
<td>0.1270</td>
<td>0.1206</td>
<td>0.1357</td>
</tr>
<tr>
<td>Muscovite</td>
<td>0.0677</td>
<td>0.1292</td>
<td>0.1349</td>
</tr>
<tr>
<td>Nontronite</td>
<td>0.1416</td>
<td><strong>0.0850</strong></td>
<td>0.0920</td>
</tr>
<tr>
<td>Pyrope</td>
<td>0.0497</td>
<td>0.0596</td>
<td>0.1257</td>
</tr>
<tr>
<td>Sphene</td>
<td>0.0656</td>
<td>0.1002</td>
<td>0.0794</td>
</tr>
<tr>
<td>mean</td>
<td>0.1029</td>
<td>0.1114</td>
<td>0.1213</td>
</tr>
</tbody>
</table>
Table 7. The RMSE of unmixing results using HWSU, VCA-FCLS, MVC-NMF, $L_{1/2}$-S-NMF.

<table>
<thead>
<tr>
<th></th>
<th>RMSE</th>
<th>HWSU</th>
<th>VCA-FCLS</th>
<th>$L_{1/2}$-S-NMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data 3</td>
<td>0.0055</td>
<td>0.0065</td>
<td>0.0068</td>
<td></td>
</tr>
</tbody>
</table>

Results from Cuprite data confirms that the proposed method can extract different endmember signatures in the observed scenes accurately without weighted spectral variability matrix.

5. Discussion

As summarized in published research [39,40], hyperspectral unmixing approaches can be categorized into geometric, statistical, and sparse regression-based algorithms. To some degree, the proposed method is closely linked to the minimum volume method through its geometric interpretation, which is easy to understand. It is intuitive because if the volume of simplex becomes large, the observed pixels become less sparse [31]. Additionally, through the abundance sparsity constraint, the abundance maps can be more accurately recovered.

From the experimental results, several issues should be noted. First, endmember spectra from the field can be controlled well and measured accurately, but they may not match those in the image due to differences in sensors, atmospheric effects, and illumination conditions. This is the reason why it is impossible to obtain the same high accuracy result of simulated data and real hyperspectral data. Furthermore, linear mixing model excludes the nonlinear effects caused by the complex canopy structures and possible multi-reflection effects. The combination of the intra-class scatter matrix endmember spectra in a single analysis improved the accuracy of similar terrain covering endmember spectral extraction and abundance estimation in each scenario.

Second, for all scenarios and all noise levels, the traditional linear unmixing methods provided the least accurate abundance fraction estimates. As commonly accepted, this is due to the high similarity between the weed and crops spectra, which is evident from Figure 7 and intra-class spectral variability. This results in unstable model inversion. Using a weighted matrix makes it possible to enlarge the separation between endmember spectra and shrinks the variances of residuals. On the other hand, the selection of lambda is also an open theoretical issue. In the research [41], it sets the lambda value based on the sparseness criteria, which is highly dependent on the sparsity of the material abundances. In addition, the method is widely used in other unmixing methods [31]. However, in this paper, we refer to the research [32] to define the value of lambda. Additionally, through the experimental results, it outperformed traditional sparsity criteria in the hierarchical sparsity constraint unmixing method.

Third, it is an open theoretical issue to prove mathematically or explain more rigorously why the hierarchical or multilayer distributed NMF system results in considerable improvement in performance and reduces the risk of getting stuck in local minima. An intuitive explanation is that the multilayer system provides a sparse representation of basis matrices $M_i$. In other words, even a true basis endmember matrix is not sparse, it can still be represented by a product of a sparse factor. Furthermore, experiments have shown that using hierarchical sparsity strategy can considerably improve the performance especially if a problem is ill-conditioned or data are badly scaled and projected gradient algorithms are used [32].

Fourth, the fittest layer number to obtain the best accuracy results needs to be further researched. Take the Section 4.1.3 simulated experiment with specific 10 endmembers as an example. We have conducted the experiments at least 120 times with the weighed matrix as the unit matrix. In each synthetic data, the best SAD accuracy with layer number was counted. From the result, it indicated that the fittest layer number for the SAD result might be 12, which has got 24 times among the 120 kinds of synthetic data. Then it might be 22, 30, and 16. All of them are larger than the endmember number. It seems that the fittest layer number are more likely larger than the endmember. However, it should be noted that when the layer number is too big, it may raise errors in abundance estimation,
which is mentioned in Section 4.1.3. On the contrary, we also conducted the similar experiment with eight endmembers. And compared with 10 endmembers, there is a big probability to get the best results in eight and five layers, which are equal to or a somewhat smaller than the endmember number. The other relationship between the endmember number and the layer number is analogous to this condition. Furthermore, the results of the other layer number are also acceptable even though they are not the optimal solution. Therefore, when it comes to determining the layer number, a value ranging from 0.5 to 2 times of the endmember number may be a good choice.

Fifth, when it comes to selecting a methodology to apply, an important aspect that end-users always take into account is how feasible it is to quickly apply the methodology, how many input parameters are involved, how difficult it is to set them to obtain appropriate results, how much prior knowledge is needed in order to run each technique, and what the main caveats are when running the algorithms [7]. This paper uses the field or laboratory spectra to estimate the similarity endmembers’ abundance and the model is easy to understand. If it is hard to obtain field spectra for establishing a weighted matrix of endmember variability, this information could be directly extracted from the image. Through the visual observation and prior knowledge, we can choose the specific area of the image to extract spectra as a reference spectral matrix. Note that the endmembers extracted from the image have an advantage over library or field endmembers because they are collected under nearly the same conditions as the image. In this way, we can both obtain the reference endmember matrix and the weighted matrix. Furthermore, the input parameters are also simple to implement. The effectiveness of the proposed method has been verified by the simulated and real hyperspectral image and the application can be expanded to monitor glacier or other applications. Superior to the supervised algorithm, the proposed method only uses the partial intra-class endmember similarity information to make a weighting on each band, which will enlarge the separation of similar spectra and to obtain better unmixing results. For another, if it is hard to obtain the intra-class endmember similarity information especially if there’s no prior knowledge at all. Yet, we can reset the weighted matrix as the unit matrix. Furthermore, the hierarchical non-negative matrix factorization has been proven effective and applied on signal processing and other areas [32]. Therefore, the proposed method can be applied on the other dataset. In addition, we intend to further stimulate efforts to merge the different conceptual approaches—iterative mixture analysis cycles, feature selection, spectral transformations, and spectral model—to reduce endmember variability effect and enhance unmixing accuracy.

6. Conclusions

Spectral variability has been under-researched in recent years. Experimental data were used to familiarize readers with the positive effects that endmember spectral variability reduction techniques can have on subpixel fraction estimate accuracy. However, in some environments or for some applications, similarities of different endmembers of interest provides an additional difficulty for obtaining accurate estimation or classification results. The weighted matrix makes it possible to emphasize the different bands in distinguishing similar endmembers. In addition, five basic principles aiming to reduce the spectral variability’s effect should also be considered. The integration of different methods is a prerequisite for the effective mitigation of endmember spectral variability.

This research took spectral variability into consideration to unmix hyperspectral images. We used field-measured or lab-measured spectra as prior knowledge and computed the within-class scatter matrix as a weighted matrix of the image. In contrast with previous supervised approaches, the proposed method only used the prior knowledge as each band’s weighted matrix rather than a fixed endmember input. In addition, the hierarchical sparsity is also considered and aims to obtain better unmixing results. Therefore, it is feasible to examine the suitability of unmixing results by comparing the different methods.

To verify the proposed algorithm, experiments with simulated and real-world hyperspectral image data were conducted. The spectral curves and abundance map results confirmed the effectiveness of hyperspectral unmixing (HU) particularly in the presence of noise corruption, low purity levels,
and similar endmember conditions. Considering the RMSE, SAD, and AAD of the obtained abundance maps, the proposed HWSU method outperformed VCA-FCLS, MVC-NMF, and L1/2S-NMF and was compatible with the simulated and in situ observations.
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