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Nowcasting Surface Solar Irradiance with AMESIS via Motion Vector Fields of MSG-SEVIRI Data
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Abstract: In this study, we compare different nowcasting techniques based upon the calculation of motion vector fields derived from spectral channels of Meteosat Second Generation—Spinning Enhanced Visible and InfraRed Imager (MSG-SEVIRI). The outputs of the nowcasting techniques are used as inputs to the Advanced Model for Estimation of Surface solar Irradiance from Satellite (AMESIS), for predicting surface solar irradiance up to 2 h in advance. In particular, the first part of the methodology consists in projecting the time evolution of each MSG-SEVIRI channel (for every pixel in the spatial domain) through extrapolation of a displacement vector field obtained by matching similar patterns within two successive MSG-SEVIRI data images. Different ways to implement the above method result in substantial differences in the predicted trajectory, leading to different performances depending on the time interval of interest. All the nowcasting techniques considered here systematically outperform the simple persistence method for all MSG-SEVIRI channels and for each case study used in this work; importantly, this occurs across the entire 2 h period of the forecast. In the second part of the algorithm, the predicted irradiance maps computed with AMESIS from the forecasted radiances, are shown to be in good agreement with irradiances derived from MSG measured radiances and improve on numerical weather model predictions, thus providing a feasible alternative for nowcasting surface solar radiation. The results show that the mean values for correlation, bias, and root mean square error vary across the time interval, ranging between 0.94, −1 W/m², 61 W/m² after 15 min, and 0.73, −18 W/m², 147 W/m² after 2 h, respectively.
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1. Introduction

Short-term forecast of cloud cover still poses a challenge to the scientific community, due to the inherent complexity and non-linearity of cloud motion in atmosphere [1–7]. This topic is of relevance to many fields, including solar energy production [4,8–12], since the presence of clouds has a significant impact on the stability and energy production of solar plants, causing dangerous fluctuations and
great reduction to power supply [5]. Hence it is crucial to accurately monitor and forecast the position and trajectory of cloudy systems on very short-time scales. In the scientific literature this is referred to as nowcasting, i.e., short-term forecasting up to a few hours ahead (typically 0–2 h).

Many approaches for nowcasting have been proposed, which can be generally classified as statistical or physical/deterministic. Statistical techniques rely on a training process based on past datasets, and learn how to infer the evolution of weather parameters through identification of historical patterns. The simplest of these approaches is the persistence method, for which the current status is projected as is to the future; other statistical techniques include, but are not limited to, multivariate regression and neural network [13–15]. Among the physical approaches, cloud tracking techniques are applied by processing images from geostationary satellites [5,16–18], total sky imagery [19] or using other ground sensors [20]. In particular, satellite-based methods allow for global coverage, and high quality images are nearly continuously available. Satellite imagery is currently exploited to derive Atmospheric Motion Vectors [21] (AMVs, i.e., wind vector) as well as Cloud Motion Vectors (CMVs) [22–24]; these are obtained by analysing successive satellite images searching for the same features and to extrapolate the future trajectory on the basis of the recent past motion. The feature matching among subsequent images is performed by maximizing a pre-determined measure of similarity, which is typically either a correlation coefficient or the inverse of a mean square error. This technique was first implemented in [5] using a cross-correlation coefficient, similarly to [16], showing an improvement over the simple persistence method. In [17] a cloud-tracking technique is applied to Meteosat images using a probabilistic prediction for the cloud cover; many improvements have been proposed since then [18,25–27]. In [28,29] a variational method is used to minimise an energy like objective function incorporating the relevant features of the images analysed, while in [30] a disparity vector field for each pixel is used to perform the forecast. A huge body of literature can also be found on similar approaches, referred to as optical flow methods (see pioneer works [31,32]), which are typically applied in computer vision techniques; in practice these methods consist in the estimation of the distribution of brightness patterns of an image. A comprehensive description and analysis of these methods can be found in [4], in which an hybrid approach combining block-matching methods [16,33,34] and variational optical flow is implemented.

In this work, we exploit observations from Spinning Enhanced Visible and InfraRed Imager (SEVIRI) aboard the Meteosat Second Generation (MSG) geostationary satellite. We perform nowcasting of MSG-SEVIRI IR/VIS channels up to 2 h, by deriving motion vector fields in analogy to optical flow methods and cloud motion vector techniques. The forecasted radiances are then used as inputs to the Advanced Model for Estimation of Surface solar Irradiance from Satellite (AMESIS) [35] to predict surface solar irradiance maps. We extrapolate the motion with three different methods, compute the forecasted irradiance with AMESIS (using the forecasted radiances as input), and compare against the observed irradiance, derived with AMESIS from MSG measured radiances. To evaluate the degree of accuracy, we also include in the comparison the irradiance obtained with benchmarking methods such as simple persistence and the Weather Research and Forecasting (WRF) model [36] (see Appendix A for further details on the implementation of the model in this context). We emphasize that in this work we directly forecast MSG-SEVIRI IR/VIS radiances, while previous implemented satellite-based methods [37–41] generally pre-process the satellite images (e.g., to derive cloud index or cloud optical thickness maps), which then undergo an advection process to forecast the future position of cloud patterns. To summarise, the rationale for this work is twofold: i) to investigate and compare the performances of three variants of cloud motion technique, applied directly to the radiances measured by MSG-SEVIRI channels and ii) to define a self-consistent methodology providing nowcasting (up to 2 h) of surface solar irradiance maps, based on the integration of advection techniques and AMESIS.

The paper proceeds as follows: in Section 2 we present the methodology adopted in this work, by firstly (Section 2.1) analysing and comparing three variants of the cloud motion technique (used here to advect the radiance values of MSG-SEVIRI channels) and secondly (Section 2.2) by describing the AMESIS model used here to nowcast irradiance. In Section 3 we compare the statistical performances
of each nowcasting variant previously discussed, and use the most accurate one for predicting solar irradiance maps with AMESIS; the results are then evaluated against the AMESIS-based MSG measurements and the WRF-based irradiance forecast. In Section 4 we finally draw our conclusions.

2. Materials and Methods

The method we use to forecast solar irradiance at the surface exploits the image data produced by the SEVIRI radiometer aboard the MSG geostationary satellite. MSG-SEVIRI scans the Earth’s full disk every 15 min, representing a valuable resource for cloud monitoring and tracking. SEVIRI is a multispectral imager, featuring twelve bands from the Visible (three channels) to the InfraRed (nine channels) regions of the electromagnetic spectrum. Here, we only consider the eleven channels with 3 km sub-point satellite resolution, thus neglecting the 1 km High Resolution Visible (HRV) channel. While the methodology could be easily extended to incorporate the HRV data, we decided not to for a fair comparison with the WRF model, that is run on a 3 km × 3 km grid.

The variables adopted in this work to seed the nowcasting process are the radiance $L_e$ from the first three (VIS/NIR) channels and the brightness temperature $T_b$ from the eight (IR) channels; in this work we shall henceforth refer to both $L_e$ and $T_b$ as ‘radiances’, unless specified otherwise. Every pixel within the spatial domain under analysis is therefore associated with eleven values, corresponding to three $L_e$ and eight $T_b$. Based on these data at time $t_0$ and previous time $t_0 - \Delta t$ (with time interval $\Delta t = 15$ min), the aim is to perform a forecast of $L_e$ and $T_b$ for each pixel, at subsequent times $t_0 + n\Delta t$ (with integer values $1 \leq n \leq 8$), i.e., up to 2 h ahead. The predicted values for $L_e$ and $T_b$ are then used as inputs into AMESIS, to produce surface solar irradiance forecast every 15 min, with 2 h time horizon. We analysed day-time scenarios, selecting the following 24 days in 2017: 01-02-03-11-14-15-24-25-26-27-28 April; 01-03-10-11-12-22-31; June 04-10-25-27-28-30 May. For each of these days we provide nowcasting in two temporal intervals, i.e., during the morning (between 08:15 and 10:00 UTC) and in the afternoon (between 13:15 and 15:00 UTC), using SEVIRI data at 07:45 (This time corresponds to $t_0 - \Delta t$ in the nowcasting scheme described in Section 2.1) and 08:00 (This time corresponds to $t_0$ in the nowcasting scheme described in Section 2.1) UTC for the morning, and 12:45 (This time corresponds to $t_0 - \Delta t$ in the nowcasting scheme described in Section 2.1.) and 13:00 (This time corresponds to $t_0$ in the nowcasting scheme described in Section 2.1) UTC for the afternoon. The nowcasting of solar irradiance is therefore provided every 15 min and up to 2 hour time horizon, for the whole set of 48 case studies. We tested our methodology on a geographic area including most of the Italian peninsula, within the ranges of North latitude [37.5°, 46.1°], and East longitude [7.5°, 18.2°]. The method is applied on the entire domain consisting of 79616 pixel (311 × 256), with approximately 4 km × 5 km typical resolution in the considered latitude range. The statistical analysis however focuses on a central inner grid (257 × 202 pixel) for reasons due to boundary conditions, as explained in Section 2.1.

In this section, we describe the algorithm used throughout this work, which essentially rests upon (i) a nowcasting scheme to predict the radiances on each channel and for every pixel of the spatial domain of interest, and (ii) the AMESIS product to calculate the solar irradiance for the corresponding pixels, based on the input forecasted values of $L_e$ and $T_b$. It is worth mentioning that the two parts are self-consistent: the first one (the nowcasting scheme, discussed in Section 2.1) yields forecasted values of $L_e$ and $T_b$, by means of advection techniques applied to the MSG-SEVIRI channels, while the second one (the AMESIS package described in Section 2.2) is a stand-alone model designed to monitor and calculate solar irradiance maps at the surface. We emphasize that the novelty feature in this work is twofold. On one hand we describe and compare different nowcasting techniques to directly advect $L_e$ and $T_b$ for every MSG-SEVIRI channel, whereas previous works focus on the advection of a posteriori derived features, such as the cloud index. On the other hand, the AMESIS software is proved to work in nowcasting mode, rather than real-time monitoring (as already demonstrated in [35]). We should further stress that while nowcasting of irradiance is usually performed by projecting the irradiance maps forward in time, in this work the irradiance forecast is calculated on the basis of the predicted values of $L_e$ and $T_b$. 
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2.1. Part I: The Nowcasting Process

The general approach to extrapolate the future motion of clouds, based upon matching the same feature between two (or more) consecutive data images, can be implemented in several ways, depending upon the required level of optimisation and the selected correlation criterion among the features. To derive displacement vectors to forward the trajectory of clouds in time and space, we adopt a technique that is similar in spirit to an optical flow method, however implementing a few refinements, which are discussed below. The core of the proposed nowcasting technique consists in extrapolating the time and spatial evolution of radiance maps (for each of the eleven channels taken into account) by projecting the motion observed between the actual time \( t_0 \) and the previous time step \( t_0 - \Delta t \).

Let us first describe the method to find the displacement between times \( t_0 - \Delta t \) and \( t_0 \). For each channel we initially select a squared ‘target’ area in the data image at time \( t_0 - \Delta t \), and a wider squared ‘search’ area (surrounding symmetrically the target area region) in the image at time \( t_0 \); the sizes of target and search areas are defined from the outset. To find the displacement of the pixel centered within the target area, between times \( t_0 - \Delta t \) and \( t_0 \), we follow a variational procedure. This consists in finding—inside the search area at time \( t_0 \)—the target area that minimises the Mean Square Error (MSE) against the target area at time \( t_0 - \Delta t \). This process then yields the displacement vector from the pixel located in the center of the target area at time \( t_0 - \Delta t \), to the central pixel of the matching target area at time \( t_0 \) (see Figure 1). Finally, by scanning over the whole spatial domain, and iterating this process, we derive a displacement field for all pixels. Importantly, the size of the target and search areas are dependent upon each other; we found the optimum values to be 5 and 19 pixels for each side of the square-shaped target and search areas, respectively. The chosen target size is a good compromise for capturing large structures motion as well as small details dynamics; besides, the search area size allows for those features to travel at a reasonable maximum speed [42]. Please note that in our approach there is no distinction between clear and cloudy pixels (i.e., no cloud mask is used in the process); the algorithm relies solely on the radiance maps measured by SEVIRI, unlike previous works that deal with specific a posteriori derived parameters (e.g., cloud optical thickness or cloud index).

![Figure 1](https://example.com/figure1.png)

**Figure 1.** Graphical example of the iterative minimisation process to find the displacement vector field between time \( t_0 \) and the previous time step \( t_0 - \Delta t \). The Mean Square Error is computed between the radiances within the central target area at time \( t_0 - \Delta t \) (solid line, 5 × 5 pix) and each similar-shaped target area at time \( t_0 \) within the surrounding search area (dot-dashed line, 19 × 19 pix). In this example the matching target area at time \( t_0 \) (dot-dashed line, 5 × 5 pix) is found to minimise the MSE; the displacement vector then connects the central pixels within the corresponding target areas.

A few technical issues may arise when applying the technique as above. Firstly, it is unlikely that the variational procedure will yield a one-to-one correspondence, as it may occur that the same
target area at time $t_0$ matches several target areas at time $t_0 - \Delta t$. As a consequence, some pixels may be allocated with several radiance values whereas others remain ‘empty’; this non-injectivity issue is circumvented by using the mean of the several allocated radiance values in the first case, while reassigning the corresponding value from the previous time step and averaging over the neighbour pixels in the second case, respectively. While this may result in a somewhat crude approximation, we typically find that only a low percentage (less than 5%) of the pixels are affected by the above degeneracy. Secondly, cloudy systems may enter the considered spatial domain from outside the grid borders; to overcome this issue we define and focus on a smaller inner grid (which is the area of interest) within the analysed spatial domain, so that cloudy systems along the outer edges are usually buffered by the borders surrounding the inner area of interest.

The first step described so far strongly depends on the choice of the size of target and research areas, as well as the type of similarity measurement criterion for computing the correlation (here defined as the MSE). The second step features different ways to extrapolate the subsequent motion for every pixel, each of these leading to a different outcome. We now describe how these differences arise. At the end of the variational process discussed above, each pixel may be actually associated with a \( \text{in} \) and a \( \text{out} \) displacement vector, referring to the incoming direction of the radiance value entering the pixel and the outgoing direction of the radiance value leaving the pixel, respectively (Figure 2a). In case these two displacements differ (as in the example shown in Figure 2a), the forwarded trajectory becomes dependent on the type of displacement one decides to carry on in order to extrapolate the future motion. To take this subtlety into account, we have investigated and compared three types of forecast, here referred to as \( \text{out} \), \( \text{in} \) and \( \text{hybrid} \) (Figure 2b).

![Figure 2](image)

**Figure 2.** Left panel (a) Schematic of a possible outcome of the variational procedure, between time $t_0 - \Delta t$ and $t_0$: in this example the radiance value relative to the diamond shaped pixel at time $t_0 - \Delta t$ is assigned to the pixel pointed by the \( \text{out} \) displacement vector (filled red arrow) at time $t_0$, and replaced by the incoming radiance along the \( \text{in} \) displacement vector (hollow green arrow). Right Panel (b) the radiance value allocated to the diamond shaped pixel in the previous time step (a) can be displaced in the following time step ($t_0 + \Delta t$) in three possible ways, i.e., along the \( \text{out} \) (filled red arrow), \( \text{in} \) (hollow dashed arrow) or \( \text{hybrid} \) (filled two-headed arrow) direction. See main text for details.

In the \( \text{out} \) type, we can think of the grid as a fixed frame of reference and for each pixel consider only the outgoing (\( \text{out} \)) displacement. In this framework, which is closely related to the Atmospheric Motion Vector approach, each location can be thought as associated with a definite intensity and direction of a local wind, and consequently each radiance value is displaced accordingly. This approach
is implemented by iterating the following equation, where \( \Delta y_{(ij)}^{(\text{out})} \) and \( \Delta x_{(ij)}^{(\text{out})} \) are the components (over the latitude and longitude directions, respectively) of the outgoing \((\text{out})\) displacements of the radiance from the pixel location \((i,j)\):

\[
T_b(i + \Delta y_{(ij)}^{(\text{out})}, j + \Delta x_{(ij)}^{(\text{out})}, t_0 + n\Delta t) = T_b(i, j, t_0 + (n - 1)\Delta t) \tag{1}
\]

Please note that the indices span the ranges \(1 \leq i \leq 256\) and \(1 \leq j \leq 311\) within the spatial domain of interest. In the \(\text{in}\) type, we deal with a moving frame of reference, as we closely follow the path of each radiance value starting from the initial incoming \((\text{in})\) displacement. In this framework, each radiance value can be thought of as a particle featuring its own motion, and the iteration describing its evolution is as follows (where \(\Delta y_{(ij)}^{(\text{in})}\) and \(\Delta x_{(ij)}^{(\text{in})}\) are obtained by averaging over the several \(\text{in}\) displacements found in the variational procedure, and refer to the incoming \((\text{in})\) displacements):

\[
T_b(i + n\Delta y_{(ij)}^{(\text{in})}, j + n\Delta x_{(ij)}^{(\text{in})}, t_0 + n\Delta t) = T_b(i + (n - 1)\Delta y_{(ij)}^{(\text{in})}, j + (n - 1)\Delta x_{(ij)}^{(\text{in})}, t_0 + (n - 1)\Delta t) \tag{2}
\]

The third type, \(\text{hybrid}\), is a linear combination of the \(\text{out}\) and \(\text{in}\) ones, based on a displacement for each pixel obtained as the mean of the incoming and outgoing displacements (i.e., \(\Delta y_{(ij)}^{\text{hybr}} = [\Delta y_{(ij)}^{(\text{in})} + \Delta y_{(ij)}^{(\text{out})}]/2\) and \(\Delta x_{(ij)}^{\text{hybr}} = [\Delta x_{(ij)}^{(\text{in})} + \Delta x_{(ij)}^{(\text{out})}]/2\)), yielding the following equation:

\[
T_b(i + \Delta y_{(ij)}^{\text{hybr}}, j + \Delta x_{(ij)}^{\text{hybr}}, t_0 + n\Delta t) = T_b(i, j, t_0 + (n - 1)\Delta t) \tag{3}
\]

It should be noticed that in all former equations the brightness temperature \(T_b\) is to be replaced by the radiance \(L_r\) when considering the VIS/NIR bands. For each variant presented above, we also consider its smoothed counterpart: this is derived by averaging (every time step) the radiance value in each pixel with its surrounding eight neighbours. In Section 3 we demonstrate that the above three variants (together with their smoothed counterparts) lead to an overall good agreement with SEVIRI measurements, within the first two hours of forecast horizon.

### 2.2. Part II: AMESIS

The second part of the algorithm discussed in this work is based on AMESIS; in this section we therefore provide a brief overview of this model (for further details see [35]). As discussed in Section 2.1, the first part of the solar irradiance nowcasting algorithm yields the predicted values for radiance on each of the eleven SEVIRI spectral channels and for every pixel within the spatial domain under analysis; the second part, entirely based on AMESIS, takes as inputs the predicted \(L_r\) and \(T_b\), and computes estimates for surface solar irradiance values at each pixel location. AMESIS was proved to work for surface solar irradiance monitoring purposes in the region 33–60 degrees North and 11–30 degrees East, for every season, different sun zenith angles, radiance ranges and albedo. AMESIS exploits MSG-SEVIRI data, ingesting near-real-time 15 min resolution SEVIRI spectral images. In this work, the use of AMESIS has been extended to nowcasting, i.e., by ingesting predicted values of SEVIRI radiance to provide surface solar irradiance forecast within 2 h time horizon. AMESIS starts with the pixel classification as clear, cloudy, partially cloudy, or affected by aerosol presence, exploiting Cloud Mask Coupling of Statistical and Physical methods (C-MACSP) algorithm [43]. Except for pixels detected as clear, the model retrieves the microphysical optical parameters for clouds or aerosol. Subsequently the model retrieves the surface solar irradiance on the basis of look-up tables that are periodically updated. Therefore AMESIS incorporates the effects due to aerosol, overcast and partially cloudy coverage; the retrieval of surface temperature, total integrated water vapour, cloud and aerosol microphysical parameters is fulfilled by using VIS and IR SEVIRI channels, whereas surface solar irradiance can be retrieved either with the low-resolution VIS channels or through the HRV, depending on the desired resolution. As anticipated earlier, the SEVIRI-HRV channel is not used here, and thus
AMESIS is run in low-resolution mode, allowing direct comparison with the WRF model output, also implemented on a 3 km × 3 km grid.

3. Results and Discussion

The treatment discussed in Section 2.1 is based solely on simple advection of the MSG-SEVIRI channels, thus neglecting convective processes as well as dissipative mechanisms. For this reason the quality of the algorithm has been evaluated by selecting a dataset mainly featuring broken clouds, avoiding unstable atmospheric conditions possibly causing convective initiation. We emphasize that the selected conditions (partially cloudy) heavily affect the stability of photovoltaic systems, due to rapid changes in the solar irradiance intensity.

The output of the first part of the algorithm is analysed by comparing the six variants discussed in Section 2.1, against the MSG-SEVIRI measured values; we also include in the comparison the simple persistence model (here implemented by keeping the $t_0$ MSG-SEVIRI channels radiance values across the entire time interval). Figure 3 shows the statistical analysis by means of the Root Mean Square Error (RMSE), Mean Bias Error (MBE) and Correlation for the two visible channels (Ch. 1, 2), the near-infrared (Ch. 4) and two infrared channels (Ch. 6, 10). In this work the BIAS is computed as the mean of the differences between the forecast and MSG measured radiances for every pixel; the MBE is obtained as the average of the BIAS over the whole sample of 48 case studies. It is worth noticing that these channels are the most relevant ones for the calculation of the solar irradiance through AMESIS. The simple persistence model is outperformed (in terms of both RMSE and Correlation) by all the other methods, at all times within the forecast interval. The improvement relative to the persistence model is negligible at the first nowcasting time step (i.e., after 15 min) and increases with time. Figure 3 shows that the hybrid smooth is the most performing among the variants in terms of RMSE and Correlation; for all channels the correlation ranges between the maximum value of 0.97 and the minimum value of 0.7 within the 2 h of prediction. However the hybrid smooth reveals a relatively higher bias compared to the other variants, while the in variant minimises the BIAS for the visible bands (Ch. 1, 2). We point out that the analysis is based on the average over the whole dataset (48 case studies) considered in this work, and concerns the estimate of radiances in each pixel and for every SEVIRI channel. Finally, the first stage of the algorithm (i.e., the nowcasting process) revealed the following: (i) all of the variants used here show very good agreement with the MSG-SEVIRI measured values of radiances for each channel (e.g., correlation is greater than 0.7 even after 2 h of nowcasting); (ii) all the methods clearly show very similar trends, improving on the predictions provided by the simple persistence model; (iii) relative to the visible bands (Ch. 1–2) the hybrid smooth and the in approaches are the most performing variants in terms of RMSE/Correlation and Bias, respectively. For the reasons above, in the second part of the algorithm we use both in and hybrid smooth based outputs, as inputs in AMESIS for the estimation of surface solar irradiance.

To characterise the second part of the algorithm (described in Section 2.2) and evaluate its performance, we have selected three particular case studies: these feature the lowest (10 June 2017, afternoon), intermediate (25 June 2017, morning) and highest (28 June 2017, morning) RMSE value for the forecasted radiances of the SEVIRI visible channels, according to the hybrid smooth performance in the nowcasting scheme analysis. We therefore expect a direct relation with the AMESIS solar irradiance output, such that the aforementioned case studies will prove to be the best, intermediate, and worst irradiance forecast within the dataset, respectively. In Figure 4 we report the statistical analysis for the above case studies, comparing the irradiance predicted by means of the hybrid smooth and in nowcasting approaches against the benchmark models of simple persistence and WRF. The statistical measures are evaluated with respect to the irradiance calculated through AMESIS based on the MSG-SEVIRI measured radiances. We should also point out that solar irradiance predictions based on hybrid smooth, in and simple persistence approaches are obtained through AMESIS by using the corresponding forecasted radiances values as inputs, whereas the WRF solar irradiance is computed within the code using the model atmospheric variables to solve a parametrized radiative transfer
We include the WRF prediction in the comparison analysis in order to quantify the potential improvement by using the nowcasting approach within the first two hours of forecast, instead of the WRF prediction. The WRF irradiance predictions are available on a hourly basis, at specific times, i.e., at 14:00 UTC and 15:00 UTC for the afternoon case on the 10 June 2017 and 09:00 UTC and 10:00 UTC for the morning cases on the 25 June 2017 and 28 June 2017. We compared the above against the time collocated nowcasting-based AMESIS predictions; the times selected for the comparison correspond to the 3rd (08:45 or 13:45 UTC) and 7th (09:45 or 14:45 UTC) temporal step of the hybrid smooth/in nowcasting process, i.e., after 45 and 105 min, respectively. The results shown in Figure 4 reveal the following: (i) the predictions based on the hybrid smooth method are more accurate than the predictions based on the in method; (ii) the irradiance forecasted with the benchmarks models feature a systematically higher RMSE and lower Correlation, at all times and in each case study; (iii) the correlation relative to the nowcasting methods proposed in this work is relatively stronger across the entire time interval; in the worst case scenario (28 June 2017) it reaches the lowest value of 0.52 only after two hours of forecast, whereas it ranges between 0.85–1 for the two other cases, hence demonstrating the robustness of the procedure. By combining the statistical scores of the hybrid smooth method, obtained for the three cases analysed in Figure 4, we find that the mean value ranges between 0.94 and 0.73 for correlation, between $-1 \text{W/m}^2$ and $-18 \text{W/m}^2$ for bias and between $61 \text{W/m}^2$ and $147 \text{W/m}^2$ for the rmse (values are calculated after 15 min and 2 h, respectively). In order to give a qualitative overview of the results, the corresponding irradiance maps are reported in Figure 5, where we compare the AMESIS-based hybrid smooth predictions (proved to be the best nowcasting method in this work) and the WRF calculated output, against the AMESIS-based SEVIRI measurements, for the three case studies analysed (10 June 2017; 25 June 2017; 28 June 2017). The results show that irradiance maps obtained through nowcasting (hybrid smooth) largely reproduce the SEVIRI observed results, however featuring smooth low-irradiance regions, as expected. The WRF results tend to underestimate the cloudy regions instead, and this occurs for all the case studies examined. We should further stress that the purpose of Figure 5 is only to provide a qualitative comparison of the irradiance maps obtained with nowcast, WRF and SEVIRI measurements, for the case studies analysed. One can clearly infer the distribution of cloudy systems (regions of relatively low irradiance) in the maps, and qualitatively evaluate whether the simulated patterns match the SEVIRI observations.
Figure 3. Statistical scores (2 h time horizon, with 15 min time step) for the SEVIRI channels 1, 2, 4, 6, 10 (from top to bottom) of the out, in and hybrid approaches (hollow symbols: black circles, green squares and brown diamonds respectively) and their smoothed counterparts (filled symbols), and the simple Persistence method (turquoise crosses). Root Mean Square Error (left column), Mean Bias Error (centre column) and Correlation (right column) are shown. The statistical scores represent the average over the whole sample of 48 case studies.
Figure 4. Statistical scores for irradiance obtained with the hybrid smooth (brown diamonds) and in (green squares) methods, the simple persistence (turquoise crosses) and the WRF (violet triangles) models, relative to three case studies (10 June 2017 left column; 25 June 2017 central column; 28 June 2017 right column). The time origin refer to 13:00 UTC on the 10 June 2017, and to 08:00 UTC on the 25 June 2017 and 28 June 2017. The scores are based on the computation of the Root Mean Square Error, Mean Bias Error, Mean Absolute Bias Error and Correlation (first, second, third and fourth row respectively) for the hybrid smooth and in nowcasting methods, the Persistence and WRF output irradiances, each of these evaluated with respect to the irradiance calculated through AMESIS based on the MSG-SEVIRI measured radiances. Corresponding irradiance maps, relative to the 3rd (after 45 min) and 7th (after 105 min) time step, are reported in Figure 5.
Figure 5. Cont.
Figure 5. Comparison of irradiance maps based on (i) the estimated radiances via the hybrid smooth method (left column), (ii) the measured MSG-SEVIRI radiances (intermediate column) and (iii) WRF (right column), for the case studies on 10 June 2017 at 14:00 UTC ((a), first row) and 15:00 UTC ((a), second row), on 25 June 2017 at 09:00 UTC ((b), first row) and 10:00 UTC ((b), second row) and finally on 28 June 2017 at 09:00 UTC ((c), first row) and 10:00 UTC ((c), second row). While irradiance based on the hybrid smooth estimated radiances and MSG-SEVIRI measured radiances is calculated through AMESIS (see main text for details), the WRF output is generated by solving a simplified radiative transfer [44]. A cylindrical projection (Plate Carrée) has been used in this figure.

We now further investigate the statistics of the irradiance output derived with the most performing nowcasting method, namely the hybrid smooth; this is compared against the AMESIS-based irradiance derived with MSG-SEVIRI measured radiances, by evaluating scatter plots and cumulative frequency curves. In Figure 6 we show the scatter plots for the irradiances obtained with the nowcasting methodology, for the same case studies and times shown in Figure 5. We notice that nowcast predictions follow a regular distribution and feature a relatively low spread compared to the SEVIRI output, at the 3rd time step (i.e., after 45 min) of the nowcasting process. This is further supported by the cumulative frequency curves, also shown in Figure 6, which demonstrate a very good agreement between predictions and MSG measured values (except for the worst case scenario on 28 June 2017). As expected, the agreement and correlation between measured and simulated data tend to reduce after 105 min, at the 7th time step, as also shown in Figure 6. Based on the above outcome, the nowcasting approach described here may be used to complement the WRF solar irradiance prediction, especially within the first two hours forecast time. In such a way, a self-consistent approach providing an efficient monitoring, nowcasting up to 2 h and forecasting beyond 2 h of solar irradiance maps, is derived through the integration of AMESIS, cloud motion techniques, and WRF model.
Figure 6. Scatter plots (first and third row) and cumulative frequency curves (second and fourth row) for nowcast irradiance predictions (brown diamonds) against AMESIS-based irradiance using MSG-SEVIRI measured radiances (black solid line). Prediction times refer to the 3rd time step (two top rows) and the 7th time step (two bottom rows) of the nowcasting process (as also shown in Figure 5), relative to each case study analysed (i.e., 10 June 2017, left column; 25 June 2017, central column; 28 June 2017, right column).

4. Conclusions

In this work we present an algorithm for providing accurate short term forecast (0–2 h) of surface solar irradiance, based solely on the (i) advection of MSG-SEVIRI channels and (ii) Advanced Model for Estimation of Surface solar Irradiance from Satellite (AMESIS). The first part of the algorithm consists in an advecting technique (in analogy to optical flow methods) applied directly to the radiances and brightness temperatures of MSG-SEVIRI channels; we investigate different types of extrapolation
(here referred to as out, in, hybrid), and select the best approach to feed AMESIS in the second part of the algorithm. For evaluation, we selected a set of 48 case studies, divided equally between day and afternoon, and featuring mainly broken clouds scenarios. The nowcasting of surface solar irradiance is provided every 15 min across the time intervals [08:15, 10:00] UTC for the morning cases and [13:15, 15:00] UTC for the afternoon ones.

The statistical analysis is based on the calculation of the RMSE, BIAS, MABE, Correlation, as well as scatter plots and cumulative frequency curves; each of these is evaluated with respect to MSG measured values and averaged over all samples. We find similar overall trend across the entire forecast time range for the nowcasting methods proposed here. However the hybrid smooth approach stands out for relatively higher (lower) values of Correlation (RMSE). Nonetheless all variants implemented show very good agreement with the outcome based on MSG-SEVIRI measurements, and improve on the results derived from benchmark models such as simple persistence and WRF models. This has been verified on the basis of the performance exhibited in the best (10 June 2017), intermediate (25 June 2017) and worst (28 June 2017) case scenarios relative to the RMSE. The correlation for the above cases varies on average between 0.94 after 15 min and 0.73 after 2 h, for the hybrid smooth nowcasting method. The corresponding range for the simple persistence method is [0.89, 0.54], while for the WRF model is on average 0.5 at all times examined.

The nowcasting approach described here is therefore proved to be a valid approach for short term (0–2 h) forecasting of solar irradiance. The treatment discussed however is based solely on advection and extrapolation of MSG-SEVIRI channels, thus neglecting convective processes and dissipative mechanisms. Further work foresees to incorporate the modeling of cloud growth and dissipation mechanisms, as well as of convection phenomena, useful for the forecasting of storm events.
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Appendix A. The Weather Research and Forecast Model

The Advanced Research WRF (ARW) modeling system is a numerical weather prediction model developed by the joint effort of different research institutes coordinated by the National Center for Atmospheric Research (NCAR, http://www.wrf-model.org). It has been designed for flexible purposes from research to operational issues. It is suitable over a wide range of scales for the horizontal resolution from climate studies (thousands of kilometers) to Large Eddy Simulations (a few meters). WRF is composed of several initialization programs for idealized and real-data simulations; it solves the fully compressible non-hydrostatic equations and uses a mass-based terrain-following coordinate with a Vertical grid-spacing varying with height. For the time integration it uses a 2nd- or 3rd-order Runge-Kutta scheme with a time-split small step for acoustic and gravity-wave modes. The horizontal grid is staggered Arakawa-C. The model can perform simulations with a one way or two-way nesting with multiple domains. WRF provided full physics options for land-surface, planetary boundary layer, atmospheric and surface radiation, microphysics and cumulus convection [36]. The WRF 3.8.1 version SOLAR has been used for this study. The outputs are from the operational chain run at CNR-IMAA since November 2016, developed in the framework of the Solar Cloud project (funded by the Italian Ministry of Economic Development) to provide detailed forecasts of solar irradiance variables to solar energy industry operators. The adopted configuration is characterized by two-way nested domains: the mother domain covers the whole Mediterranean basin with 9 km spatial resolution, whereas the inner domain covers the whole Italian peninsula with 3 km spatial resolution. The simulation is initialized
using GFS forecast at 0.25 degree, upgraded every 6 hours with 35 vertical levels. The hydrometeors are calculated using (i) the Aerosol–aware Thompson Scheme [45], (ii) the Yonsei non-local-K scheme for the Planetary Boundary Layer (PBL) parameterization, and (iii) the RRTMG [47] for the longwave and the shortwave radiation scheme. The Kain-Fritsch [48] cumulus parameterization is used only for the coarser grid and the precipitation is explicitly computed (no cumulus scheme) for the inner domain. The Rapid Radiative Transfer Model for climate and weather models (RRTMG) performs the radiative calculations given clear or cloudy sky conditions. This parameterization neglects partial cloudiness as nearly every grid box is considered completely cloudy if the microphysics parameterization contains cloud hydrometeors or is considered cloud-free if no hydrometeors are predicted. This scheme uses look-up tables to compute the absorbed, emitted, reflected, and transmitted components of broadband solar and longwave radiation within specific intervals (bins) of wavelength.
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