A CNN-SIFT Hybrid Pedestrian Navigation Method Based on First-Person Vision
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Abstract: The emergence of new wearable technologies, such as action cameras and smart glasses, has driven the use of the first-person perspective in computer applications. This field is now attracting the attention and investment of researchers aiming to develop methods to process first-person vision (FPV) video. The current approaches present particular combinations of different image features and quantitative methods to accomplish specific objectives, such as object detection, activity recognition, user–machine interaction, etc. FPV-based navigation is necessary in some special areas, where Global Position System (GPS) or other radio-wave strength methods are blocked, and is especially helpful for visually impaired people. In this paper, we propose a hybrid structure with a convolutional neural network (CNN) and local image features to achieve FPV pedestrian navigation. A novel end-to-end trainable global pooling operator, called AlphaMEX, has been designed to improve the scene classification accuracy of CNNs. A scale-invariant feature transform (SIFT)-based tracking algorithm is employed for movement estimation and trajectory tracking of the person through each frame of FPV images. Experimental results demonstrate the effectiveness of the proposed method. The top-1 error rate of the proposed AlphaMEX-ResNet outperforms the original ResNet \((k = 12)\) by 1.7% on the ImageNet dataset. The CNN-SIFT hybrid pedestrian navigation system reaches 0.57 m average absolute error, which is an adequate accuracy for pedestrian navigation. Both positions and movements can be well estimated by the proposed pedestrian navigation algorithm with a single wearable camera.
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1. Introduction

Portable cameras, able to record dynamic high quality first person video, have become common equipment among sportsmen, policemen, etc., over the last ten years. These devices represent commercial attempts to record experiences from a first-person perspective. This technological trend is a follow-up of the academic results obtained in the late 1990s [1], with the growing interest of people to record their daily activities. Until now, no consensus has yet been reached in the literature with respect to naming this video perspective. First-person vision (FPV) [2] is arguably the most commonly used, but other names, such as egocentric vision and ego-vision, have also recently grown in popularity. There are many objectives of FPV analysis, such as object recognition and tracking [3–6], activity recognition [7–11], and environment mapping [12–15].
FPV-based navigation is generally useful, and necessary in some special areas where Global Position System (GPS) or other radio-wave strength methods are blocked [16]; this is especially true for visually impaired people, who need a localization method that can work in any urban area, ranging from underground to narrow open-sky pavements enclosed by tall buildings. Traditional FPV-based pedestrian navigation can be recognized as a part of a general image retrieval problem of snapshots. Image features are extracted to identify the position of the current frame. Although this enables scene recognition, image extraction is unable to meet the requirements of navigation as it uses no information about the movements of the body, which provides more accurate position estimation [17].

In this paper, we propose a hybrid structure with scene recognition and movement estimation. A novel end-to-end trainable global pooling operator, called AlphaMEX, has been designed to improve the scene recognition accuracy of a convolutional neural network (CNN) [18]. To estimate the wearer’s movement through the FPV, scale-invariant feature transform (SIFT) [19] features are calculated for the key points in consecutive frames, and the matched points between these two frames are extracted.

The contributions of this paper can be summarized as follows:

- Based on the proposed AlphaMEX function, an end-to-end trainable global pooling layer is designed, named AlphaMEX Global Pool. This novel global pooling layer has three advantages: First, it improves the performance of state-of-the-art CNN structures without inserting any redundant layers or parameters; second, it is smarter than any traditional global pooling method that could be well trained end-to-end; and, finally, it is more appropriate in modern CNN structures, as the feature-maps become sparse after batch normalization (BN) [20] and rectified linear unit (ReLU) [21] combined layers, which are commonly used in state-of-the-art “non-plain” CNNs.
- A novel iterative structure is designed for pedestrian navigation, which combines the AlphaMEX CNN-based localization and the SIFT-based movement estimation. As the SIFT-based movement estimation requires continuous frames, the iterative structure is appropriate for the hybrid method. Also, an iterative function is indispensable in the road detection algorithm (see Section 4.3). The proposed iterative structure concisely combines both of the characteristics.
- Experimental results on CIFAR [22], Street View House Numbers (SVHN) [23] and ImageNet [24] datasets demonstrate the effectiveness of the AlphaMEX Global Pool. Movement can be well estimated with an adequate accuracy based on the proposed projective geometry algorithm in the model test. In addition, an FPV database named “BuaaFPV” is designed for further validation.

The paper is organized as follows. Section 2 presents related works and conducts a systematic analysis. Section 3 describes our proposed hybrid structure in detail, including its mathematical principles as well as the implementation of the AlphaMEX Global Pool, the SIFT-based movement estimation and the CNN-SIFT hybrid pedestrian navigation structure. The experimental results are systematically analyzed in Section 4. Finally, Sections 5 and 6 discuss the system and draw conclusions.

2. Related Work

FPV video analysis provides methodological and practical advantages, solves some problems of traditional video analysis and offers extra information. Wearable devices allow the user to record (potentially without detection) the most relevant parts of a scene for analysis, thus reducing the necessity for complex controlled multi-camera systems [25]. According to [26], eye and head movements are directly influenced by a person’s emotional state. As already seen with smartphones [27], this fact can be exploited to infer the user’s emotional state and provide services accordingly. Because users tend to see objects while interacting with them, it is possible to take advantage of the prior knowledge of the hands’ and objects’ positions (e.g., active objects tend to be closer to the center of the frame, whereas hands tend to appear in the bottom-left and bottom-right of the frame) [28,29]. Changes in illumination and global scene characteristics could be used as an
important feature to detect the scene in which the user is involved (e.g., detecting changes in the place where the activity is taking place, as in [30]). An intuitive step in the hierarchy of objectives is activity recognition, aimed at identifying where the user is and what he/she is doing in a particular video sequence. Global scene identification, as well as object identification, stand out as two important sub-tasks for activity recognition. Hodges et al. [31] present the “SenseCam”, a multi-sensor device subsequently used for activity recognition. Sundaram et al. [32] model activities as sequences of events using only FPV videos. Ogaki et al. [33] and Poleg et al. [10] used the fact that different activities (e.g., jumping, walking, jogging, skating, writing, and watching TV) generate different motion patterns due to peculiar body motions associated with each activity [1]. Deep learning algorithms such as Mask R-CNN [34] can be used for human pose estimation in FPV.

Selection of suitable features is imperative to exploit the advantages of FPV, as scene attributes and characteristics undergo dynamic changes after FPV application. Features are extracted from pixels, color channels and eventually from frames. Feature extraction at frame level is deemed important for elaborate indicators like texture, gradients, super pixels, etc. [1]. In-depth analysis can be carried out by adding dynamic information in different approaches, which include comparison of geometrical transformation between two frames to acquire motion features (such as optical flow) and aggregation of frame level features in temporal windows. Takizawa et al. [35] proposed a spot navigation system for a visually impaired person by a SIFT-based matching algorithm. Hu et al. [36] combined a two-dimensional navigation algorithm based on extended Kalman filtering with three-dimensional mapping based on a SIFT algorithm to realize a low-cost 3D environment mapping. Dynamic features, being computationally expensive, are generally used in experiments where video processing is introduced after all other activities [1].

CNN have become a powerful approach to deal with the scene identification problem. As a deep learning method, it performs convolution in the lower layers of the network. For classification, the feature maps of the last convolutional layer are vectorized and fed into fully connected layers followed by a softmax logistic regression layer [37,38]. This structure bridges the convolutional structure with traditional neural network classifiers. It treats the convolutional layers as feature extractors, and the resulting feature is classified in a traditional way. Pooling layers between convolutional layers aims to strengthen the translational invariance and reduce the dimension of the feature maps. Max pooling [39], which computes the maximum of a local patch, is one of the typical pooling methods. Another commonly used pooling method is average pooling [40], which outputs the mean value of a local patch. Global average pooling was first used in NIN (network in network) [41] to replace the traditional fully connected layers. The idea is to generate one feature map for each corresponding category of the classification task in the last convolutional layer. Global average pooling is widely used in modern CNN structures for its advantages. Highway networks [42] are amongst the first architectures that provided a means to effectively train end-to-end networks with more than 100 layers. In ResNet [43], pure identity mappings are used as bypassing paths, and it has achieved impressive, record-breaking performances on many challenging image recognition, localization, and detection tasks, such as ImageNet [24] and COCO (Common Objects in Context) object detection [43]. Instead of drawing representational power from extremely deep or wide architectures, DenseNet [44] exploits the potential of the network through feature reuse, yielding condensed models that are easy to train and highly parameter efficient. Concatenating feature-maps learned by different layers increases variation in the input of subsequent layers and improves efficiency.

Cloud computing and edge computing have been de facto platforms for computer vision and image processing applications, including FPV. As a systemic solution, usually we have to take into account both applications and platforms to achieve the best performance [45–49]. In this paper, we focus on the application level and leave the system issues untouched.
3. Materials and Methods

The proposed FPV pedestrian navigation algorithm takes an FPV video sequence as input and gives as output a map showing the position of the wearer. The whole process is separated into two independent processes—the location estimation process and the movement calculation process—as shown in Figure 1. A novel AlphaMEX-based CNN structure is proposed for real-time scene recognition. A SIFT-based tracking algorithm is designed for movement calculation and trajectory tracking through each frame. As the performance of IMU (Inertial Measurement Unit) sensors are easily influenced by noise, such as electromagnetic interference and accumulative error, the whole navigation process is running based on a single camera, without any other traditional navigation sensors, such as GPS, magnetometer or inertial sensors [17]. That makes the system, both of the hardware and software, more portable and safer.

![Flow diagram of the proposed FPV (first-person vision) pedestrian navigation algorithm.](Image)

**Figure 1.** Flow diagram of the proposed FPV (first-person vision) pedestrian navigation algorithm. Solid blue lines represent the flow of sequence frames, whereas solid yellow lines represent the flow of internal functions.

3.1. AlphaMEX CNN-Based Localization

In recent years, with the fast development of high-performance hardware and big data technology, CNN has achieved great success in many visual tasks, such as object detection, image classification, image segmentation, and scene recognition. In this section, we first analyze the sparsity of feature-maps in state-of-the-art convolutional neural networks, which demonstrates the weakness of the traditional global average pool layer. We then introduce the proposed AlphaMEX function and AlphaMEX Global Pool layer.

3.1.1. Sparsity Analysis

Traditional CNNs pass a single image through non-linear transformations, \( H_l(\cdot) \), layer by layer, where \( l \) indexes the layer and \( H_l(\cdot) \) can be a composite function of operations, such as convolution, pooling, ReLU, or BN. ResNet adds a skip-connection that bypasses the non-linear transformation:

\[
X_l = H_l(X_{l-1}) + X_{l-1}
\]  

where \( X_l \) represents the output of the \( l \)th layer.

To further improve the information flow between layers, DenseNet [44], as shown in Figure 2, adds a dense block structure to connect any layer to all subsequent layers. The \( l \)th layer receives the feature-maps of all preceding layers:

\[
X_l = H_l([X_0, X_1, \ldots, X_{l-1}])
\]

where \([\cdot]\) represents concatenations of the feature-maps.
we proposed a novel global pooling layer, called AlphaMEX Global Pool. The reason why feature-maps become sparse lies in the BN [20] and ReLU [21] layers. As the global average pool is commonly used in most of state-of-the-art structures. In this paper, we proposed a novel global pooling layer, called AlphaMEX Global Pool.

This densely connected convolutional network outperforms the current state-of-the-art results on most benchmark tasks [44].

Although many innovative structures focus on convolution, connection and activation function, such as DenseNet, ResNet, etc. [36–44], few researchers have studied the global pooling layer. The global average pool is commonly used in most of state-of-the-art structures. In this paper, we proposed a novel global pooling layer, called AlphaMEX Global Pool.

Figure 3 shows ten feature-maps fed into the global pooling layer in DenseNet. As the output size of the last dense block layer is 8 × 8, each feature-map has 64 tiny blocks, and the brighter the feature, the more activation it has. It can be seen from the feature-maps that the features, extracted by previous layers as the input of the global pooling layer, show a kind of sparsity.

![Feature-maps fed into the global average pool in DenseNet. Each feature-map has 64 tiny blocks (features); the brighter the block, more activation the feature has. The feature-maps show a kind of sparsity.](image)

Other state-of-the-art CNNs, like ResNet [43], also have the same sparsity feature-maps condition. The reason why feature-maps become sparse lies in the BN [20] and ReLU [21] layers. As the combination of BN and ReLU can achieve favorable feature-extracting performances, more and more CNN structures tend to use BN with ReLU as a common feature normalization and nonlinear transform operator. As shown in Figure 4, the combined operator extracts the most active features from previous feature-maps, which makes the convolution layer more efficient, but inappropriate for global average pool.
The global average pool will dilute the active features when the feature-maps are sparse. That will influence the classification accuracy of the last fully connected layer. Other pooling methods like max pooling [39], stochastic pooling [50] and mixed pooling [51], are seldom used in the global pooling layer, as all have low resistance to noise and low utilization of information when dealing with large scale inputs. To solve this problem, an end-to-end trainable global pool layer has been proposed, named AlphaMEX Global Pool, which has a better trade-off between the average and maximum active features. This structure will learn a better way to pass and extract information through global pooling, which makes the convolutional neural network smarter and more accurate.

3.1.2. AlphaMEX

The original MEX operator has a log-mean-exp function, which has a softmax-like structure [52]:

$$\text{MEX}_\beta \{ c_i \}_{i=1, \ldots, n} := \frac{1}{\beta} \log \left( \frac{1}{n} \sum_{i=1}^{n} \exp \{ \beta \cdot c_i \} \right)$$

(3)

The input elements are represented by $c_i$, $n$ is the number of input elements. $\beta \in \mathbb{R}$ spans a continuum between minimum ($\beta$ limits to $-\infty$), average ($\beta$ limits to 0) and maximum ($\beta$ limits to $+\infty$). The MEX operator has a soft trade-off between minimum and maximum which is controlled by different values of $\beta$. The function has a "collapsing" property:

$$\text{MEX}_\beta \{ \text{MEX}_\beta \{ c_{ij} \} \}_{1 \leq j \leq m}, 1 \leq i \leq n$$

$$= \text{MEX}_\beta \{ c_{ij} \}_{1 \leq j \leq m}, 1 \leq i \leq n$$

(4)

where $c_{ij}$ represents the elements of the input matrix, and $n$ and $m$ represent the number of rows and columns. It is very useful when dealing with CNN feature-maps. Another practical property is that the MEX function is differentiable. The partial derivative of $\beta$ and input $c_i$ are given as follows:

$$\frac{\partial (\text{MEX}_\beta \{ c_i \})}{\partial \beta} = \frac{\partial \left( \frac{1}{\beta} \cdot \log \left( \frac{1}{n} \sum_{i=1}^{n} e^{\beta \cdot c_i} \right) \right)}{\partial \beta}$$

$$= \frac{1}{\beta^2} \left( \frac{\sum_{i=1}^{n} c_i e^{\beta \cdot c_i}}{\sum_{i=1}^{n} e^{\beta \cdot c_i}} - \frac{1}{n} \cdot \log \left( \frac{1}{n} \sum_{i=1}^{n} e^{\beta \cdot c_i} \right) \right)$$

(5)

$$\frac{\partial (\text{MEX}_\beta \{ c_i \})}{\partial (c_i)} = \frac{\partial \left( \frac{1}{\beta} \cdot \log \left( \frac{1}{n} \sum_{i=1}^{n} e^{\beta \cdot c_i} \right) \right)}{\partial (c_i)}$$

$$= \frac{e^{\beta \cdot c_i}}{\sum_{i=1}^{n} e^{\beta \cdot c_i}}$$

(6)

The MEX function has desirable properties, but it is hard to initialize or train the parameter $\beta$, which ranges from 0 to $+\infty$; indeed, it is impractical to set infinity as the upper limit of the numerical value. Thus, the maximum output from the MEX function is only theoretical. The performance of the
function to approximate the maximum output depends on the computing power and base data types of the computer.

To avoid this problem, a novel log-mean-exp function has been proposed, called the AlphaMEX function:

\[
\text{AlphaMEX}_a \{c_i\} := \frac{1}{\log(\frac{1}{1-a})} \log \left( \frac{1}{n} \sum_{i=1}^{n} \left( \frac{a}{1-a} \right)^{c_i} \right) \tag{7}
\]

In this continuous function, the trainable parameter \(a\) ranges from 0 to 1. The AlphaMEX function has more numerical stability and higher efficiency as the following desirable properties:

- Function outputs the minimum value, when a right-sided limits to 0:
  \[
  \lim_{a \to 0^+} \text{AlphaMEX}_a \{c_i\} \equiv \min_{i=1,...,n} \{c_i\} \tag{8}
  \]

- Function outputs the average value, when \(a\) limits to \(\frac{1}{2}\):
  \[
  \lim_{a \to \frac{1}{2}} \text{AlphaMEX}_a \{c_i\} \equiv \text{mean} \{c_i\} \tag{9}
  \]

- Function outputs the maximum value, when a left-sided limits to 1:
  \[
  \lim_{a \to 1} \text{AlphaMEX}_a \{c_i\} \equiv \max_{i=1,...,n} \{c_i\} \tag{10}
  \]

- The “collapsing” property:
  \[
  \text{AlphaMEX}_a \{\text{AlphaMEX}_a \{c_{ij}\}_{1 \leq j \leq m}\}_{1 \leq i \leq n} = \text{AlphaMEX}_a \{c_{ij}\}_{1 \leq j \leq m, 1 \leq i \leq n} \tag{11}
  \]

The trainable parameter \(a\) can be optimized by any optimizer, such as SGD (Stochastic Gradient Descent) or Adam. The gradient of \(a\) in back-propagation is calculated as:

\[
\frac{\partial}{\partial (a)} (\text{AlphaMEX}_a \{c_i\}) = \frac{\partial}{\partial (\log(\frac{1}{1-a}))} \log \left( \frac{1}{n} \sum_{i=1}^{n} \left( \frac{a}{1-a} \right)^{c_i} \right) \\
= \frac{1}{\log(\frac{1}{1-a})} a(1-a) \left( \frac{\sum_{i=1}^{n} c_i \left( \frac{a}{1-a} \right)^{c_i}}{\sum_{i=1}^{n} \left( \frac{a}{1-a} \right)^{c_i}} \right) - \frac{1}{\log(\frac{1}{1-a})} \log \left( \frac{1}{n} \sum_{i=1}^{n} \left( \frac{a}{1-a} \right)^{c_i} \right) \\
= \frac{1}{\log(\frac{1}{1-a})} \left( \frac{\Phi_a(c_i)}{\Phi_a[c_i]} - \text{AlphaMEX}_a \{c_i\} \right) \tag{12}
\]

In addition, when propagating the gradient from the output to the input of AlphaMEX by the chain rule, the gradient of \(c_i\) is given as follows:

\[
\frac{\partial}{\partial (c_i)} (\text{AlphaMEX}_a \{c_{ij}\}) = \frac{\partial}{\partial (\log(\frac{1}{1-a}))} \log \left( \frac{1}{n} \sum_{i=1}^{n} \left( \frac{a}{1-a} \right)^{c_i} \right) \\
= \frac{1}{n} \left( \frac{\sum_{i=1}^{n} c_i \left( \frac{a}{1-a} \right)^{c_i}}{\sum_{i=1}^{n} \left( \frac{a}{1-a} \right)^{c_i}} \right)^{c_i} \\
= \frac{\Phi_a(c_i)}{\Phi_a[c_i]} \tag{13}
\]
Operators $\Phi(X)$ and $\Gamma(X)$ are defined as follows:

$$
\Phi_\alpha(c_i) = \sum_{i=1}^{n} \left( \frac{\alpha}{1-\alpha} \right)^{c_i}
$$

(14)

$$
\Phi'_\alpha(c_i) = \sum_{i=1}^{n} c_i \left( \frac{\alpha}{1-\alpha} \right)^{c_i}
$$

(15)

$$
\Phi_\alpha(c_i) = \left( \frac{\alpha}{1-\alpha} \right)^{c_i}
$$

(16)

$$
\Gamma(\alpha) = \log \left( \frac{\alpha}{1-\alpha} \right) \cdot \alpha(1-\alpha)
$$

(17)

Distribution graph of the $\Gamma(\alpha)$ function is shown in Figure 5.

![Distribution graph of $\Gamma(\alpha)$ function. The extremum of $\Gamma(\alpha)$ is less than 0.25, while $\alpha$ ranges from 0 to 1. The interval of $\alpha$ is generally set (0.5, 1) in the AlphaMEX Global Pool.](image)

As shown in Figure 5, the maximum of $\Gamma(\alpha)$ is less than 0.25 while $\alpha$ ranges from 0 to 1. As we hope to output the value between the average and maximum of input in AlphaMEX pooling, the interval of $\alpha$ is generally set to (0.5, 1).

3.2. SIFT-Based Movement Calculation

Once the wearer’s location is calculated based on AlphaMEX CNN, the movements of the body are tracked by a novel SIFT matching algorithm, instead of the commonly used inertial sensor. Compared with other related navigation methods, such as optical flow and SLAM (Simultaneous Localization and Mapping), the proposed method neither needs training nor wastes computation for redundant information, such as the movements of single objects or scene reconstruction. The proposed SIFT-based method concentrates on the rotation and translation of the scene plane, which makes the system efficient. The experimental results demonstrate the effectiveness of the algorithm.

To estimate the wearer’s movement from one frame to the next, SIFT features [19] are extracted for key points in both images, and the matching points between these two images are extracted. The SIFT descriptors for the key points in two frames and the matching results are illustrated in Figure 6. The position changes of the matched key points are then employed to calculate the moving distance or rotation angle between adjacent frames. In this study, the movement of the wearer was limited...
either to forward movement or rotation, and the size of the location area was assumed to be known to provide a reference for estimating actual distance from the images.

![Images of camera movements](image)

**Figure 6.** Matching of scale-invariant feature transform (SIFT) descriptor. (a,b) Two adjacent images with SIFT features corresponding to a rotation of the camera; (c) displacement of the key points from (a) to (b); (d) inliers to compute the essential matrix; (e,f) two adjacent images with SIFT features corresponding to a forward movement of the camera; (g) displacement of the key points from (e) to (f); (h) inliers to compute the essential matrix. By observing the position change of the key points from one frame to the next, key points move in a radial direction when the camera moves forward and move in parallel when the camera rotates.

### 3.2.1. Essential Matrix

To separate different movement types, the essential matrix [53] is employed, which relates corresponding points in stereo images. The essential matrix is defined as:

$$E = [t]_x R$$  \hspace{1cm} (18)

where $R$ is a $3 \times 3$ rotation matrix representing the orientation of the camera, $t$ is a 3-dimensional translation vector, and $[t]_x$ is the matrix representation of the cross product with $t$.

In addition, for any pair of corresponding points $x \leftrightarrow x'$ in two images, it satisfies the condition [53]:

$$x'^T Ex = 0$$  \hspace{1cm} (19)

The essential matrix can only be used in relation to calibrated cameras since the inner camera parameters must be known in order to achieve the normalization. The camera parameter matrix, $K$, is defined as:

$$K = \begin{bmatrix} fm_x & s & m_x \rho_x \\ 0 & fm_y & m_y \rho_y \\ 0 & 0 & 1 \end{bmatrix}$$  \hspace{1cm} (20)

where $f$ represents focal length and $s$ is referred to as the skew parameter. The number of pixels per unit distance in image coordinates are $m_x$ and $m_y$, in the $x$ and $y$ directions, respectively, and $(\rho_x, \rho_y)^T$ are the coordinates of the principal point.

When the cameras are calibrated, the essential matrix can be used for determining both the relative position, $t$, and orientation, $R$, between the cameras. The algorithm is summarized as below:
1. Estimate the essential matrix, \( E \), by the eight-point algorithm [53], which sets up a least-squares problem with the set of matched SIFT key points.

2. Extract \( R \) and \( t \) from \( E \). Supposing that the Singular-Value Decomposition (SVD) of \( E \) is \( U \text{diag}(1, 1, 0)V^T \), where \( U \) and \( V^T \) are unitary matrices, there are four possible choices for \( R \) and \( t \):

\[
\{R, t\} = \{UWV^T, +u\} \text{ or } \{UWV^T, -u\} \text{ or } \{UW^TV^T, +u\} \text{ or } \{UW^TV^T, -u\}
\]

where \( u = U(0, 0, 1)^T \). \( W \) is defined as:

\[
W = \begin{bmatrix}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

3. Find the correct \( \{R, t\} \). Testing with a single point to determine if it is in front of both cameras is sufficient to decide between the four different solutions.

3.2.2. Forward Movement and Rotation of the Camera

Once the rotation matrix, \( R \), is calculated, the rotation angle \( \theta \) and rotation axis \( \mu = (u_x, u_y, u_z) \), where \( u_x^2 + u_y^2 + u_z^2 = 1 \), will be derived. The different movements—moving forward and rotation—are separated by a rotation angle threshold, \( \varepsilon \).

Figure 7 shows the data processing flow chart; the essential matrix, \( E \), is estimated by eight-point algorithm based on matched SIFT key points. The rotation matrix and translation vector are estimated by SVD. After the judgement block, the movement type will be derived for further calculation.

\[\text{Figure 7. Flow chart of movement estimation based on SIFT. The essential matrix, } E, \text{ is estimated by eight-point algorithm based on matched SIFT key points. The rotation matrix, } R, \text{ and translation vector, } t, \text{ are estimated by SVD. The movement type will be derived through the judgement block with the rotation angle, } \theta, \text{ and angle threshold, } \varepsilon.\]

To estimate the accurate forward movement distance and rotation angle of the wearer, two projection models are built, shown in Figure 8. As the camera is fixed on the chest, yaw and pitch are considered to be the typical rotation types, while roll seldom occurs in walking. Another typical movement is moving forward. As shown in Figure 6, the key points will move in parallel when the camera rotates (yaw or pitch) and move in a radial direction when the camera moves forward. The movements of key points in pixel measurements could be mapped to absolute measurements by the camera parameter matrix, \( K \), and the pixel density of the CCD (Charge Coupled Device) in the camera.
Once the rotation matrix, $\hat{R}$, is calculated, the rotation is estimated by MLESAC (maximum likelihood estimation sample consensus) [54] algorithm. Similar to Figure 8a, the projection point of $D$ is denoted as $F$ in the CCD (image) plane in Figure 8b. After the rotation of the camera, the projection point of $D$ changes to $F'$. As $\Delta DO$ is similar to $\Delta HFT$, $\tan \beta$ is presented as follows:

$$\tan \beta = \frac{|OD|}{|OT|} = \frac{|FH|}{f}$$

where $|OT|$ is the distance between the camera and the reference plane, which is initialized in the first frame and could be estimated iteratively. As there are hundreds of matched key points, the final result is estimated by MLESAC (maximum likelihood estimation sample consensus) [54] algorithm. Similar to Figure 8a, the projection point of $D$ is denoted as $F$ in the CCD (image) plane in Figure 8b. After the rotation of the camera, the projection point of $D$ changes to $F'$. As $\Delta D'O$ is similar to $\Delta HFT$, $\tan \beta'$ is given as follows:

$$\tan \beta' = \frac{|O'D|}{|O'D'|} = \frac{|F'H'|}{f}$$

According to the above analysis, the rotation angle can be calculated as:

$$\alpha = \arctan\left(\frac{|F'H'|}{f}\right) - \arctan\left(\frac{|FH|}{f}\right)$$

The final rotation angle $\hat{\alpha}$ is estimated by a fuse function:

$$\hat{\alpha} = \varphi \alpha + (1 - \varphi) \beta', \quad \varphi \in (0, 1)$$

**Figure 8.** Projection models of the camera. $T$ is the optical center of the camera. $D$ represents a key point on scene plane $AB$ and $F$ is the projected point on the CCD (image) plane. $f$ is the focal length. (a) Camera moves forward, $|OO'|$ is the moving distance; (b) camera rotates, $\alpha$ is the rotation angle.
3.3. CNN-SIFT Hybrid Pedestrian Navigation

To combined the AlphaMEX CNN-based localization and SIFT-based movement calculation, a novel iterative structure has been designed, as shown in Figure 9.

As the SIFT-based movement estimation requires continuous frames, the iterative structure is appropriate for the hybrid method. Furthermore, in the road detection algorithm (see Section 4.3), an iterative function is indispensable. The proposed iterative structure concisely combines both characteristics. The execution process of the algorithm is described as follows:

1. If it is the first frame, feed it into AlphaMEX CNN and output a Road/Scene decision with scene class (if the decision is Scene). If not, name it Frame T, feed it into AlphaMEX CNN and output a Road/Scene decision which is made by both the current frame and the previous frame (see Section 4.3). If the decision is Scene, go to step 2. If not, go to step 3.
2. Compare the scene class of the current frame with the scene class of the previous frame. If it is the same, feed these two frames into the SIFT-based movement estimation algorithm and go to step 5. If not, go to step 4.
3. Make the global parameter Delay increase one and go to step 1 with next frame. Parameter Delay is used for counting the frames of Road, which is initialized zero and will be initialized after a route is calculated.
4. Calculate the distance between the two typical scenes with the product of Delay and the walking speed. The distance helps in drawing routes on the map. Repeat step 1 on next frame.
5. Calculate the wearer’s movements and plot the trajectory on the map. Repeat step 1 on next frame.

In this hybrid pedestrian navigation structure, each frame will be firstly analyzed by AlphaMEX CNN for the scene classification, then it will be compared with the previous frame to decide whether the SIFT-based movement calculation should be run. Routes will be calculated by the global parameter Delay if the scene changed. Movements and routes will be plotted on the map for pedestrian navigation.

4. Results

4.1. AlphaMEX CNN Image Classification Results

To validate the effectiveness of the proposed AlphaMEX CNN in image classification, the AlphaMEX Global Pool is tested by comparison with DenseNet and other CNN architectures.
AlphaMEX Global Pool outperforms the current state-of-the-art results on most benchmark tasks. The DenseNet structure used in our experiments has three dense blocks that each has an equal number of layers (Figure 10). As shown in Figure 2, the original DenseNet40 [44] has a global average pool layer which is performed at the end of the last dense block. The AlphaMEX-DenseNet40 replaces the global average pool by the proposed AlphaMEX Global Pool layer without changing any other layers.

![Figure 10. The AlphaMEX-DenseNet40 architectures for CIFAR. Compared to the original DenseNet40 in Figure 2, the global average pool layer has been replaced by the proposed AlphaMEX Global Pool without changing any other layers.]

Three benchmark datasets, CIFAR [22], SVHN [23] and ImageNet [24] are used to validate the proposed method. The two CIFAR datasets, CIFAR-10 (C10) and CIFAR-100 (C100), consist of colored natural images with $32 \times 32$ pixels. CIFAR-10 consists of images drawn from 10 classes and CIFAR-100 from 100 classes. The training and test sets contain 50,000 and 10,000 images, respectively. The SVHN dataset contains $32 \times 32$ pixel colored digital images. There are 73,257 images in the training set, 26,032 images in the test set. The large-scale dataset, ImageNet, consists of 1.2 million images for training, and 50,000 for validation, from 1000 classes.

Details of DenseNet40 and the proposed AlphaMEX-DenseNet are shown in Table 1. The number of feature-maps increases while images flow through dense blocks. At the end of the last dense block, 456 feature-maps are fed into the global pooling layer, with each sized $8 \times 8$. In the training stage, the total training epochs are 300, while the initial learning rate is 0.1; decay is 0.1 times at epochs 150 and 225. The batch size is 64 in both training and testing stages and 0.9 momentum [55] is used in momentum optimization. As different parameter initializations will lead the model into different local optimal solutions, three initial values, 0.6, 0.75 and 0.85, have been tested to initialize $\alpha$. The error rates are 5.10%, 5.03% and 5.13%, respectively. All perform better than the original DenseNet40. The initial value of $\alpha$ is set to 0.75, which happens to be the median of 0.5 and 1.

Table 1. DenseNet40 and AlphaMEX-DenseNet40 architectures for CIFAR. Error rate is calculated on CIFAR-10 dataset with standard data augmentation.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Output Size</th>
<th>Feature-Maps</th>
<th>DenseNet-40 ($k = 12$)</th>
<th>AlphaMEX-DenseNet-40 ($k = 12$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolution</td>
<td>$32 \times 32$</td>
<td>24</td>
<td>$3 \times 3$ conv, stride 1</td>
<td></td>
</tr>
<tr>
<td>Dense Block (1)</td>
<td>$32 \times 32$</td>
<td>268</td>
<td>[3 x 3 conv] x 12</td>
<td></td>
</tr>
<tr>
<td>Transition Layer (1)</td>
<td>$32 \times 32$</td>
<td>268</td>
<td>1 x 1 conv</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$16 \times 16$</td>
<td>268</td>
<td>2 x 2 average pool, stride 2</td>
<td></td>
</tr>
<tr>
<td>Dense Block (2)</td>
<td>$16 \times 16$</td>
<td>312</td>
<td>[3 x 3 conv] x 12</td>
<td></td>
</tr>
<tr>
<td>Transition Layer (2)</td>
<td>$16 \times 16$</td>
<td>312</td>
<td>1 x 1 conv</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$8 \times 8$</td>
<td>312</td>
<td>2 x 2 average pool, stride 2</td>
<td></td>
</tr>
<tr>
<td>Dense Block (3)</td>
<td>$8 \times 8$</td>
<td>456</td>
<td>[3 x 3 conv] x 12</td>
<td></td>
</tr>
<tr>
<td>Classification Layer</td>
<td>$1 \times 1$</td>
<td>456</td>
<td>global average pool</td>
<td>AlphaMEX global pool 456 x 10 fully-connected, softmax</td>
</tr>
<tr>
<td>Error rate/F1 score</td>
<td>-</td>
<td>-</td>
<td>5.24%/95.31%</td>
<td>5.03%/95.63%</td>
</tr>
</tbody>
</table>
Table 1 shows the error rate of the proposed AlphaMEX-DenseNet. It outperforms the original DenseNet \((k = 12)\) by 4.0\% on the CIFAR-10 dataset (with standard data augmentation) without adding redundant layers or parameters, which demonstrates the effectiveness of the AlphaMEX Global Pool layer.

Table 2, state-of-the-art methods (i.e., NIN [41], SimNet [52], All-CNN [56], DSN (Deeply-Supervised Nets) [57], Highway network [42], ResNet [43,58], and DenseNet [44]) are compared to our proposed AlphaMEX Global Pool method on CIFAR-10/CIFAR100 \((C10/C100)\) [22] and SVHN [23]. Standard data augmentation (translation and/or mirroring) is indicated by “+”. The training stage consists of 200 epochs for CIFAR with the initial learning rate 0.1 and 0.1 times decay at epochs 100 and 150, and 40 epochs for SVHN with the same initial learning rate but decay at epochs 20 and 30. The batch size in training is 128, while it is set to 250 in testing. In Table 2, the parameters are given in million, while the top-1 error rate is used. It can be seen that our proposed method achieves competitive classification accuracy.

**Table 2.** Error rates (\%) on CIFAR-10/CIFAR100 \((C10/C100)\) and SVHN datasets. Standard data augmentation (translation and/or mirroring) is indicated by “+”. The number of model parameters is given in million. AlphaMEX Global Pool-based structures (in bold) achieve lower error rates than each compared state-of-the-art structures without adding redundant layers or parameters.

<table>
<thead>
<tr>
<th>Method</th>
<th>Depth</th>
<th>Params (M)</th>
<th>C10</th>
<th>C10+</th>
<th>C100</th>
<th>C100+</th>
<th>SVHN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network in Network [41]</td>
<td>-</td>
<td>0.97</td>
<td>10.41</td>
<td>8.81</td>
<td>35.68</td>
<td>-</td>
<td>2.35</td>
</tr>
<tr>
<td>SimNet [52]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7.82</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Deeply Supervised Net [57]</td>
<td>-</td>
<td>0.97</td>
<td>9.69</td>
<td>7.97</td>
<td>34.57</td>
<td>1.92</td>
<td></td>
</tr>
<tr>
<td>Highway Network [42]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7.72</td>
<td>-</td>
<td>32.39</td>
<td></td>
</tr>
<tr>
<td>All-CNN [56]</td>
<td>-</td>
<td>1.3</td>
<td>9.08</td>
<td>7.25</td>
<td>-</td>
<td>33.71</td>
<td>-</td>
</tr>
<tr>
<td>AlphaMEX-All-CNN</td>
<td></td>
<td>1.3</td>
<td>8.99</td>
<td>7.07</td>
<td>-</td>
<td>29.10</td>
<td>-</td>
</tr>
<tr>
<td>ResNet [43]</td>
<td>110</td>
<td>1.7</td>
<td>13.63</td>
<td>6.41</td>
<td>44.74</td>
<td>27.22</td>
<td>2.01</td>
</tr>
<tr>
<td>AlphaMEX-ResNet</td>
<td>110</td>
<td>1.7</td>
<td>8.41</td>
<td>5.84</td>
<td>32.87</td>
<td>27.71</td>
<td>1.97</td>
</tr>
<tr>
<td>DenseNet ((k = 12)) [44]</td>
<td>40</td>
<td>1.0</td>
<td>7.00</td>
<td>5.24</td>
<td>27.55</td>
<td>24.42</td>
<td>1.79</td>
</tr>
<tr>
<td>AlphaMEX-DenseNet ((k = 12))</td>
<td>40</td>
<td>1.0</td>
<td>6.54</td>
<td>5.03</td>
<td>27.24</td>
<td>23.71</td>
<td>1.73</td>
</tr>
</tbody>
</table>

To further demonstrate the effectiveness of the proposed method on the large-scale dataset, the AlphaMEX structure is tested on ImageNet. The AlphaMEX Global Pool and the global average pool are compared based on the ResNet [43] architecture. The training parameters are set as follows. Training consists of 55 epochs, where the learning rate decreases four times exponentially from \(10^{-2}\) to \(10^{-4}\). The batch size in training is 64, while it is set to 512 in testing. Table 3 shows the top-1 error rate and top-5 error rate. AlphaMEX Global Pool outperforms global average pool by 1.7\% on top-1 error rate and 1.4\% on top-5 error rate. It can be concluded that our proposed method achieves better accuracy on a large-scale dataset.

**Table 3.** Experiments on ImageNet. ResNet architecture is used to compare AlphaMEX Global Pool and global average pool. Top-1 error rate (\%) and top-5 error rate (\%) are both shown. The difference in error rates is indicated by “Δ”.

<table>
<thead>
<tr>
<th>Method</th>
<th>Top-1</th>
<th>Top-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlphaMEX Global Pool</td>
<td>28.1</td>
<td>9.1</td>
</tr>
<tr>
<td>Global Average Pool</td>
<td>29.8</td>
<td>10.5</td>
</tr>
<tr>
<td>Δ</td>
<td>1.7</td>
<td>1.4</td>
</tr>
</tbody>
</table>
4.2. SIFT-Based Movement Estimation Results

In this section, experiments in a classroom were conducted to validate the accuracy of the proposed SIFT-based movement estimation method. The width and length of the classroom were 11 m and 10 m, respectively. The initial position of the wearer in relation to the walls was assumed to be a priori knowledge. A route was designed to include three segments of walking forward, and two segments of 90° rotation. Images were acquired by a wearable camera at pre-set locations, as well as during rotation. The focal length of the camera was 4.2 mm. \( \varphi \) was set to 0.9. A total of 17 full-resolution images were obtained, and downsampled to 816 × 612 pixels by bilinear interpolation for further analysis. In the experiments, MLESAC was employed to remove the outliers. Camera motion stabilization [59] was used to remove undesired motions of the camera. The corresponding location/orientation was then computed based on the essential matrix between adjacent images. In the experiments, SIFT and the camera motion stabilization algorithm were realized by OpenCV (Open Source Computer Vision Library) while the MLESAC algorithm is realized follow the structure in [54].

After calculating the moving distance and rotation angle each time the camera moved, the trajectory of the camera was plotted and compared with the pre-defined route, as shown in Figure 11. In Figure 11b,d, the straight lines represent the moving track. The “*” points on the straight lines represent the camera location where each image was taken while the “*” points near the corner represent the camera orientation.

<table>
<thead>
<tr>
<th>Table 4. Comparison of the calculated route and the pre-defined route.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>part1</td>
</tr>
<tr>
<td>part2</td>
</tr>
<tr>
<td>part3</td>
</tr>
<tr>
<td>part4</td>
</tr>
<tr>
<td>part5</td>
</tr>
<tr>
<td>part6</td>
</tr>
<tr>
<td>part7</td>
</tr>
<tr>
<td>part8</td>
</tr>
</tbody>
</table>

Figure 11. Comparison of the calculated route and the pre-defined route. (a) The pre-defined “Z” shaped route; (b) the calculated route of “Z” shaped test; (c) the pre-defined square route; (d) the calculated route of square shaped test.
Tables 4 and 5 show the calculated moving distance and rotation angle corresponding to each image. The comparison with the actual distance and rotation angle is also listed. The average absolute error of moving distance estimation is 0.52 m with 0.41 standard deviation. The average absolute error of rotation angle is 2.66° with 1.26° standard deviation. It can be seen that the movements can be estimated with an adequate accuracy.

<table>
<thead>
<tr>
<th>Moving Forward</th>
<th>Calculated Distance (m)</th>
<th>Actual Distance (m)</th>
<th>Absolute Error (m)</th>
<th>Relative Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>part1</td>
<td>5.2372</td>
<td>5.00</td>
<td>0.2372</td>
<td>4.74</td>
</tr>
<tr>
<td>part3</td>
<td>5.5839</td>
<td>6.00</td>
<td>−0.4161</td>
<td>−6.94</td>
</tr>
<tr>
<td>part5</td>
<td>2.8602</td>
<td>3.00</td>
<td>−0.1398</td>
<td>−4.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rotation</th>
<th>Calculated Angle (°)</th>
<th>Actual Angle (°)</th>
<th>Absolute Error (°)</th>
<th>Relative Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>part2</td>
<td>89.2533</td>
<td>90.00</td>
<td>−0.7467</td>
<td>−0.83</td>
</tr>
<tr>
<td>part4</td>
<td>92.6742</td>
<td>90.00</td>
<td>2.6742</td>
<td>2.97</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Moving Forward</th>
<th>Calculated Distance (m)</th>
<th>Actual Distance (m)</th>
<th>Absolute Error (m)</th>
<th>Relative Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>part1</td>
<td>18.501</td>
<td>19.00</td>
<td>−0.499</td>
<td>−2.63</td>
</tr>
<tr>
<td>part3</td>
<td>28.644</td>
<td>30.00</td>
<td>−1.356</td>
<td>−4.52</td>
</tr>
<tr>
<td>part5</td>
<td>12.713</td>
<td>13.00</td>
<td>−0.287</td>
<td>−2.20</td>
</tr>
<tr>
<td>part7</td>
<td>20.685</td>
<td>20.00</td>
<td>0.685</td>
<td>3.43</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rotation</th>
<th>Calculated Angle (°)</th>
<th>Actual Angle (°)</th>
<th>Absolute Error (°)</th>
<th>Relative Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>part4</td>
<td>93.2403</td>
<td>90.00</td>
<td>3.2403</td>
<td>3.60</td>
</tr>
<tr>
<td>part6</td>
<td>85.8142</td>
<td>90.00</td>
<td>−4.1858</td>
<td>−4.65</td>
</tr>
</tbody>
</table>

4.3. Pedestrian Navigation Results

To further validate the proposed FPV pedestrian navigation system, a high-resolution FPV dataset was built, as shown in Figure 12. It has 13 typical scenes (i.e., museum, apartment, clinic, gymnasium, etc.) from BUAA (Beijing University of Aeronautics and Astronautics) with 4032 × 3024 sRGB resolution. Each scene class has 200 images from different shooting angles.

Figure 12. The high resolution BuaaFPV dataset. A total of 13 typical scenes were chosen from BUAA: museum, supermarket, apartment, Heyi building, Dormitory11, gymnasium, high school, clinic, New Main Building, Science Building, concert hall, swimming pool and library. The resolution is 4032 × 3024 in sRGB.

An AlphaMEX-ResNet was trained on the BuaaFPV dataset with the proposed AlphaMEX Global Pool and four ResBlocks, as shown in Figure 1. To estimate the location area more effectively, the AlphaMEX-ResNet was trained for 55 epochs with 224 × 224 crop size. The test result reached 95% in accuracy, while the original ResNet reached 94% with the same training condition.
The sensor used in the experiments was an MI5100, which has 1/2.5 inch (4:3) sensor size, 2.2 μm pixel size, and 5.7 mm × 4.28 mm image area. The focal length of the camera was 16 mm. The camera is connected with a 4 G cellular network. In the server, a single GTX1080Ti GPU was installed with a i7-7700K CPU and 16 GB memory for calculations.

Figures 13 and 14 show parts of the location estimation results in the real-time test. The camera was fixed on the chest of the human body and taking FPV images with 1.5 Hz shooting frequency. Once it received a new sequential FPV image, the AlphaMEX-ResNet estimated the confidence of each scene class within 3.87 ms. Figure 13 shows the location estimation result from “Apartment” to “High School”; each dot in the chart represents the confidence of each frame with different colors representing scene classes as shown in the legend. A total of 145 frames were estimated in this clip, with the horizontal ordinate representing the timeline. In the real-time test, as the wearer walked through each typical scene area, roads became another “scene”, which appeared with high frequency. In this experiment, the large number of unpredictable objects flashing into the scene when the wearer walked by the road (such as cars, people, bicycles, etc.), were treated as a kind of noise when dealing with the special scene “road”. As shown in Figures 13 and 14, when the wearer walked in a typical scene area, the algorithm demonstrated the absolute confidence of its estimation, but reflected this noise when the wearer walked by the road, as we expected.

According to the above analysis, three rules have been made to improve the location estimation accuracy:

1. Frames with continuous absolute confidence are accepted as a typical scene.
2. If the maximum confidence of a frame or its previous frame is lower than 0.85, it will be identified as “Road”.
3. As the wearer walks with constant speed (1.4m/s), the period represents the walking distance.

The absolute confidence threshold, 0.85, is an empirical parameter determined by testing in a large number of experiments. It is used to determine whether the algorithm has absolute confidence with its classification of each frame. To reduce the influence of noise, the system does not test the current frame only, but also the previous frame, as described in the second rule. The reason for this is that a person is not able to change places and come back in a very short time. Thus, this method could filter the peaks caused by noise. This strategy maintains the accuracy of the scene classification.

![Figure 13. AlphaMEX CNN-based location estimation result from Apartment to High School. Each dot in the chart represents the confidence of each frame, with different colors representing scene classes (shown in the legend). When the wearer walked in a typical scene area, the algorithm demonstrated the absolute confidence of its estimation (from first frame to 61, 116 to the end), but demonstrated random noise when the wearer walked by the road (62 to 115).](image-url)
The navigation algorithm has an average absolute error of 0.57 m in distance estimation at each estimation and tracking result, and Figure 16b plots the scene recognition result with a route estimation.

In the experiment, the proposed SIFT-based movement estimation and tracking algorithm is validated on an FPV clip of “Apartment”, as shown in Figure 15. It can be seen that the test clip has several “moving forward” and “rotation” movements, and the whole trajectory resembles a “U” shape.

The location of the first frame in relation to the scene plane is assumed to be a priori knowledge stored in the database and ε is set to 10°. The system reaches 0.18 s/frame in the experiments. The final FPV-based pedestrian navigation result is shown in Figure 16; Figure 16a shows the movement estimation and tracking result, and Figure 16b plots the scene recognition result with a route estimation. The navigation algorithm has an average absolute error of 0.57 m in distance estimation at each checkpoint. As shown in the image, both the position and movements can be well estimated by the proposed pedestrian navigation algorithm using a single wearable camera.
To further validate the expansibility of the proposed method, more typical scenes were added to BuaaFPV dataset, including the Zhixing Building, the Engineering Training Building and the Institute of UAV (Unmanned Aerial Vehicle). Thus the new BuaaFPV dataset was expanded to 16 typical scenes with $4032 \times 3024$ sRGB resolution. The AlphaMEX CNN model was retrained based on the new dataset. Figure 17 shows the pedestrian navigation result, which demonstrates the expansibility of the hybrid pedestrian navigation method. Figure 17a plots the scene recognition result with a route estimation, and Figure 17b shows the movement estimation and tracking result.

Figure 16. The FPV based pedestrian navigation result. (a) shows the movement estimation and tracking result; (b) plots the scene recognition result with a route estimation. Orange circles represent the identified scene position and sort by time, while yellow arrows represent estimated routes.
5. Discussion

The proposed FPV-based pedestrian navigation system is generally useful, and necessary in areas where GPS or other radio-wave strength methods are blocked; this is especially true for visually impaired people, who require a localization method that can work in any urban area, ranging from underground to narrow open-sky pavements enclosed by tall buildings. The proposed AlphaMEX based-CNN, which could be well trained end-to-end, outperforms the state-of-the-art CNN structures in scene classification. The top-1 error rate of the proposed AlphaMEX-ResNet outperforms the original ResNet \((k = 12)\) by 1.7% on the ImageNet dataset. To combine the AlphaMEX CNN-based localization and SIFT-based movement estimation, a novel iterative structure was designed. The whole pedestrian navigation system was 0.18 s/frame in the experiments. The average absolute error of the CNN-SIFT hybrid pedestrian navigation system was 0.57 m, which is an adequate accuracy for pedestrian navigation. The routes and movements can be plotted on the map for pedestrian navigation.

However, the proposed algorithm also has some limitations. First, as the absolute measurement was estimated by the essential matrix and the camera parameters, the numerical calculation error limited the accuracy of the system. A trainable distance estimation algorithm based on machine learning could help to further improve the estimation. Second, two typical movements, moving forward and rotation, are analyzed in the algorithm. More types of movements, such as walking up stairs, could be analyzed by similar methods to enhance navigation with out-of-plane motion. Finally, the system is designed for pedestrian navigation under good weather conditions, and more image preprocessing algorithms could help to deal with bad weather and low illumination conditions.

6. Conclusions

In this paper, we introduced a hybrid structure with CNN and local image features SIFT for pedestrian navigation based on FPV. A novel end-to-end trainable global pooling operator, called AlphaMEX, was designed to improve the scene classification accuracy of CNN. In addition, a SIFT-based tracking algorithm was employed to calculate the movement of a person and track their trajectory through each frame of FPV. Experimental results demonstrate the effectiveness of the proposed method. The AlphaMEX Global Pool method achieves competitive accuracy and outperforms original state-of-the-art methods. The top-1 error rate of the proposed AlphaMEX-ResNet outperforms the original ResNet \((k = 12)\) by 1.7% on the ImageNet dataset. The average absolute error of the CNN-SIFT hybrid pedestrian navigation system is 0.57 m, which is an adequate accuracy for pedestrian navigation. Both position and movement can be well estimated by the proposed hybrid pedestrian navigation algorithm with a single wearable camera.
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