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Quantitative Identification of Maize Lodging-Causing Feature Factors Using Unmanned Aerial Vehicle Images and a Nomogram Computation
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Abstract: Maize (Zea mays L.) is one of the most important grain crops in China. Lodging is a natural disaster that can cause significant yield losses and threaten food security. Lodging identification and analysis contributes to evaluate disaster losses and cultivates lodging-resistant maize varieties. In this study, we collected visible and multispectral images with an unmanned aerial vehicle (UAV), and introduce a comprehensive methodology and workflow to extract lodging features from UAV imagery. We use statistical methods to screen several potential feature factors (e.g., texture, canopy structure, spectral characteristics, and terrain), and construct two nomograms (i.e., Model-1 and Model-2) with better validation performance based on selected feature factors. Model-2 was superior to Model-1 in term of its discrimination ability, but had an over-fitting phenomenon when the predicted probability of lodging went from 0.2 to 0.4. The results show that the nomogram could not only predict the occurrence probability of lodging, but also explore the underlying association between maize lodging and the selected feature factors. Compared with spectral features, terrain features, texture features, canopy cover, and genetic background, canopy structural features were more conclusive in discriminating whether maize lodging occurs at the plot scale. Using nomogram analysis, we identified protective factors (i.e., normalized difference vegetation index, NDVI and canopy elevation relief ratio, CRR) and risk factors (i.e., Hcv) related to maize lodging, and also found a problem of terrain spatial variability that is easily overlooked in lodging-resistant breeding trials.
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1. Introduction

Maize (Zea mays L.) is one of the most important grain crops in China, used as food, fodder, and bioenergy. The planting area and yield of maize are 35.445 million hectares and 215.891 million tons, respectively, in 2017, ranking first among staple crops, reported by the National Bureau of Statistics [1]. Lodging is one of the main reasons contributing to the yield reduction and quality deterioration of various crops [2,3]. Furthermore, lodging resistance is not only the main breeding target for crop improvement [4], but also an important phenotypic trait in field investigation. Advances in agronomic
and breeding efforts to improve lodging resistance and protect the food supply security have been limited by traditional field phenotyping methods [5,6].

Traditional field phenotyping relies on ground investigation using manpower measurement, which is expensive, laborious, and inefficient, especially when thousands of plots are being evaluated in a breeding program [7,8], and it is not applicable to large scale and repeatable surveys [9]. With the richness of platforms and sensors, remote sensing technology provides a feasible, reliable, and valid approach to identify and analyze crop lodging [6,10,11]. A satellite remote sensing platform covers a large area, but it is limited in revisiting time, and there is a trade-off between spatial and spectral resolution [12]. Compared with a satellite platform, an unmanned aerial vehicle (UAV) platform with proper sensors offers a flexible, low-cost, and high-resolution solution to monitoring the lodging within a relatively small area [6]. Different types of sensors are being used to identify distinguishable features (i.e., lodging and non-lodging features) of crops lodging. Yang et al. [13] reported that polarimetric features extracted from synthetic aperture radar (SAR) imagery were used to monitor wheat lodging. Han et al. [9] reported that the ratio of the natural height to the plant height extracted from SAR imagery was used as a standard for distinguishing the degree of lodging. Liu et al. [14] and Li et al. [15] reported that spectral features were utilized to estimate the lodging grade by using multispectral sensors. Based on digital images and multispectral images, Liu et al. [16] combined spectra with texture feature to identify the area of wheat lodging. Li et al. [11] and Yang et al. [17] reported on texture features and color features extracted from UAV digital imagery that were used for lodging area assessment. By using a thermal infrared sensor, Liu et al. [6] determined that the temperature was distinct between lodging and non-lodging areas, with lodging rice having a higher canopy temperature. Navabi et al. [18] reported that lodging severity was positively correlated with plant height in a diverse wheat population. Chu et al. [10] proposed a method to assess lodging severity over an experimental maize field by using a digital camera and plant height information.

In different scenarios, it is generally impossible to determine in advance which feature can effectively distinguish between lodging and non-lodging areas, so it is necessary to screen the features. In fact, the features extracted from the imagery are all affected by interfering factors such as soil background, weather conditions, observation time, and mixed pixels. Due to the limitation of these interfering factors, using a single feature to identify and analyze lodging may not be sufficient. It is worth studying deeply to identify lodging and determine the strength of the effect that feature factors have on maize lodging based on multiple feature factors.

Logistic regression was developed by statistician David Cox [19], which was used to explain the relationship between one dependent nominal variable (i.e., outcome) and one or more continuous-level (interval or ratio scale) predictor variables [20,21]. A nomogram is a two-dimensional diagram that allows the approximate graphical representation of a logistic regression model, which has a long history in engineering and medicine [22]. In the medical diagnostic research, logistic regression and nomograms as the statistical analysis methods are widely used to analyze post-operative survival prediction and to screen for risk factors [23–25].

Few studies have employed multiple feature factors provided by UAV remote sensing to identify maize lodging and analyze the strength effect of feature factors in a maize breeding program. Therefore, the main objectives of this study are: (1) to introduce a comprehensive methodology and workflow to extract lodging multiple features from UAV imagery, (2) to screen the lodging features factors by using a logistic regression analysis method, (3) to construct a nomogram to predict the occurrence probability of lodging and explore the underlying association between maize lodging and the selected predictors, and (4) to explore the potential of breeding phenotypic traits using UAV remote sensing.
2. Material and Methodology

2.1. Study Area and Field Measurement

The field trial was conducted at the research station of Xiao Tangshan National Precision Agriculture Research Center of China, which covers an area of about two square kilometers and is located in the Changping District of Beijing City. The trial area was approximately 210 m from north to south and approximately 27 m from east to west. A single factor breeding trial with the randomized block design was adopted in this study. Maize seeds of different genetic backgrounds with differences in growth period and stalk stiffness were sown on 15 May 2017. Eight hundred maize breeding plots with a size of 2.4 m × 2 m were arranged in 100 rows and 8 columns and used to observe the phenotypic expression of maize. These plots were planted using a seeding density of 6 plants/m² and a row spacing of 0.6 m. To extract the plant height from UAV images accurately, 16 ground control points (GCPs) were distributed evenly within the field (Figure 1) and measured with a differential global positioning system (DGPS, South Surveying & Mapping Instrument Co., Ltd., Shenzhen, China) with millimeter accuracy. The GCPs were marked with 50 cm × 50 cm, black and white, square planks nailed to a stake stably fixed in the ground. Meteorological data were acquired from QT-1060 open-path eddy-covariance systems (Channel Technology Group Limited, Beijing, China) in the field. From 1 to 10 July, there were several strong winds and rainfall, and the daily average precipitation reached 7.6 mm, which resulted in the lodging of maize on 11 July 2017. It was then that maize in the trial area was at the growth stage 19 (BBCH-scale) [26].

In 72 sampling plots, plant height was measured manually by a telescopic leveling rod. Avoiding the influence of marginal effects and growth competition, the average of the three plants in the center of each sampling plot was counted as the representative value for the ground truth of plant height. Removing 11 sampling plots affected by lodging from 72 sampling plots, 61 sampling plots were used to validate plant height extraction accuracy.

Figure 1. Test site. (A) Plot layout. (B) Plot layout detailed diagram (part). (C) A lodging plot where stalks of maize are clearly visible. (D) Terrain map within test site. GCPs = ground control points used to limit errors and improve the accuracy of plant height extraction.
2.2. UAV Flight and Image Processing

A Sony Cyber-shot DSC-QX100 (Sony Electronics Inc., Tokyo, Japan) camera (resolution: 5472 × 3648 pixels) served as an optical sensor to record RGB images and a Parrot Sequoia (MicaSense Inc., Seattle, WA, USA) camera (resolution: 1280 × 960 pixels, four different spectral bands: green (wavelength 550 nm; bandwidth 40 nm), red (wavelength 660 nm; bandwidth 40 nm), red-edge (wavelength 735 nm; bandwidth 10 nm) and near infrared (wavelength 790 nm; bandwidth 40 nm)) served as a multispectral sensor to acquire spectral images, were mounted on a DJI Spreading Wings S1000 (SZ DJI Technology Co., Shenzhen, China) simultaneously. The radiometric calibration images of the Parrot Sequoia camera were captured by using a calibrated reflectance panel (MicaSense Inc., Seattle, WA, USA) on the ground before and after each flight. The flight altitude above ground level on 8 June 2017, and 11 July 2017, were set to 40 m and 60 m, yielding the ground sampling distance (GSD) of 0.72 cm and 1.3 cm, respectively. The forward overlap was 80% and the lateral overlap was 75%. Each flight speed was set to 6 m per second. ISO and shutter speed were set to a fixed value (i.e., 160 and 1/2000, respectively). A total of 287 digital images and 110 per band multi-spectral images were collected.

According to Reference [27], Agisoft PhotoScan (full-featured trial version 1.3, Agisoft LLC, St. Petersburg, Russia) software implementing a structure-from-motion (SFM) algorithm was used to stitch digital images. The key steps of this process included the image geolocation, GCPs import, image alignment, building a dense point cloud, and building a digital surface model (DSM) and orthoimage. For multispectral images, besides the above key steps, radiation correction and vegetation index calculations were also included. A Pix4Dmapper Pro (version 4.0, PIX4D, Lausanne, Switzerland) was used to reconstruct multispectral images. Radiometric calibration was done by using radiometric calibration images with known reflectance values provided by Micasense. Using the index calculator in the Pix4D software, an NDVI map was produced. We used an Otsu algorithm [28] to determine a threshold and transformed the NDVI image into a binary image. The binary image was used to distinguish between plants and the soil background. ArcMap (version 10.2, Esri Inc., Redlands, CA, USA) was used to create areas of interest (AOIs) in the binary image with covered plants, and to extract the average NDVI for each plot.

The crop surface model (CSM) was normalized by subtracting the digital elevation model (DEM) from the DSM [29,30]. DSMs were the model output from the Agisoft Photoscan Pro software by using images captured on 8 June and 11 July, respectively. On 8 June, maize was about at growth stage 13 (BBCH-scale) and the average plant height of the plots was less than 20 cm. We extracted 1332 elevation points from the DSM on 8 June that were not covered with vegetation. The DEM was interpolated from these 1332 points with the ordinary Kriging spatial interpolation method by using ArcMap. Using AOIs (only cover vegetation), we extracted plant height information on 11 July from the CSM by the ENVI software (version 4.5, Esri Inc., Redlands, CA, USA). A linear fitting model was developed to test the relationship of the plant height between UAV observations and manual measurements. This model explained 77% of the variations in maize plant height, with a root mean square error (RMSE) of 15 cm (Figure 2).

In the stitching processing, 16 GCPs were used to optimize the camera position and orientation, which allowed for the improvement of the georeferenced accuracy of the DSM and orthoimage. The contents listed in Table 1 were used to evaluate the accuracy of DSMs and orthoimage.
Figure 2. Plant height extracted from UAV images (PHuav) versus ground truth (PHgrd). PHard was measured manually on 11 July by using a telescopic leveling rod.

Table 1. Processing quality report for evaluating the accuracy of DSMs and orthoimage.

<table>
<thead>
<tr>
<th>Date</th>
<th>X Error (cm)</th>
<th>Y Error (cm)</th>
<th>Z Error (cm)</th>
<th>Total Error (cm)</th>
<th>Point Density (points/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 June</td>
<td>0.93</td>
<td>1.02</td>
<td>0.49</td>
<td>1.46</td>
<td>47.9</td>
</tr>
<tr>
<td>11 July</td>
<td>1.28</td>
<td>1.46</td>
<td>0.73</td>
<td>2.08</td>
<td>13.7</td>
</tr>
</tbody>
</table>

Abbreviation: Error—Root mean square error (RMSE) of the GCPs. X—Longitude; Y—Latitude; Z—Altitude.

2.3. Potential Factors for Maize Lodging

Before and after the lodging, canopy structure, texture, and spectral characteristics of the maize population changed to varying degrees, which were regarded as feature factors of maize lodging identification in this study. The genetic background was reported to be related to the lodging resistance of maize [31,32], so the genetic background (G) was considered as a potential factor. Although previous studies had shown that planting density had an impact on crop lodging [33], this trial adopted uniform standard mechanized planting, averaging about 24 plants in a plot, so planting density factor was not considered.

Since the plot was small and flat, the surface elevation (PSE) of a plot could be represented by one single numeric value. PSE is an average value calculated by the elevation values at four corners and center of a plot. These elevation values were extracted from the DEM. After multiple rainfalls, terrain may cause spatial variability in the soil moisture, leading to waterlogging in parts of the study area. Therefore, the PSE revealed terrain changes at the plot scale, which was considered a potential factor for lodging identification.

In this study, the canopy structure was described in two dimensions: horizontal and vertical. Canopy cover (CC) was regarded as an indicator of the development of the canopy structure in the horizontal direction, implicating information on maize leaf density and planting area. According to Reference [34], green and non-green pixels in the orthoimage were segmented by using the excess green index (EXG) proposed by Woebbecke et al. [35]. CC was calculated as the ratio of the area between green pixels and total pixels within a plot. Canopy elevation relief ratio (CRR) and the coefficient of variation of canopy height (Hcv) were the metrics of the vertical canopy structure. Hcv is defined as the ratio of the canopy height standard deviation (Hstd) to the mean (Hmean), which has been confirmed by multiple studies to effectively describe the heterogeneity of the canopy plant height in the vertical direction [10,36–38]. CRR is commonly used as a metric that describes the relative shape of the canopy in forestry studies, which can be calculated with minimum (Hmin), maximum (Hmax),
and mean (Hmean) of the plant height. CRR represents the degree to which the outer canopy surfaces are in the upper (CRR > 0.5) or in the lower (CRR < 0.5) portions of the height range \([39,40]\).

Gray-co-occurrence matrices (GLCM) were frequently used to quantitatively evaluate texture features that can be used for image classification and target recognition \([41]\). Previous studies had shown no redundancy between Entropy, Contrast, and Correlation in many GLCM textural parameters \([42]\). Therefore, the three texture feature parameters were considered as potential factors. Minarno et al. \([43]\) had introduced the extraction method of texture feature parameters in detail.

According to Reference \([14]\), the normalized difference vegetation index (NDVI) had a good indication of the lodging identification, where the relative increase of the canopy spectral reflectance in the visible light band was higher than that in the near-infrared band after lodging. Therefore, NDVI as a spectral feature parameter participated in the lodging recognition and factor analysis. Potential feature factors and parameters are summarized in Table \(2\).

<table>
<thead>
<tr>
<th>Feature Categories</th>
<th>Parameter Name</th>
<th>Calculation Formula (or Value)</th>
<th>Parameter Connotation</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Texture</td>
<td>Entropy</td>
<td>(\text{Entropy} = \frac{1}{N} \sum_{i,j=0}^{N-1} P_{ij} \ln P_{ij})</td>
<td>Measures the amount of information in the image and represents the complexity of the texture.</td>
<td>([41,42])</td>
</tr>
<tr>
<td></td>
<td>Contrast</td>
<td>(\text{Contrast} = \frac{1}{N} \sum_{i,j=0}^{N-1} P_{ij} (i-j)^2)</td>
<td>Reflects the total amount of local gray changes in the image</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>(\text{Correlation} = \frac{1}{N} \sum_{i,j=0}^{N-1} P_{ij} \frac{(i-\mu)(j-\mu)}{\sigma^2})</td>
<td>Describes the degree of similarity between row and column elements in GLCM, and reflects the extension of a grayscale in a direction.</td>
<td></td>
</tr>
<tr>
<td>Spectral characteristics</td>
<td>NDVI</td>
<td>(\text{NDVI} = \frac{\rho_{nir} - \rho_{red}}{\rho_{nir} + \rho_{red}})</td>
<td>NDVI is a common vegetation index and data product, and is used to evaluate whether the target being observed contains live green vegetation or not and monitors the vegetation health condition.</td>
<td>([44,45])</td>
</tr>
<tr>
<td>Canopy structure</td>
<td>EXG</td>
<td>(\text{EXG} = 2G - R - B)</td>
<td>EXG is a vegetation index that is used for image segmentation. CC reflects the development of the canopy structure in the horizontal direction.</td>
<td>([35,46])</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>(\text{CC} = \frac{\text{Area}<em>{greenplants}}{\text{Area}</em>{plot}})</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hcv</td>
<td>(\text{HCV} = \frac{H_{max} - H_{min}}{H_{max} - H_{min}})</td>
<td>One-dimensional metric that describe the vertical heterogeneity of plant canopy height.</td>
<td>([10])</td>
</tr>
<tr>
<td></td>
<td>CRR</td>
<td>(\text{CRR} = \frac{H_{max} - H_{min}}{H_{max} - H_{mean}})</td>
<td>Three-dimensional metric that describes the horizontal and vertical heterogeneities of plant canopy height.</td>
<td>([38,47])</td>
</tr>
<tr>
<td>Terrain</td>
<td>PSE</td>
<td>(\text{PSE} = \frac{E_1 + E_2 + E_3 + E_4 + E_5}{5})</td>
<td>Indicates the elevation at the plot scale</td>
<td></td>
</tr>
<tr>
<td>Genetic background</td>
<td>G</td>
<td>(G1,G2,G3,G4,G5)</td>
<td>Five different genetic backgrounds of maize that have differences in growth period and stalk stiffness.</td>
<td></td>
</tr>
</tbody>
</table>

\(P_{ij}\) is element \(i,j\) of the normalized symmetrical GLCM. \(N\) is the number of gray levels in the image as specified by the number of levels under quantization on the GLCM texture page of the variable properties dialog box. \(\mu\) is the GLCM mean, and is calculated using: \(\mu = \frac{1}{N} \sum_{i,j=0}^{N-1} i P_{ij}\). \(\sigma^2\) is the variance of the intensities of all reference pixels in the relationships that contributed to the GLCM, and is calculated using: \(\sigma^2 = \frac{1}{N} \sum_{i,j=0}^{N-1} P_{ij} (i-\mu)^2\). EXG is the excess green index, NDVI is the normalized difference vegetation index, CC is the canopy cover, and CRR is the canopy elevation relief ratio. \(H_{min}, H_{max}, H_{mean}\), and \(H_{std}\) represent the minimum, maximum, mean, and standard deviation of the plant height at the plot scale, respectively. \(\text{Area}\) indicates the calculation of areas, and \(\rho_{nir}\) and
\( \rho_{\text{red}} \) are the reflectances for near-infrared and red bands, respectively. \( EL_i \) represents the elevation at five sampling points of a plot.

These feature parameter acquisitions were repeated for each plot based on the 11 July data and divided into two groups, namely, the lodging group and non-lodging group. We combined a field investigation and image-based visual interpretation to determine the ground truth; namely, whether lodging occurs in a plot. Before and after lodging, the change of stem-to-leaf ratio at the plot scale was the main visual discrimination criterion. Stalks of maize in the lodging plots were clearly observed from the orthoimage (Figure 1C part). The non-lodging group treated as a control group was created using stratified random sampling according to row number. When modeling, CC, CRR, Hcv, NDVI, Entropy, Contrast, and Correlation were treated as continuous variables, and PSE and \( G \) were treated as categorical variables. Therefore, PSE needed to be discretized and converted into categorical variables so that it was easier to interpret the results. In this study, the R package “apcluster” (version 1.4.5) \[48\] was used to implement the affinity propagation (AP) clustering algorithm \[49\], which could automatically determine the optimal number of clusters. The clustering result was divided into two grades, high and low, which represented the difference in terrain within the study area.

2.4. Predictors Selection and Modeling

Predictors (i.e., feature parameters) should have significant differences between the lodging and non-lodging group. In order to preliminarily filter some potential predictors that were not relevant for modeling, testing for significant differences between the two groups was performed. According to different data distribution conditions (normal or non-normal distribution) and types of predictor variables (continuous or categorical variables), different test methods were used. A Shapiro and Wilk test at the 0.05 level was applied to check whether continuous predictor variables followed a normal distribution \[50\]. If the continuous predictor variables followed the normal distribution, the mean and standard deviation was used to describe the distribution of predictors, and the \( t \)-test was used to compare the difference between groups; otherwise, the median and interquartile was used to describe the distribution of predictors, and a Mann Whitney U test was used to compare the difference between groups. No statistically significant continuous predictor variables (\( p \)-value > 0.05) were removed and no longer involved in modeling \[51\]. A \( \chi^2 \) test was applied to check for categorical predictor variables, and no statistically significant categorical predictor variables (\( p \)-value > 0.05) were retained \[24\].

Univariate logistic regression analysis was used to examine whether predictor variables had an independent effect on maize lodging and preliminarily determined predictors relevant for modeling \[52\]. Multivariate logistic regression analysis was used to further explore confounding predictors and discover the underlying association between the outcome and the selected predictors \[53\]. Backward selection procedures applying asymptotic significant correlations for the log-likelihood ratio test (\( p \)-value < 0.001) were used to select the predictors in the logistic regression analysis.

In this study, the binary logistic regression model was created to estimate the probability of a binary outcome (i.e., non-lodging or lodging) based on multiple selected predictors. Lodging was coded as “1”, and a contrary outcome (i.e., non-lodging) was coded as “0”. Following this, a binary outcome named “Islodging” was defined for modeling:

- Islodging = 0, the negative outcome, if a non-lodging event occurred in a plot
- Islodging = 1, the positive outcome, if a lodging event occurred in a plot

The probability of a positive outcome is \( P \) and that of a negative outcome is \( Q \) (\( Q = 1 - P \)). Then, the logit for multivariable logistic regression given by the equation below:

\[
\text{Logit}(P) = \beta_0 + \beta_1 H_{cv} + \beta_2 \text{NDVI} + \beta_3 \text{PSE} + \cdots
\]
The lodging probability is:

\[
P = \frac{\text{EXP}(\beta_0 + \beta_1 H_{cv} + \beta_2 \text{NDVI} + \beta_3 \text{PSE} + \cdots)}{1 + \text{EXP}(\beta_0 + \beta_1 H_{cv} + \beta_2 \text{NDVI} + \beta_3 \text{PSE} + \cdots)}
\]  

(2)

where \( \beta_0 \) is the intercept, \( \beta_i \) are regression coefficients, and \( H_{cv} , \text{NDVI} , \text{PSE} , \) and so on are the predictors. \( \beta_0 \) and \( \beta_i \) were estimated using the maximum likelihood method, which is designed to maximize the likelihood of reproducing the data given the parameter estimates [54]. A Hosmer–Lemeshow test (p-value > 0.05 indicating good fit) was performed to test the fitting degree of logistic regression model and to ensure that all the factors in the model were adequately utilized [55].

The ratio of \( P \) to \( Q \) is defined as the odds ratio (OR). The outcome of a logistic regression model is the logarithm of the OR, which is linearly related to the weighted sum of multiple predictors. The odds ratios and 95% confidence intervals (CI) were calculated. The interpretation of final logistic regression model for maize lodging was rendered using the OR-value of predictors. When \( \beta_i > 0 \) and OR > 1 in the models, the predictor variable was deemed as a risk factor. When \( \beta_i < 0 \) and OR < 1 in the models, the predictor variable was deemed as a protective factor [56,57].

2.5. Nomogram Construction and Evaluation

Nomograms were constructed to evaluate the lodging probability and the strength effect of each predictor. In the nomogram, the point corresponding to a predictor variable was converted from the fitting coefficient of the regression model. The predictor with the largest strength effect on lodging was taken as the reference and all points were rescaled to values between 0 and 100 [25]. Longer horizontal lines represent larger points and indicate the larger effects on lodging. Total points at the bottom scale provided insight into the likelihood that a maize plot will be lodging.

The effectiveness evaluation of the model included two indicators, namely discrimination and calibration, which were performed by the area under receiver operating characteristic (ROC) curve and a calibration method, respectively [58]. The true positive rate (TPR) and false positive rate (FPR) are the vertical axis and horizontal axis of the ROC, respectively. TPR, also known as sensitivity, referred to the percentage that an actual lodging was correctly judged as lodging. FPR, also known as \((1 - \text{specificity})\), referred to the percentage that non-lodging was incorrectly judged as lodging. The area under the ROC curve (AUC) was developed as a discrimination criterion. According to Hosmer and Lemeshow, AUC = 0.5 corresponds to randomly guess and AUC > 0.7 corresponds to a reasonable recognition [59,60]. Calibration measures the model’s ability to generate predictions that are on average closer to the average observed outcome, which is used to validate the robustness of the models [61]. A visual calibration plot was used to illustrate the correlation between the actual probability and the predicted probability by a bootstrapping method [24,62].

Youden’s J statistic is another main summary statistic of the ROC curve used interpret and evaluate the performance of the model [63], which ranged between 0 and 1, with values close to 1 indicating that the model’s effectiveness was relatively large and values close to 0 indicating limited effectiveness [64]. The maximum value of the Youden’s J statistic was used as a criterion for selecting the optimum cutoff point [65]. J is defined as \( J = \text{sensitivity} + \text{specificity} - 1 \) [66].

Statistical analysis, modeling, and evaluation were carried out using an R software version 3.4.3 for Windows (https://www.r-project.org) with R packages (apcluster, ggplot2, rms, and pROC). The schematic diagram of data processing and analysis procedure for maize lodging recognition is illustrated in Figure 3.
Figure 3. Schematic diagram of data processing and analysis procedure for maize lodging identification. A rounded rectangle represents a method and a rectangular rectangle represents an entity. The red dashed rectangle box contains the feature parameters extracted from the UAV images, and the blue dashed rectangle box contains statistical analysis and modeling methods and procedures.

3. Results and Analysis

3.1. Comparisons on Data Distribution

Among the 348 plots included in this study, 87 lodging plots were observed. Figure 4 shows data distribution characteristics of continuous predictor variables extracted from UAV images. There were statistically significant differences in CC, NDVI, Hcv, CRR, PSE, G, and Correlation between the lodging and non-lodging groups. Contrast and Entropy as textural feature parameters were not significantly different between the two groups ($p$-value > 0.05), which were removed from the model. Correlation was a measure of the similarity between elements of GLCM in a row or column direction, revealing
the change in the extension direction of the image texture before and after lodging, which may be affected by the appearance of maize stalks in the images. The difference of CRR and Hcv between the two groups reached a very significant level (p-value < 0.001). This revealed that the changes in canopy structure (plant height) was the most obvious before and after lodging. The difference between non-lodging and lodging groups are summarized in Table 3.

![Figure 4. Data distribution characteristics of continuous feature parameters. The bold solid line in the box indicates the median. The data distribution of CRR, Hcv, and PSE is relatively dispersed, but that of NDVI and Correlation is relatively centralized.](image)

Table 3. Difference between non-lodging and lodging groups. The table shows the statistical description of predictors in the two groups. p-Value is used to indicate whether the predictors have statistically significant differences in the two groups.

<table>
<thead>
<tr>
<th>Variables (Factors)</th>
<th>Non-Lodging Group (n = 261)</th>
<th>Lodging Group (n = 87)</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC [M(Q1, Q3)]</td>
<td>0.604 (0.520,0.661)</td>
<td>0.661 (0.539,0.744)</td>
<td>0.03</td>
</tr>
<tr>
<td>NDVI [M(Q1, Q3)]</td>
<td>0.556 (0.508,0.585)</td>
<td>0.515 (0.430,0.561)</td>
<td>0.02</td>
</tr>
<tr>
<td>Hcv [M(Q1, Q3)]</td>
<td>12.943 (10.449,19.213)</td>
<td>23.841 (19.823,29.681)</td>
<td>0.000</td>
</tr>
<tr>
<td>CRR [M(Q1, Q3)]</td>
<td>0.747 (0.684,0.798)</td>
<td>0.565 (0.469,0.663)</td>
<td>0.000</td>
</tr>
<tr>
<td>PSE (m), level, n%</td>
<td></td>
<td></td>
<td>0.157</td>
</tr>
<tr>
<td>low</td>
<td>119 (31.3%)</td>
<td>62 (17.8%)</td>
<td>1</td>
</tr>
<tr>
<td>high</td>
<td>142 (24.4%)</td>
<td>25 (1.7%)</td>
<td></td>
</tr>
<tr>
<td>G, group, n%</td>
<td></td>
<td></td>
<td>0.220</td>
</tr>
<tr>
<td>G1</td>
<td>79 (22.7%)</td>
<td>4 (1.1%)</td>
<td></td>
</tr>
<tr>
<td>G2</td>
<td>33 (9.6%)</td>
<td>17 (4.8%)</td>
<td></td>
</tr>
<tr>
<td>G3</td>
<td>38 (10.9%)</td>
<td>23 (6.6%)</td>
<td></td>
</tr>
<tr>
<td>G4</td>
<td>13 (3.7%)</td>
<td>2 (0.6%)</td>
<td></td>
</tr>
<tr>
<td>G5</td>
<td>98 (28.2%)</td>
<td>41 (11.8%)</td>
<td></td>
</tr>
<tr>
<td>Contrast (τ ± s)</td>
<td>5.473 (1.123)</td>
<td>0.664 (0.039)</td>
<td>0.718</td>
</tr>
<tr>
<td>Entropy [M(Q1, Q3)]</td>
<td>1.987 (1.966,2.011)</td>
<td>1.994 (1.961,2.014)</td>
<td>0.568</td>
</tr>
<tr>
<td>Correlation (τ ± s)</td>
<td>0.659 (0.040)</td>
<td>0.664 (0.039)</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Abbreviations: τ = mean, s = standard deviation, M = median, Q1 and Q3 = interquartile range.

The results of the Pearson’s correlation coefficient (ρ = −0.638) indicated that CRR was correlated negatively and significantly with Hcv. Therefore, they were not suitable for predictors in the same model. Replacing Hcv in Equations (4) and (5) with CRR, two different logistic regression analysis models were created, which were called Model-1 and Model-2, respectively.

### 3.2. Predictors Selection for Maize Lodging

A univariate logistic regression was performed to analyze the association between the lodging of maize and CC, NDVI, Hcv, CRR, PSE, G, and Correlation (Table 4). NDVI, Hcv, CRR, PSE, and G were selected as preliminary predictors (p-value <0.001). Both NDVI and CRR were continuous predictor variables. The OR-value of NDVI (OR: 0.000, 95% CI: 0.000–0.001) and CRR (OR: 0.000, 95% CI: 0.000–0.001) were the change of logit (P) when they changed every unit respectively, resulting
in a very small OR-value. Categorical predictor variable PSEs were all statistically significant in the two models. When adjusting for possible confounders, Hcv, CRR, NDVI, and PSE were still associated with lodging in Model-1 and Model-2, respectively (Table 5). However, G was statistically significant in Model-1 but not in Model-2 at the 0.05 level. We found that G1 only was planted at high altitudes (PSE = high) using a crosstab statistical analysis (Table 6). This proved that G was associated with PSE. Therefore, G could not be used as an independent predictor variable in the final logistic regression models.

Table 4. Effects of factors on maize lodging by univariate logistic regression analysis.

<table>
<thead>
<tr>
<th></th>
<th>OR</th>
<th>95% CI</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>18.51</td>
<td>1.30–263.10</td>
<td>0.031</td>
</tr>
<tr>
<td>NDVI</td>
<td>0.000</td>
<td>0.000–0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Hcv</td>
<td>1.112</td>
<td>1.079–1.146</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>CRR</td>
<td>0.000</td>
<td>0.000–0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>PSE high</td>
<td>2.959</td>
<td>1.752–4.999</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>G</td>
<td></td>
<td></td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>G1</td>
<td></td>
<td></td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>G2</td>
<td>10.174</td>
<td>3.182–32.536</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>G3</td>
<td>11.954</td>
<td>3.861–37.009</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>G4</td>
<td>3.038</td>
<td>0.504–18.306</td>
<td>0.225</td>
</tr>
<tr>
<td>G5</td>
<td>8.263</td>
<td>8.263–24.055</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Correlation</td>
<td>3706.100</td>
<td>3.161–4,339,512.425</td>
<td>0.023</td>
</tr>
</tbody>
</table>

Abbreviations: OR = odds ratio. CI = confidence interval of OR.

Table 5. Multivariable logistic regression analysis of candidate variables (p < 0.001 in univariate logistic regression analysis).

<table>
<thead>
<tr>
<th></th>
<th>β</th>
<th>OR</th>
<th>95% CI</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hcv</td>
<td>0.144</td>
<td>1.155</td>
<td>1.113–1.199</td>
<td>0.000</td>
</tr>
<tr>
<td>NDVI</td>
<td>−15.320</td>
<td>0.000</td>
<td>0.000–0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>PSE high</td>
<td>1.482</td>
<td>1</td>
<td>1</td>
<td>0.000</td>
</tr>
<tr>
<td>G</td>
<td></td>
<td>4.401</td>
<td>2.219–8.728</td>
<td>0.000</td>
</tr>
<tr>
<td>Constant</td>
<td>3.248</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRR</td>
<td>−10.842</td>
<td>0.000</td>
<td>0.000–0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>NDVI</td>
<td>−12.115</td>
<td>0.000</td>
<td>0.000–0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>PSE high</td>
<td>1.143</td>
<td>1</td>
<td>1</td>
<td>0.000</td>
</tr>
<tr>
<td>G</td>
<td></td>
<td>3.137</td>
<td>1.584–6.213</td>
<td>0.000</td>
</tr>
<tr>
<td>Constant</td>
<td>11.702</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: OR = odds ratio. CI = confidence interval of OR. β and Constant are the coefficients and constant of the final multivariate regression equation, respectively.

Table 6. Crosstab statistical analysis.

<table>
<thead>
<tr>
<th>Islodging</th>
<th>G</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>PSE low</td>
<td>0</td>
<td>19</td>
<td>24</td>
<td>11</td>
<td>65</td>
<td>119</td>
</tr>
<tr>
<td></td>
<td>PSE high</td>
<td>79</td>
<td>14</td>
<td>14</td>
<td>2</td>
<td>33</td>
<td>142</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>79</td>
<td>33</td>
<td>38</td>
<td>13</td>
<td>98</td>
<td>261</td>
</tr>
<tr>
<td>1</td>
<td>PSE low</td>
<td>0</td>
<td>13</td>
<td>14</td>
<td>1</td>
<td>34</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>PSE high</td>
<td>4</td>
<td>4</td>
<td>9</td>
<td>1</td>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>4</td>
<td>17</td>
<td>23</td>
<td>2</td>
<td>41</td>
<td>87</td>
</tr>
</tbody>
</table>

Abbreviations: G = Genetic background. Islodging of 0 represents non-lodging and 1 represents lodging. Low and high are the PSE level.
3.3. Construction and Validation of Models

The $p$-value for the Hosmer–Lemeshow test of Model-1 and Model-2 were 0.735 and 0.736, respectively, indicating a good model fit. The calibration of the two models was performed using two calibration plots with bootstrap resampling 1000 times. Statistical error indicators of Model-1 and Model-2 in the calibration plot illustrated that the two nomograms were well calibrated (Figure 5), and Model-1 had a better calibration result than Model-2. This result showed that the robustness of Model-1 was better than that of Model-2. The AUC of Model-1 and Model-2 were 0.866 (95% CI: 0.824–0.909) and 0.884 (95% CI: 0.844–0.923), respectively (Figure 6). This result showed that the discrimination of Model-2 was better than that of Model-1, which may be due to the fact that CRR describes the three-dimensional canopy structure of maize, while Hcv describes the two-dimensional canopy structure. Compared with univariate regression analysis, multivariate regression analysis can effectively improve the ability of the lodging identification. In rare events, the discrimination of the multivariate regression analysis was worse (e.g., predicted probability line and Hcv line intersected in Figure 6A part). By checking the ROC curve data, these rare events occurred in some data with a fuzzy state, where the non-lodging plots had relatively lower NDVI. However, in most events, non-lodging plots had a higher NDVI.

![Figure 5](image_url)

Figure 5. Calibration plot of the two nomograms for the probability of lodging (bootstrap 1000 repetitions). (A) Model-1, and (B) Model-2. The ideal line at 45° (gray dashed line) represents the ideal nomogram reference line. The apparent line (red dotted line) was calculated from all data. The bias-corrected line (blue continuous line) was a calibrated line using bootstrap resampling 1000 times. The ideal nomogram reference line indicates that the predicted outcome perfectly corresponds with actual outcome. Compared with Model-1, the apparent line of Model-2 seriously deviated from the reference line when the predicted probability of lodging was from 0.2 to 0.4, which indicates corrections for over-fitting.
was the most important factor affecting lodging identification in this study, which indirectly confirmed the hypothesis proposed in Reference [10] that lodging severity was directly associated with a canopy structural anomaly. The shorter line of NDVI and PSE indicated a relatively marginal role played by NDVI and PSE. The smaller the value of NDVI (β: −12.115, OR: 0.000, 95% CI: 0.000–0.001) and CRR (β: −10.842, OR: 0.000, 95% CI: 0.000–0.001) and the greater the points they have, mean that NDVI and CRR were considered protective factors. The greater the value of Hcv (β: 0.144, OR: 1.155, 95% CI: 1.113–1.199) and the greater the points it has, mean that Hcv was considered a risk factor. The OR-value of PSE at high altitude was taken as a reference (OR-value = 1). The probability of lodging at low altitude was approximately 4.4 times than that at high altitude (Table 5). The terrain map in Figure 1D also qualitatively confirmed this conclusion.

Figure 6. Discrimination validation for the two models. (A) Discrimination validation for Model-1 by using a receiver operating characteristic (ROC) curve. The area under the ROC curve (AUC) is 0.866 with 95% confidence intervals (CI): 0.824–0.909. (B) Discrimination validation for Model-2. The AUC is 0.884 with 95% CI: 0.844–0.923. The ideal line (black dashed line) represents the ROC curve of the optimal model (TPR = 100%, FPR = 0%, AUC = 1). The reference line (gray continuous line) represents the ROC curve of the invalid model (TPR = 50%, FPR = 50%, AUC = 0.5). The black circle indicates Youden’s J statistic optimal cutoff point.

When Youden’s J statistic reached its maximum value, the cutoff point was farthest from the reference line (Figure 6). In this study, when the optimal cutoff value of the Model-1 was 0.575, TPR and FPR were 69.0% and 11.5%, respectively. When the optimal cutoff value of the Model-2 was 0.613, TPR and FPR were 75.9% and 14.6%, respectively. Youden’s J statistic can also draw the conclusion that Model-2 was superior to Model-1 in term of its discrimination ability.

3.4. Analytical and Interpretive Report

After validating the model effectiveness, this section focuses on the relationship between the outcomes and selected predictors. In Figure 7, the longer horizontal line of Hcv and CRR indicated larger effects on lodging in Model-1 and Model-2, respectively. This showed that the canopy structure was the most important factor affecting lodging identification in this study, which indirectly confirmed the hypothesis proposed in Reference [10] that lodging severity was directly associated with a canopy structural anomaly. The shorter line of NDVI and PSE indicated a relatively marginal role played by NDVI and PSE. The smaller the value of NDVI (β: −12.115, OR: 0.000, 95% CI: 0.000–0.001) and CRR (β: −10.842, OR: 0.000, 95% CI: 0.000–0.001) and the greater the points they have, mean that NDVI and CRR were considered protective factors. The greater the value of Hcv (β: 0.144, OR: 1.155, 95% CI: 1.113–1.199) and the greater the points it has, mean that Hcv was considered a risk factor. The OR-value of PSE at high altitude was taken as a reference (OR-value = 1). The probability of lodging at low altitude was approximately 4.4 times than that at high altitude (Table 5). The terrain map in Figure 1D also qualitatively confirmed this conclusion.
To demonstrate the application of the nomogram (Figure 7), the data of a plot were randomly sampled as an example. The NDVI, Hcv, and CRR of this plot were 0.561, 16.708, and 0.801, respectively. This plot was located at low altitude. Each predictor point and the total points are illustrated in Table 7. According to the nomogram, its probability of lodging was approximately 15% (Model-1) and 10% (Model-2), respectively. It had a 90% probability of inferring that a plot was non-lodging based on the result of Model-2.
4. Discussion

4.1. Sample Size

The failure to give the severity of the lodging was a shortcoming in this paper, which was the result of the sample size limit. Manual grading based on field investigation leads to extreme imbalance of the lodging samples. Manual grading was divided into two levels, namely stalk breakage and root lodging [67]. More than 80% was root lodging. For the three outcomes (i.e., stalk breakage, root lodging, and non-lodging), the sample size of the stalk breakage did not meet the sample size requirements of a multinomial logistic regression. The sample size estimation of logistic regression was influenced by the number and type of predictor variables, and the number of outcomes. The widely accepted principle is that the number of events should be at least 10 times that of the number of predictors in term of each outcome [68]. The differential significance test was used to initially screen for predictors. Then, based on the results of a univariate analysis, statistically significant predictor variables were selected for multivariate logistic analysis. The statistical significance level was set to 0.001. The smaller the value, the stricter the criterion for selecting the predictor variables. The main purpose of taking these steps as above was to limit the number of predictor variables. Aiming at the problem that the proportion of positive samples (lodging samples) was too low, the undersampling method (reducing the number of negative samples) was adopted to increase the proportion of positive samples. It should be noted that the undersampled sample is a biased sample. Theoretically, it can be proved that if the biased sample is used for parameter estimation, only the intercept value of the logistic regression model will be affected, and other parameters are still reliable. Calibration of model parameters that are estimated based on special sampling does not affect the evaluation of model [69]. Therefore, in order to ensure the complete presentation of a positive sample feature, all 87 positive samples were used for modeling in this study. Considering that the outcome of stalk breakage was insufficient, a binary logistic regression model (two outcomes) was created in this study. After stalk breakage samples meet the requirement of modeling, a multinomial logistic regression will be created, which can directly use lodging severity as an outcome.

4.2. Limitations and Implications of this Study

Fewer lodging types and smaller sampling area may be the main reasons for the failure of textural parameters and CC in the differential significance test and univariate logistic analysis, respectively. Figure 6 showed that the curve representing NDVI had a higher volatility, which was related to the data quality. The quality of NDVI was not only affected by the observation conditions, but also related to leaf color, while leaf color was controlled by the environment and genotype interactions [70]. In this study, the lodging of maize had characteristics of contingency. The interaction between the genetic background and the terrain factors was not taken into account at the beginning of the trial design, which led to the genetic background factor not being selected during modeling, while in other studies this factor was considered [31,71]. PSE was a transmission factor. The roots of maize planted at low altitude had more moisture than at high altitude, so they had shallower roots and were more prone to lodging when natural disasters hit. During modeling, the interaction terms were not included. Actually, a logistic regression model also requires predictor variables to be independent. When there are interactions between predictors, the interpretation of the logistic regression coefficient and OR-value become more complex, so special care should be taken.

In this study, only one spectral index (i.e., NDVI) was used. If the UAV platform is equipped with a hyperspectral sensor, there will be more spectral indices to choose from. Compared with a digital
camera, point clouds produced by airborne laser scanning (ALS) can more fully characterize the canopy structural complexity of maize [38], which will improve the ability of the model to identify maize lodging. After lodging, the breeders usually help to straighten the lodging maize. Maize stalk is able to maintain its upward growth due to its negative geotropism. The capacity of UAV remote sensing to scale phenotyping up from a few to thousands of breeding plots allows breeders to effortlessly monitor the growth of different breeding varieties after straightening in order to find lodging-resistant breeding varieties.

5. Summary and Conclusions

In this study, multispectral and digital images collected by a UAV system were applied to quantitatively identify feature factors that cause maize lodging. The workflow in this study was suitable to extract and analyze phenotypic traits of a large breeding and agronomy trials. Statistical methods were used to screen several potential predictors and construct two nomograms with better validation performance based on selected predictor factors. Our study could not only find risk factors and protective factors related to the lodging of maize, but also predict the probability of lodging under different predictor variables. Due to the lack of data validation for multiple growth stages, although prediction ability of these models is available, the stability of prediction needs further study. Among many factors, the canopy structure is the main-effect factor, and spectral characteristics and terrain factors are secondary. The reminder given to us is that when screening maize lodging-resistant varieties, we should pay enough attention to the problem of spatial variability in the terrain.
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