Super-Resolution Multi-Look Detection in SAR Tomography
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Abstract: Synthetic Aperture Radar (SAR) Tomography (TomoSAR) allows extending the 2-D focusing capabilities of SAR to the elevation direction, orthogonal to the azimuth and range. The multi-dimensional extension (along the time) also enables the monitoring of possible scatterer displacements. A key aspect of TomoSAR is the identification, in the presence of noise, of multiple persistent scatterers interfering within the same 2-D (azimuth range plane) pixel. To this aim, the use of multi-look has been shown to provide tangible improvements in the detection of single and double interfering persistent scatterers at the expense of a minor spatial resolution loss. Depending on the system acquisition characteristics, this operation may require also the detection of multiple scatterers interfering at distances lower than the Rayleigh resolution (super-resolution). In this work we further investigated the use of multi-look in TomoSAR for the detection of multiple scatterers located also below the Rayleigh resolution. A solution relying on the Capon filtering was first analyzed, due to its improved capabilities in the separation of the responses of multiple scatterers and sidelobe suppression. Moreover, in the framework of the Generalized Likelihood Ratio Test (GLRT), the single-look support based detection strategy recently proposed in the literature was extended to the multi-look case. Experimental results of tests carried out on two datasets acquired by TerraSAR-X and COSMO-SkyMED sensors are provided to show the performances of the proposed solution as well as the effects of the baseline span of the dataset for the detection capabilities of interfering scatterers.
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1. Introduction

Synthetic Aperture Radar (SAR) provides high resolution 2-D (azimuth and range) microwaves images of the illuminated scene at night and day and in all-weather conditions. This results in a systematic acquisition capability, which is an essential feature with reference to the environmental risk monitoring applications.

Advanced Differential Interferometric SAR (A-DInSAR) [1] techniques are routinely used for the accurate monitoring of slow, long-term displacements of ground targets. Among them, the class of Persistent Scatterer Interferometry (PSI) methods, typically operating at full resolution [2], relies on the assumption that the scattering response is spatially concentrated and persistent over the observation time interval, hence the name of Permanent Scatterer (PS). This scattering assumption, along with the use of a multi-acquisition model, allows accurately estimating the scatterers
parameters, which are the residual topography (RT) and the related deformation parameters, typically given by the mean deformation velocity (MDV) and the thermal dilation (TD).

SAR Tomography (TomoSAR or 3-D imaging) [3] is a method that exploits multiple observations over different orbits typically achieved by repeated passes to synthesize a large antenna also along the direction orthogonal to the azimuth and range, referred to as elevation or slant height. The resulting fine-beam can be steered (by ground data processing) to scan the object of interest to achieve a high (meter) resolution of the scattering profile along slant height. Upon extension to the time and more dimensions (Multi-D imaging) [4], similar to PSI, TomoSAR allows the estimation of the scatterers parameters related to possible deformations (i.e., MDV and TD) as well.

A simple algorithm to reconstruct the vertical scattering profile is based on Beam-Forming (BF) [5]: its capability of separating the responses of multiple scatterers along the elevation is however limited to the so-called Rayleigh resolution [6]. Alternative methods, e.g. Compressive Sensing (CS) [7,8] Capon filtering [9] or based on proper transformation [10], allow improving such a separation and at the same time achieving better sidelobe suppression. Different from CS, Capon is typically characterized by a spatial (azimuth and range) resolution loss, although a full resolution version has been proposed [11].

Low frequency (L- or P-Band) TomoSAR applications regard the imaging of volume scattering, such as forests and ice mapping [3,12,13]. However, even in the case of limited microwaves penetration capability (e.g., X-Band), TomoSAR allows achieving improved 3-D reconstruction and monitoring in complex scenes, such as urban areas, due to the geometric distortions (layover) induced by the vertical development of the scattering [8]. In this case, TomoSAR extends PSI, improving the PSs identification and the estimation of the parameters of interest.

PSs identification, i.e., the discrimination in each image pixel of different and interfering PS mechanisms, is a key problem in PSI and TomoSAR. Such a problem can be approached in the framework of the detection theory, thus exploiting algorithms (detectors) that allow controlling the false alarm rate (FAR). Among them, the Generalized Likelihood Ratio Test (GLRT) achieves, at least asymptotically, the best Detection Rate (DR) for a given FAR. For a simple model assuming a single (dominant) PS immersed in additive white Gaussian noise, it has been shown in [14] that the GLRT statistic is simply provided by a normalization of the BF reconstruction.

The extraction of multiple (typically two) scatterers, interfering in the same image pixel, is a more complex issue and different solutions have been proposed in the literature. A simple strategy, based on sequential projections, has been proposed in [15]. Such approach, referred to as sequential GLRT with cancellation (SGLRTC), is affected by low detection performances when the interfering scatterers are located at elevation differences close to or lower than the Rayleigh resolution. It also suffers from the effects of leakage related to the influence of sidelobes.

More effective approaches for the detection of multiple scatterers are based on the joint testing of multiple directions in the data space. The support based GLRT (sup-GLRT) [16], which performs a Maximum Likelihood Estimation (MLE) of the elevation support, has been proposed as a refinement of the SGLRTC for improving the performances in the scatterers detection for elevation separation below the Rayleigh resolution. Its disadvantage is the higher computational requirement, related to the need to test the data power distribution in subspaces spanned by multiple directions. The fast sup-GLRT approach [17] provides an interesting improvement that allows retaining almost the same computation efficiency of SGLRTC while keeping, to some degree, the super-resolution capability of sup-GLRT. The rationale of this method relies on testing the signal power in higher dimensionality subspaces by sequentially adding a single direction starting from the first one provided by BF.

Inspired by the small baseline approach [18], which improves the interferometric analysis by increasing the signal to noise ratio through a spatial multi-look, recent PSI-based methods have included local averaging. The SqueeSAR approach [19] and the Component extrAction and sElectionSAR (CAESAR) [20], which is based on the Principal Component Analysis, are examples along this line.
With reference to the TomoSAR context, the use of local spatial averaging has been shown to significantly improve the detection performances as well as the accuracy in the estimation of the scatterers parameters, obviously at the expense of a spatial resolution loss. This is the case of the CAESAR based tomographic processing \cite{21} and of the noise robust multi-look version of the single-look GLRT, hereafter referred to as M-GLRT \cite{22}. M-GLRT is based on a proper normalization of the multi-look BF and shows (asymptotically) optimal performances on the detection of single scatterers. Following the line of the single-look SGLRTC, a M-GLRT detection scheme accounting for the presence of multiple scatterers has also been investigated \cite{22}. Significant improvements in the detection performances have also been observed in this case. However, similar to its single-look counterpart, such a detection scheme does not allow achieving super-resolution and may suffer of the effects of leakage.

To fully address the issue of effective detection of multiple scatterers, in this work, we deepened the investigation of noise robust detection schemes with reference to their capability of separating scatterers located also below the Rayleigh resolution (super-resolution).

In the context of multi-look SAR Tomography, the Capon filtering is known to guarantee sidelobes reduction and improve separation of the responses of multiple scatterers. For this reason, the Capon based detection algorithm \cite{23} was first analyzed and framed in the context of the GLRT detection, to investigate the possible effects of the improved separation in terms of super-resolution detection. Limitations of such a super-resolution tomographic detection method were highlighted. Accordingly, a multi-look extension of the sup-GLRT, the M-sup-GLRT, was therefore proposed along with its fast (computationally efficient) version. It benefits from the super-resolution capabilities of the sup-GLRT as well as the improvements achieved by use of multi-look. This scheme was tested on two datasets acquired by Very High Resolution (VHR) SAR systems with different baseline spans, i.e. elevation resolutions, to appreciate on real data the different detection performances.

The paper is organized as follows. Section 2 presents a review of the multi-look TomoSAR, with a particular emphasis to the Capon and BF reconstruction algorithm. The problem of PSs detection is then addressed, summarizing the GLRT schemes already derived at full (single-look) and reduced (multi-look) spatial resolution and providing a deeper analysis of the Capon based detector proposed in \cite{23}. The multi-look extension of the sup-GLRT detector derived in \cite{16} is described in Section 2.5. Section 3 is devoted to the analysis of the estimation and detection results on data acquired by operative systems. Conclusions and suggestions for further developments are provided in Section 4.

2. Material and Methods

2.1. Multi-look SAR Tomography: Problem Formulation and Filter Design

Let us consider a stack of $N$ azimuth-range focused SAR images, co-registered with respect to a given reference (master) image. We assume that the dataset has compensated for the atmospheric phase screen (APS) as well as for possible nonlinear deformation resulting from a small scale (lower resolution) analysis. In a given image pixel, the signal is a noisy version of the integrated backscattering function over the so-called multi-dimensional parameter space.

The vector collecting the parameters of interest (i.e., RT for 3-D case; RT and MDV for 4-D case; and RT, MDV, and TD for the 5-D case) is referred to as parameter vector $\mathbf{p}$. It spans the parameter space, which is discretized in $K$ bins, corresponding to the parameter vectors $\mathbf{p}_1, ..., \mathbf{p}_K$. RT can be referred to the elevation direction (orthogonal to the range and azimuth) or to the vertical direction: in the following, both definitions are used and specified according to the context.

In a given pixel, the $N$-length data vector, e.g. $\mathbf{g}$, is modeled as

$$ \mathbf{g} = \mathbf{A} \mathbf{y} + \mathbf{w} \quad (1) $$

where the dependence on the pixel has been omitted for sake of simplicity. In Equation (1), the $K$-length vector
where \((\cdot)^T\) is the transposition operator, collects the samples of the backscattering distribution function over the bins (backscattering coefficients), whereas \(w\) is the additive noise contribution. Furthermore, \(A\) is the \(N \times K\) system matrix whose columns are referred to as steering vectors.

With reference to the \(k\)th bin, the corresponding steering vector, e.g. \(a(p_k)\), is a structured versor \(\|a(p_k)\| = 1\) whose \(n\)th component is

\[
\{a(p_k)\}_n = \frac{1}{\sqrt{N}} \exp(-j2\pi \xi^T p_k) \tag{3}
\]

where \(\xi\) is the vector collecting the Fourier mate variables of the parameter vector. Such variables, whose spans determine the Rayleigh resolution (i.e., the resolution capability of the imaging system), depend on the adopted system parameters (transmitted wavelength, spatial baseline distribution, acquisition epochs, and so on) (see references [4,24,25] for the 3-D, 4-D, and 5-D cases, respectively).

At this point, it is worth noting that Equation (1) models the signal component as a superposition over the bins of contributions (steering vectors) weighted according to the corresponding backscattering coefficients. On the one hand, along the elevation dimension, a real scenario can certainly involve the superposition of contributions associated to different bins corresponding to physically distinct scatterers. The same reasoning cannot be extended along the velocity and thermal dilation. For instance, for the 4-D case, the velocity can be interpreted as a spectral variable describing the harmonic content composing a generic, non-linear scatterer deformation. For PSI/TomoSAR it follows that, along the velocity (4-D) and thermal dilation (5-D) directions, the presence of backscattering distribution over multiple bins does not imply the presence of multiple (physical) PS, but only a spreading of the backscattering contribution associated with a deformation of a (physical) PS that cannot be described by a linear motion (4-D) or linear motion and a thermal dilation (5-D) according to the available temperatures. For the sequel, we assume that, for a given elevation, the backscattering is impulsive along the velocity and thermal dilation directions.

It is as well as understood that Equation (1) neglects the presence of decorrelation across the data-stack.

From a statistical point of view, the data vector is typically modeled as a zero-mean complex circular Gaussian random vector, with covariance matrix

\[
R_g = E(\mathbf{g}\mathbf{g}^H) = \sum_{k=1}^{K} \sigma^2_{\gamma_k}\mathbf{a}(p_k)\mathbf{a}^H(p_k) + \sigma^2_w \mathbf{I}_N \tag{4}
\]

where \(\sigma^2_{\gamma_k}\) and \(\sigma^2_w\) are the variance of the backscattering coefficient corresponding to the \(k\)th bin contribution and the power spectral density (PSD) of the (white) noise contribution, respectively; \(E(\cdot)\) and \(\mathbf{I}_N\) are the statistical expectation operator and the \(N\times N\) identity matrix, respectively; and \((\cdot)^H\) stands for hermitian operator. Notice that, according to the previous assumption on the backscattering distribution, the variance \(\sigma^2_{\gamma_k}\) turns out to be concentrated in a single bin along the additional directions with respect to the elevation (4-D / 5-D spaces).

Multi-look SAR tomography is aimed at reconstructing, pixel by pixel, the backscattering distribution along the bins (\(\gamma\)) from a set of \(L\) independent and homogeneous looks, e.g. \(g_1, \ldots, g_L\).

A proper filter, e.g. \(h_l\), is exploited to carry out, look by look, an estimate \(\hat{\gamma}_{k,l} = h_l^H g_l\) of the backscattering coefficient \(\gamma_l\). To mitigate the noise effect, such an estimate is subsequently averaged over all the looks, although this leads to an unavoidable spatial (range-azimuth) resolution loss. The multi-look reconstruction is thus

\[
|\hat{\gamma}_{k,l}| = h_l^H R_g h_l \tag{5}
\]

where
\[
\hat{R}_s = \frac{1}{L} \sum_{l=1}^{L} g_l g_l^H
\]  

(6)
is the sampling covariance matrix of the data. It is worth noting that, under the Gaussian assumption, the sampling covariance matrix in Equation (6) is also the Maximum Likelihood Estimate (MLE) of the statistical covariance matrix in Equation (4).

Since the data and the unknowns in Equation (1) are related by a (typically non-uniformly sampled) Fourier operator, some filter design criteria coming from the spectral estimation theory have been effectively exploited. Among them, the minimum output energy (MOE) criterion allows recovering the spectral component corresponding to the \( k \)th bin while limiting as much as possible the effects of interfering contribution. The problem is cast as:

\[
\begin{align*}
\mathbf{h}_k &= \arg \min_{\mathbf{c}_k} \mathbf{c}_k^H \mathbf{R}_s \mathbf{c}_k \\
\text{subject to} & \quad \mathbf{c}_k^H \mathbf{a}(\mathbf{p}_k) = 1
\end{align*}
\]  

(7)

\( \mathbf{R}_s \) being the statistical covariance matrix in Equation (4).

The Capon filter [26] is the solution of the problem in Equation (7). Standard Lagrangian optimizations lead to the expression

\[
\mathbf{h}_k(\mathbf{p}_k) = \frac{\mathbf{R}_s^{-1} \mathbf{a}(\mathbf{p}_k)}{\mathbf{a}^H(\mathbf{p}_k) \mathbf{R}_s \mathbf{a}(\mathbf{p}_k)}
\]  

(8)

showing that the Capon is an adaptive (data dependent) filter, because of the presence of the (inverse) statistical covariance matrix. In practical situations, the matrix \( \mathbf{R}_s \) is unknown and, therefore, its sampling (multi-look) estimation \( \hat{\mathbf{R}}_s \), defined as in Equation (6), is exploited. Accordingly, by substituting the filter expression in Equation (8) within the multi-look reconstruction in Equation (5), the Capon reconstruction can be written as:

\[
|\hat{\mathbf{y}}_k|^2 = \frac{1}{\mathbf{a}^H(\mathbf{p}_k) \hat{\mathbf{R}}_s \mathbf{a}(\mathbf{p}_k)}
\]  

(9)

A consideration is now in order.

The use of the inverse sampling covariance matrix makes the Capon filter to be intrinsically a multi-look processing. In other words, the Capon reconstruction in Equation (9) cannot be straightforwardly specialized to the single-look case, although a single-look Capon based TomoSAR algorithm has been proposed in paper [11].

A much simpler nonparametric filter usually exploited for the reconstruction of the backscattering profile is Beam Forming (BF). Interestingly, BF can be considered as the solution of the problem in Equation (7) when the data are assumed to be a white process, that is, when \( \mathbf{R}_s \) is proportional to the identity matrix. Such a condition leads in fact to the solution:

\[
\mathbf{h}_{BF}(\mathbf{p}_k) = \mathbf{a}(\mathbf{p}_k)
\]  

(10)

which provides the multi-look reconstruction

\[
|\hat{\mathbf{y}}_k|_{BF}^2 = \mathbf{a}^H(\mathbf{p}_k) \hat{\mathbf{R}}_s \mathbf{a}(\mathbf{p}_k)
\]  

(11)
obtained by substituting Equation (10) into Equation (5).

Differently from the Capon, the BF in Equation (10) is a non-adaptive (data independent filter). To emphasize this aspect, the Capon is sometimes referred to as adaptive BF (ABF). Moreover, the BF reconstruction in Equation (11) can be straightforwardly specialized to the single-look case \( (L = 1) \), which makes it preferable to the Capon when a full spatial resolution analysis is required.

However, despite its implementation complexity compared to the BF, the ABF is expected to provide better sidelobes suppression and, as a consequence, mitigation of the leakage between interfering scatterers as well as (tomographic) super-resolution [5,23].
2.2. Multi-Look Detection in SAR Tomography: Problem Formulation and Solution Strategies

The assumed correspondence between (physical) PSs and bins allows identifying the presence of the stronger PSs interfering in the same pixel and estimating their tomographic parameters by selecting the highest peaks of the tomographic reconstruction.

However, the disturbance (noise and clutter) in the processed data along with the leakage level introduced by the exploited reconstruction technique could determine a misinterpretation of the results that makes necessary a further processing aimed at testing the reliability of the revealed PSs.

In this context is framed the TomoSAR detection problem, which in the multi-look case consists of determining, pixel by pixel, the number \( m \leq M \) of present PSs and estimating the corresponding parameters vectors from a set of \( L \) independent and homogeneous looks. Such a problem can be conveniently cast in terms of the multiple (composite) hypothesis test

\[
H_0: \mathbf{g}_i = \mathbf{w}_i \\
H_m: \mathbf{g}_i = \mathbf{A}_m \mathbf{\gamma}_{m,j} + \mathbf{w}_i
\]

where \( \mathbf{g}_1, \ldots, \mathbf{g}_L \) are the exploited looks. The \( m \)th hypothesis in Equation (12) assumes the presence of \( m \) PSs, characterized by the (unknown) parameters vectors \( \mathbf{p}_1, \ldots, \mathbf{p}_m \) which are look-independent because of the looks homogeneity. The corresponding steering vectors are collected by the system matrix

\[
\mathbf{A}_m = [\mathbf{a}(\mathbf{p}_1), \ldots, \mathbf{a}(\mathbf{p}_m)]
\]

whereas the backscattering coefficients form the look-dependent vector

\[
\mathbf{\gamma}_{m,j} = [\gamma_{1,j}, \ldots, \gamma_{m,j}]^T
\]

Finally, each look is corrupted by an additive noise contribution \( \mathbf{w}_i \), usually modelled as a white complex circular Gaussian random vectors, with (unknown) PSD \( \sigma_w^2 \).

In the following, Equation we deal with the problem of detecting up to two interfering scatterers (i.e., \( M \leq 2 \)).

From a statistical point of view, the joint probability density function (pdf) of the looks can be modeled according to two different complex multivariate Gaussian distributions. The first one leads to the zero-mean model, which characterizes the backscattering coefficients in Equation (14) as uncorrelated zero-mean complex circular Gaussian random variables with (unknown) variances \( \sigma_k^2 \), \( k = 1, \ldots, m \). The second one corresponds to the nonzero-mean model, which considers, instead, the backscattering coefficients in Equation (14) as (unknown) deterministic parameters.

Different detection strategies can be followed.

A first possibility is to start from the tomographic reconstruction and exploit proper indexes to extract the information about peaks corresponding to possible persistent scatterers. In this case, the exploited reconstruction technique plays a key role in terms of achievable tomographic resolution and estimation accuracy: a particular interest is thus for the Capon based algorithms.

A second strategy is strictly framed in the detection theory context and exploits schemes based on the Generalized Likelihood Ratio Test (GLRT). In this case, according to the assumed statistical model, the estimates of the unknown parameters are based on the Least Squares (LS) criterion that, in the case of single scatterers, provides the same solution achievable by selecting the highest peak of the BF reconstruction. Moreover, this strategy also has the advantage of allowing to control the false alarm rate (FAR).

2.3. GLRT Detection

The multi-look GLRT for the binary hypotheses test \( \{H_0, H_1\} \) is:
\[
\max_{\theta_j} \frac{f(g_1, \ldots, g_l; \theta_j | \mathcal{H}_j)}{\max_{\theta_j} f(g_1, \ldots, g_l; \theta_j | \mathcal{H}_j)} \geq T
\]  

(15)

where, under \( \mathcal{H}_k \) \( (k = i, j) \), \( f(\cdot | \mathcal{H}_k) \) is the joint pdf of the looks and \( \theta_k \) is the vector collecting all the unknown parameters. Moreover, \( T \) is the detection threshold, set according to the desired FAR.

As for the detection of single scatterers, the single-look and, more recently, the multi-look GLRT detector for the binary hypothesis test \( (\mathcal{H}_1, \mathcal{H}_0) \) have been derived in references [14,22] respectively.

By assuming the zero-mean model for the joint pdf of the looks, the test in Equation (15) leads to the multi-look GLRT detector [22]:

\[
\sum_{j=1}^{L} \left| g_j \right|^2 + \sum_{j=1}^{L} \left\| g_j \right\|^2 \geq T
\]  

(16)

where

\[
\hat{p} = \arg \max_{\zeta} \left[ a^H(\zeta) \hat{R}_g a(\zeta) \right]
\]  

(17)

is the multi-look MLE under \( \mathcal{H}_1 \) of the parameter vector \( p \) associated with the present PS and \( \hat{R}_g \) is the sample covariance matrix, defined as in Equation (6).

It is worth noting that the test in Equation (16) is a BF-based detector, since its statistic represents the highest normalized peak (belonging to the interval \([0,1]\)) of the BF reconstruction in Equation (11). It can be rewritten as

\[
\rho_{BF} = \frac{\text{tr}[\hat{R}_g a(\hat{p}) a^H(\hat{p})]}{\text{tr}[\hat{R}_g] \text{tr}[a(\hat{p}) a^H(\hat{p})]}
\]  

(18)

which is the correlation index (according to the Frobenius inner product) between the estimated (sample) covariance matrix \( \hat{R}_g \) and the estimated, so-called signature matrix \( a(\hat{p}) a^H(\hat{p}) \), associated with the ideal response \( (\text{signature}) \) \( a(\hat{p}) \) of a PS with parameter vector \( \hat{p} \) [22]. Equation (18) is also referred to as BF correlation index, because of the relation \( h_{BF}(\hat{p}) = a(\hat{p}) \) that defines the BF filter at the bin \( \hat{p} \).

It can be easily shown that, under \( \mathcal{H}_1 \), the test statistic \( \rho_{BF} \) in Equation (18) increases with the signal to noise ratio (SNR) of the present PS, defined as

\[
\text{SNR} = \frac{\sigma^2}{\sigma_w^2}
\]  

(19)

As final remarks, it is worth underlining that the detector in Equation (16) has the CFAR property that reflects in the possibility to use the same detection threshold for processing all pixels with the same (constant) FAR. Moreover, the reduction of the noise effect induced by the multi-look processing translates in a higher detection rate (DR). It has been demonstrated, indeed, that, for a fixed FAR, the DR increases with the number \( L \) of the exploited looks [22].

As for the double scatterers case, a GLRT-based detector for the ternary hypothesis test \( (\mathcal{H}_0, \mathcal{H}_1, \mathcal{H}_2) \) has been proposed for the single-look case in [15] and subsequently extended to the multi-look case in [22]. It is a simple and efficient two-stage scheme, referred to as sequential GLRT with cancelation (SGLRTC), that sequentially tests the pairs of hypotheses \( (\mathcal{H}_2, \mathcal{H}_0) \) and \( (\mathcal{H}_1, \mathcal{H}_0) \), where \( \mathcal{H}_2 \) denotes the complement of \( \mathcal{H}_2 \) (i.e., \( \mathcal{H}_1 \) or \( \mathcal{H}_0 \)). At the first stage, aimed at testing the presence of two scatterers, the decision rule from Equation (16) is applied to the vector obtained by canceling from the data the contribution of the dominant scatterer. The latter is in turn provided by the highest peak of the BF reconstruction. If hypothesis \( \mathcal{H}_2 \) is selected, the final decision is
demanded to the second stage that select among the null and the single scatterer hypothesis, again according to the rule in Equation (16).

The SGLRTC results to be in practice CFAR. Moreover, from the computational point of view, it is a very efficient detection scheme, since the cancelation step allows just doubling the effort required by the GLRT detector for single scatterers. Unfortunately, this is paid for by a reduction of the (tomographic) resolution capabilities, since the cancellation process does not allow locating scatterers whose distance in the parameter space is below the Rayleigh resolution. Moreover, it has limited capabilities in contrasting the leakage.

To provide super-resolution capabilities, a single-look double-stage GLRT-based detector, referred to as sup-GLRT (since it deals with a signal support estimation problem), has been proposed in [16]. Similar to the single-look SGLRTC, the sup-GLRT assumes the nonzero-mean model for the pdf of the data. However, differently from the SGLRTC that implements the binary tests starting from the higher hypothesis, the sup-GLRT sequentially tests the pairs of hypotheses \((\mathcal{H}_0, \mathcal{H}_1)\) and \((\mathcal{H}_1, \mathcal{H}_2)\) \((\mathcal{H}_0, \mathcal{H}_1)\) being the complement of \(\mathcal{H}_0\), thus starting from the lower hypothesis. More specifically, letting \(g\) be the (single) exploited look, the first stage implements the rule

\[
\frac{g^H P (\hat{\mathbf{p}}_1, \hat{\mathbf{p}}_2) g}{2} = 1 - \frac{g^H P^+(\hat{\mathbf{p}}_1, \hat{\mathbf{p}}_2) g}{2} \leq T_1
\]

where

\[
(\hat{\mathbf{p}}_1, \hat{\mathbf{p}}_2) = \arg \min_{\mathbf{p}_1, \mathbf{p}_2} \left[ g^H P^+(\mathbf{p}_1, \mathbf{p}_2) g \right]
\]

is the joint MLE of the parameter vectors associated with the two present PSs under \(\mathcal{H}_2\),

\[
P^+(\hat{\mathbf{p}}_1, \hat{\mathbf{p}}_2) = \mathbf{I}_n - P(\hat{\mathbf{p}}_1, \hat{\mathbf{p}}_2)
\]

is the projector in the noise subspace, which is the orthogonal complement to the signal subspace spanned by the two estimated directions \(\mathbf{a}(\hat{\mathbf{p}}_1)\) and \(\mathbf{a}(\hat{\mathbf{p}}_2)\), and

\[
P(\mathbf{p}_1, \mathbf{p}_2) = \mathbf{A}(\mathbf{p}_1, \mathbf{p}_2) [\mathbf{A}^H(\mathbf{p}_1, \mathbf{p}_2) \mathbf{A}(\mathbf{p}_1, \mathbf{p}_2)]^{-1} \mathbf{A}^H(\mathbf{p}_1, \mathbf{p}_2)
\]

is the projector in the signal subspace, \(\mathbf{A}(\mathbf{p}_1, \mathbf{p}_2)\) being the matrix collecting the two estimated directions.

The second stage acts when the first one selects \(\mathcal{H}_0\). It implements the rule

\[
1 - \frac{g^H P^+(\hat{\mathbf{p}}_1) g}{2} \leq T_2
\]

where \(\hat{\mathbf{p}}_1\) and \(\hat{\mathbf{p}}_2\) are still given by Equation (21), and

\[
\hat{\mathbf{p}}_1 = \arg \min_{\mathbf{p}_1} \left[ g^H P^+(\mathbf{p}_1) g \right]
\]

is the MLE of the parameter vector associated with the present PS under \(\mathcal{H}_1\). Moreover,

\[
P^+(\hat{\mathbf{p}}) = \mathbf{I}_n - \mathbf{a}(\hat{\mathbf{p}}) \mathbf{a}^H(\hat{\mathbf{p}})
\]

is the projector in the noise subspace, which is the orthogonal complement to the signal subspace spanned by the estimated direction \(\mathbf{a}(\hat{\mathbf{p}})\).

The sup-GLRT is a CFAR detection scheme, and very effective compared to SGLRTC in terms of resolution capability. Indeed, by exploiting the join estimation procedure from Equation (21), it is also able to detect scatterers whose separation in the parameter space is below the Rayleigh resolution. Moreover, for separation above the Rayleigh resolution, the avoidance of the cancellation step exploited in the SGLRTC allows improving the handling of leakage associated to sidelobes. However, the super-resolution capability is paid for by a high computational effort, which turns out to be combinatorial [16]. Accordingly, the sup-GLRT is very computationally demanding, especially
when the dimensionality of the parameter space increases and its discretization is carried out with a high number of bins [27].

To overcome the high computational complexity limitation of the sup-GLRT, the so-called (single-look) fast-sup-GLRT is introduced in [17]. The basic idea is on splitting the joint estimate $\tilde{p}_1$, $\tilde{p}_2$ of the two parameters vectors, performed as in Equation (21), into two decoupled estimates $\tilde{p}_1$ and $\tilde{p}_2$. To this aim, the estimate $\tilde{p}_1$ is firstly carried out by Equation (25). Subsequently, the estimate $\tilde{p}_2$ is performed as

$$\tilde{p}_2 = \arg \min_{\tilde{c}} \left[ g^H P^T (\tilde{p}_1, \tilde{c}) g \right]$$

(27)

The reduction of the computational effort is paid for by a higher leakage effect on the dominant scatterer when a secondary scatterer is present. Nevertheless, the fast sup-GLRT has been demonstrated to achieve better detection performances with respect to the SGLRTC. This improvement depends on the fact that, differently from the cancelation carried out by the SGLRTC, the estimation procedure in Equation (27) does not constrain the steering vectors associated with $\tilde{p}_1$ and $\tilde{p}_2$ to be orthogonal.

2.4. Capon-Based Detection

The attractive characteristic of the Capon reconstruction related to the mitigation of the leakage effect has encouraged the derivation of multi-look Capon-based detectors which should be able to achieve better performances in presence of multiple PSs interfering in the same pixel. One possibility could be the modification of the GLRT in Equation (16), which is a BF-based detector, in a Capon-based detection scheme. To this aim, the BF correlation index from Equation (18) could be substituted with the Capon correlation index

$$\rho_C = \frac{\text{tr} [ \tilde{R}_g h_c (\tilde{p}) h_c^H (\tilde{p}) ]}{\text{tr} [ \tilde{R}_g ] \text{tr} [ h_c (\tilde{p}) h_c^H (\tilde{p}) ]}$$

(28)

where $h_c(\tilde{p})$ is the Capon filter at the bin $\tilde{p}$ corresponding to the highest peak of the Capon reconstruction. Unfortunately, because of the presence of the inverse sampling covariance matrix in the filter (see Equation (8)), the use of the index in Equation (28) results to be critical in terms of numerical instability related to the finite precision number representation, especially for high values of SNR.

Another possibility is given by the multi-look Capon-based iterative detector addressed in [23]. It exploits the $L$ looks $g_1, \ldots, g_L$ to sequentially test the hypotheses in Equation (12), that is

$$H_a: g_i = A_m Y_{m,i} + w_i$$

(29)

$m \geq 1$, where the matrix $A_m = \{ a(\tilde{p}_1), \ldots, a(\tilde{p}_m) \}$ accounts for the vector parameters $\tilde{p}_1, \ldots, \tilde{p}_m$ corresponding to the $m$ highest peaks of the Capon reconstruction.

The $m$th iteration verifies the presence of a further scatterer with respect to the $m$-1 already detected in the previous one, by ending the algorithm if the additional scatterer is declared to be absent. To this aim, the following joint condition is tested

$$(\epsilon_m < T_1) \cap (\text{SNR}_m > T_2)$$

(30)

where $\epsilon_m$ is a properly defined fitting error exploited to limit the FAR,

$$\text{SNR}_m = \frac{\sigma_n^2}{\sigma_m^2}$$

(31)

is the SNR corresponding to the $m$th scatterer, and $T_1$ and $T_2$ are two fixed (independent from $m$) thresholds.
The fitting error is a normalized index accounting for the data contribution within the noise subspace, i.e., the orthogonal complement to the signal subspace

$$
\varepsilon_m = \frac{\sum_{l=1}^{L} \| \mathbf{g}_l - \mathbf{A}_m \hat{\gamma}_{m,l} \|^2}{\sum_{j=1}^{J} \| \mathbf{g}_j \|^2}
$$

where

$$
\hat{\gamma}_{m,l} = (\mathbf{A}_m^H \mathbf{A}_m)^{-1} \mathbf{A}_m^H \mathbf{g}_l
$$

is the least squares (LS) estimate of the vector $\gamma_{m,l}$. 

It is worth noting that, by increasing the iteration number $m$, which represents the dimensionality of the signal subspace, the fitting error from Equation (32) decreases. Accordingly, it is enough to verify the fitting error condition just for $m = 1$, whereas for $m > 1$ the detection rule in Equation (30) reduces to

$$\text{SNR}_m > T$$

As for the SNR in Equation (31), the power $\sigma_{\gamma_m}^2$ of the $m$th scatterer is evaluated as

$$\hat{\sigma}_{\gamma_m}^2 = \frac{1}{L} \sum_{l=1}^{L} \| \hat{\gamma}_{m,l} \|^2$$

where $\hat{\gamma}_{m,l}$ is the last $(m)$th component of $\hat{\gamma}_{m,l}$ in Equation (33).

Regarding to the noise power $\sigma_w^2$, in [23] the authors did not provide any information on the adopted estimation strategy. However, assuming the nonzero-mean Gaussian model for the looks (see Section 2.1), Equation (33) turns out to be the MLE of the backscattering coefficients and, thus, the MLE of the noise level can also be exploited [15]

$$\hat{\sigma}_w^2 = \frac{1}{L} \sum_{l=1}^{L} \| \mathbf{g}_l - \mathbf{A}_m \hat{\gamma}_l \|^2 / (N - m)$$

Some considerations are now in order.

It can be shown that, for $m = 1$, the fitting error condition is equivalent to the one on the SNR, thus the test turns out to always be equivalent to that in Equation (34) or, in other words, the condition on the fitting error is redundant.

Furthermore, it can be shown that the test in Equation (34) is equivalent to the multi-look GLRT for the pair $(H_{m-1}, H_m)$ derived by assuming the looks following the nonzero-mean Gaussian model. However, differently from the GLRT, which exploits the MLEs of all the unknown parameters, the test in Equation (34) makes use of the parameter vectors provided by the highest peaks of the Capon reconstruction. It has been empirically demonstrated, however, that simple peaks location leads to the worst results in terms of resolution even with respect to the method based on signal orthogonal projections. Additionally, the corresponding test statistic is always lower than the one of the “full” GLRT rule (which is maximized by the MLEs).

These considerations make evident the difficulty to derive, in the context of super-resolution multi-look detection, an effective Capon-based detection scheme. On the other hand, multi-look SGLRTC does not provide super-resolution capabilities, differently from the sup-GLRT proposed in article [16], which however has been designed for the single-look case. Accordingly, in the next subsection, we derive the multi-look version of the sup-GLRT.

2.5. Proposed Multi-look Sup-GLRT Detection Algorithm

The single-look sup-GLRT detector and its fast implementation proposed in references [16,17], respectively, are described in Section 2.3. Such schemes carry out the estimation of the parameters
vector without imposing the orthogonally of the corresponding directions, thus achieving satisfactory performances also when multiple interfering PSs below the (tomographic) Rayleigh resolution are present in the same pixel. Accordingly, to profitably exploit such feature also when the processed datasets are characterized by low SNRs, in this section, we propose the extension of the sup-GLRT detector to the multi-look case. Additionally, for the fast implementation of the multi-look sup-GLRT, a Capon reconstruction is also proposed.

Let us consider a set of $L$ independent and homogeneous looks, modeled according to the nonzero-mean statistical characterization (see Section 2.1), which extends the model exploited in [16] to the multi-look case. By supposing the presence of up to two scatterers, the first stage of the multi-look sup-GLRT implements the decision rule

$$1 - \frac{\text{trace}\left[ P^\dagger(\hat{\mathbf{p}}_1, \hat{\mathbf{p}}_2) \hat{\mathbf{R}}_g \right]}{\text{trace}\left[ \hat{\mathbf{R}}_g \right]} \geq T$$

(37)

where $\hat{\mathbf{R}}_g$ defined as in Equation (6), represents the sampled correlation matrix of the exploited looks, and $P^\dagger(\hat{\mathbf{p}}_1, \hat{\mathbf{p}}_2)$ is given by Equation (22). Moreover,

$$\left( \hat{\mathbf{p}}_1, \hat{\mathbf{p}}_2 \right) = \arg \min_{\zeta_1, \zeta_2} \text{trace}\left[ P^\dagger(\zeta_1, \zeta_2) \hat{\mathbf{R}}_g \right]$$

(38)

is the joint MLE of the parameters vector under $\mathcal{H}_2$

The second stage, instead, operates the decision according to the rule

$$1 - \frac{\text{trace}\left[ P^\dagger(\hat{\mathbf{p}}_1, \hat{\mathbf{p}}_2) \hat{\mathbf{R}}_g \right]}{\text{trace}\left[ P^\dagger(\hat{\mathbf{p}}_1) \hat{\mathbf{R}}_g \right]} \geq T$$

(39)

where $\hat{\mathbf{p}}_1$ and $\hat{\mathbf{p}}_2$ are still given by Equation (21), and

$$\hat{\mathbf{p}}_1 = \arg \min_{\zeta} \text{trace}\left[ P^\dagger(\zeta) \hat{\mathbf{R}}_g \right]$$

(40)

is the MLE of the parameter vector under $\mathcal{H}_1$

It is worth noting that, assuming the zero-mean statistical model for the exploited looks, Equations (37) and (39) can be shown to be still the decision rules of the multi-look sup-GLRT only if $\sigma^2_{\zeta_1} = \sigma^2_{\zeta_2}$ (scatterers with the same power level).

Similar to the single-look counterpart, a fast implementation of the proposed multi-look detector can be obtained by splitting the joint estimate $(\hat{\mathbf{p}}_1, \hat{\mathbf{p}}_2)$ into two decoupled estimates $\hat{\mathbf{p}}_1$ and $\hat{\mathbf{p}}_2$, the latter performed as

$$\hat{\mathbf{p}}_2 = \arg \min_{\zeta} \text{trace}\left[ P^\dagger(\hat{\mathbf{p}}_1, \zeta) \hat{\mathbf{R}}_g \right]$$

(41)

The estimate $\hat{\mathbf{p}}_1$ is given, instead, by the position corresponding to the highest peak of the multi-look tomographic reconstruction. However, differently from the (single-look) fast implementation proposed in [17,27] which exploits the Beam-Forming reconstruction, we prefer to use the Capon reconstruction carried out on the selected looks. Indeed, the capability of the Capon filter to mitigate the leakage effect should guarantee a better estimate of the parameters vector $\hat{\mathbf{p}}_1$ when multiple interfering PSs are actually present in the same pixel, thus improving also the subsequent estimate in Equation (41).

3. Results

To test the effectiveness of the proposed detection scheme, experiments were carried out on two datasets involving highly urbanized environments. The first dataset was acquired by the TerraSAR-X sensors over the city of Bucharest in the area of the national arena; the second one by the COSMO-SkyMED sensor on the city of Rome. Sensors and datasets characteristics are summarized in Table 1.
Table 1. Detected single and double PSs for single-look (SL) and multi-look (ML) sup-GLRT.

<table>
<thead>
<tr>
<th></th>
<th>TSX</th>
<th>CSK</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of acquisitions</td>
<td>32</td>
<td>29</td>
</tr>
<tr>
<td>incidence angle</td>
<td>37.32°</td>
<td>34°</td>
</tr>
<tr>
<td>range resolution</td>
<td>1.17 m</td>
<td>1.47 m</td>
</tr>
<tr>
<td>azimuth resolution</td>
<td>3.3 m</td>
<td>3 m</td>
</tr>
<tr>
<td>Rayleigh resolution</td>
<td>23 m</td>
<td>7.89 m</td>
</tr>
<tr>
<td>wavelength</td>
<td>3.1 cm</td>
<td>3.1 cm</td>
</tr>
<tr>
<td>sensor altitude</td>
<td>500.54 km</td>
<td>628.15 km</td>
</tr>
<tr>
<td>beam ID</td>
<td>strip_010</td>
<td>H4-05</td>
</tr>
<tr>
<td>acquisition mode</td>
<td>stripmap</td>
<td>stripmap</td>
</tr>
<tr>
<td>orbit direction</td>
<td>descending</td>
<td>ascending</td>
</tr>
</tbody>
</table>

The two datasets were analyzed with both single- and multi-look sup-GLRT. The estimate of the parameter vector associated to the dominant was used for implementing the fast version of the detector. In the proposed multi-look solution, this vector was provided by the Capon reconstruction, which is expected to reduce the leakage effect. With this regard, before starting with the analysis of the detection performances, a comparison of the elevation estimates achieved by Capon and BF was first performed with reference to the Bucharest dataset, which is characterized by a poor vertical resolution.

The TerraSAR-X dataset over the Bucharest national arena area is composed by 32 (SLC) images of 800 (azimuth) × 1200 (range) pixels, acquired between July 2011 and December 2012 with the system operating in the stripmap, single polarization mode. Orbits are descending, the spatial 2-D resolution is 2 m in azimuth and 1 m in range. Figure 1 shows the (temporal) multi-look amplitude image corresponding to the investigated area, i.e. the result of an averaging on all the available acquisitions.

The acquisitions are distributed on the so-called spatial/temporal baselines domain, as shown in Figure 2, with a span of 432 m and 528 days. The corresponding Rayleigh elevation resolution is about 23 m; this number converts vertically to about 14 m, which compares with the average building height in the area. The Rayleigh resolutions along the linear deformation rate and thermal dilation equals 1 cm/year and 0.35 mm/°C, respectively. Based on the limited spatial extension of the analyzed area, the data were calibrated for the APS by compensating for a constant phase offset.

The adaptive (spatial) multi-look operation was carried out via a Kolmogorov–Smirnov (KS) test [19,28]: The search window was set to 9 × 9 pixels and 25 pixels were selected inside each window.

![Figure 1. Amplitude of the test area from the TerraSAR-X dataset (National Arena in Bucharest, Romania), averaged across dataset’s acquisitions.](image-url)
Figure 2. Distribution of the acquisitions, depicted as circles, in the temporal/spatial baseline domain. Red circle corresponds to the master acquisition.

The reconstructions in Equation (9) and (11) were carried out in the 4-D space, by exploiting the statistically similar looks selected as described above for the covariance matrix estimation. The RT (elevation) interval was scanned in the [-60, 60] m interval with a 3 m spacing, the MDV interval was set to [-2.5, 2.5] cm/year with a spacing of 0.25 cm/year.

The elevation map of the dominant scatterers, i.e., for each pixel, the positions of the highest peak of the tomographic reconstruction, is shown in Figure 3 for the Beam-Forming (Figure 3, a) and Capon (Figure 3, b). The comparison of the two maps shows that the better leakage mitigation associated with Capon leads to a generally less noisy reconstruction with respect to the plain BF. For this reason, although characterized by a higher computational cost due to the inversion of the covariance matrix, the Capon filter is considered in the implementation of the detection multi-look fast sup-GLRT scheme.

This detection scheme was then applied to select the monitored PSs. The adaptive KS test was again used for the $\hat{R}_g$ estimation. Due to the presence of metallic structures in the test area, which can be sensitive to the phenomenon of thermal dilations, the 5-D case was considered. The TD coefficient interval [-1.6, 1.6] mm/°C was scanned with a sampling step of 0.2 mm/°C.

Figure 4 shows the maps of the detected single (Figure 4, a and b) and higher double (Figure 4, c and d) PSs, when the single-look (Figure 4, a and c) and multi-look (Figure 4, b and d) fast sup-GLRT were used. Colormaps were set according to the estimated RT (elevation). The results show a significant increase of the detection performance achieved by the multi-look detector with respect to the single-look processing. This increase is particularly evident for the double scatterers, which were mainly identified on almost all the structures extending vertically. All pixels belonging to the top of the stadium, as well as to the roofs of the residential buildings in the neighborhood, were in fact detected as double scatterers, whereas single scatterers were mostly located on the ground. The thermal dilation map of the detected PSs, which is not reported for sake of brevity, shows that the highest values corresponded to the metallic structures, including the stadium.
Figure 3. Maps of the estimated dominant scatterers elevation, corresponding to the peaks of the BF (a) and Capon (b) reconstructions. Colormap is in meters and set according to the estimated elevation.

Figure 4. Distribution of the detected single scatterers (a,b) and higher double (c,d) scatterers, for single-look (a,c) and multi-look (b,d) analysis. Colormap is in meters and set according to the estimated elevation.

The COSMO-SkyMED dataset over the city of Rome is composed by 29 (SLC) images of 500 (azimuth) × 700 (range) pixels, acquired between April 2011 and October 2012 by the Cosmo-SkyMed constellation, operating in the stripmap image mode on ascending orbits, with a resolution of 3 m in azimuth and 1.45 m in range.
Figure 5 shows multi-look master image amplitude of the investigated area. The adaptive multi-look method based on the KS test was implemented also in the case of this dataset, again by setting the search window to $9 \times 9$ pixels and selecting 25 pixels inside each window. The acquisitions are distributed on the spatial/temporal baselines domain as in Figure 6, with a span of 1469.2 m and 556 days. The Rayleigh resolution is equal to 7.89 m in elevation and therefore much better than the Bucharest case. For linear deformation (MDV), the resolution is 1 cm/year, hence comparable to the previous case, whereas for the thermal coefficient the resolution decreases to 0.8 mm/°C.

The APS was compensated in this case by exploiting a two-scale analysis: APS was extracted at the stage of low resolution processing (see reference [5]).

The estimation and detection processes were carried in 5-D space, over a uniformly discretized grid, picked over the RT (elevation) interval $[-60, 60]$ m with a spacing of 1 m, the MDV interval $[-2.5, 2.5]$ cm/year with 0.25 cm/year spacing and the TD coefficient interval $[-1.6, 1.6]$ mm/°C with a spacing of 0.4 mm/°C.

**Figure 5.** Amplitude of the test area from the COSMO-SkyMED dataset relevant to the Basilica S. Paolo area in Rome, Italy, averaged across dataset’s acquisitions.

**Figure 6.** Distribution of the acquisitions, depicted as circles, in the temporal/spatial baseline domain. Red circle corresponds to the master acquisition.

Figure 7 shows the maps of the detected single (Figure 7, a and b) and higher double (Figure 7, c and d) PSs, for the single-look (Figure 7, a and c) and multi-look (Figure 7, b and d) cases. Colormaps are set again according to the estimated RT (elevation).
Figure 7. Distribution of the detected single scatterers (a,b) and higher double (c,d) scatterers, for single-look (a,c) and multi-look (b,d) analysis. Colormap is in meters and set according to the estimated elevation.

4. Discussions

Results achieved by the processing of the two datasets shows the capabilities of multi-look sup-GLRT in providing higher densities of detected PS. Moreover, detected double scatterers well matched the building and structures developed vertically, which are subject to the effects of layover.

To quantitatively compare the detection performance of the proposed multi-look detector with that of its single-look counterpart, the number of detected single and double PSs and their percentages with respect to the total number of pixels interested by the detection of at least one stable target are synthetized in Table 2 for both processed datasets.

Table 2. Detected single and double PSs for single-look (SL) and multi-look (ML) sup-GLRT.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>PS</th>
<th>SL detections</th>
<th>ML detections</th>
<th>SL percentage</th>
<th>ML percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSX</td>
<td>single</td>
<td>11,6065</td>
<td>25,0899</td>
<td>97.17%</td>
<td>76.7%</td>
</tr>
<tr>
<td></td>
<td>double</td>
<td>3380</td>
<td>7,5934</td>
<td>2.83%</td>
<td>23.3%</td>
</tr>
<tr>
<td>CSK</td>
<td>single</td>
<td>5,3415</td>
<td>7,2279</td>
<td>91.99%</td>
<td>59.9%</td>
</tr>
<tr>
<td></td>
<td>double</td>
<td>4648</td>
<td>4,8220</td>
<td>8.01%</td>
<td>40.1%</td>
</tr>
</tbody>
</table>

Table 2 shows that, with respect to the single-look, the multi-look processing provides a significant increase on the total number of the detected scatterers (singles plus twice the doubles). Moreover, the percentages highlight the better capability of the multi-look processing in detecting the double PSs, also with respect to the single-look analysis reported in the literature [29,30]. The numerical results in Table 2, along with the visual evidence in Figures 4 and 7, allow concluding that many single scatterers detected by the single-look processing were detected as double scatterers by the multi-look processing. Table 2 also shows a significant increase of the detected double scatterers in the case of Cosmo-SkyMed dataset with respect to the TerraSAR-X case: this can be ascribed to the higher elevation resolution. Lower Rayleigh resolution along the elevation calls for super-resolution detection capability but this impacts negatively the detection rate, as demonstrated in reference [25].
where an analysis of the detection rates as a function of the super-resolution ratio is performed for the single-look case.

In the following, we follow lines for a validation of the results.

First, it is worth noting that a visual comparison of the estimated heights for the single- and multi-look case achieved on both datasets, shown in Figure 4 for TerraSAR-X and Figure 7 for the COSMO-SkyMED case, provides evidence of a spatial consistency of the results for the single as well as double scatterers. For both single- and multi-look processing, high estimated heights for the double scatterer case are located in areas where single scatterers also show the presence of buildings. This aspect can be analyzed on those pixels where the single-look processing declares the presence of single PSs, whereas the multi-look processing detects double PSs. It is reasonable to expect that the noise reduction induced by the multi-look enables to revealing the presence of an additional (weaker) scatterer, which the single-look (noisier) processing cannot detect. This is confirmed by the results in Figure 8, which is related to the COSMO-SkyMED dataset. It shows the histogram of the difference, on a common grid of pixels, between the heights associated with the single scatterers detected by the single-look processing and the closest (Figure 8, a) and farthest (Figure 8, b) double scatterers detected by the multi-look scheme.

![Histograms](image)

**Figure 8.** Histograms of the differences on a common grid of pixels between the residual topography (height) associated with the single scatterers single-look and the closest (a) and farthest (b) double scatterer resulting from the multi-look processing.

Mean and standard deviation of the differences are $-0.04$ m and 2.6 m for the closest case, whereas for the farthest case are $-0.26$ m and 10.5 m, respectively. The presence of pronounced peeks in the first histogram is an indication of the consistency of the results corresponding to the single scatterers and double scatterers. Moreover, the distribution of the RT (height) separation for the farthest scatterers in the bottom histogram in Figure 8 compares well to the distribution of the heights of the buildings in the analyzed area.

Furthermore, a quantitative validation of the results, though not exhaustive, was carried out on both the processed datasets.
For the National Arena of Bucharest (TerraSAR-X dataset), 15 buildings were selected with heights between 6 and 35 m. Heights derived by Google Earth were compared with the building heights estimated by the multi-look processing. Mean and standard deviation of the absolute height differences result to be 0.65 and 0.5 m, respectively, thus confirming the effectiveness of the estimation process.

A different validation procedure was carried out on the Rome (COSMO-SkyMED) dataset. The detected targets over a proper selected area were geocoded and overlapped to the Google Earth layer corresponding to the same area. The results of this operation are shown in Figure 9. Single PSs are shown in Figure 9, a and b, whereas all (single and double) PSs are shown in Figure 9, c and d. Figure 9, a and c, and Figure 9, b and d, instead, shows single-look and multi-look processing, respectively.

![Image](image_url)

**Figure 9** Geocoded scatterers detected on Rome dataset for the single-look (a,b) and multi-look (c,d) cases for the single scatterers (a,c) and both single and double scatterers (b,d).

The tomographic geocoded points fit well the shape of the buildings in the optical layer, thus providing evidence of the reliability of detected targets and excluding the presence of substantial errors in the estimated height parameters.

4. Conclusions

The use of multi-look allows providing improved detection of multiple scatterers with reference to the application of SAR tomography to the context of building reconstruction and monitoring. Depending on the system resolution along the elevation direction and the scene height distribution, the identification of multiple scatterers may be affected by the limitations in the detection of interfering scatterers below the Rayleigh resolution as well as by the effects of leakage.
This study deepened the investigation of possibilities related to the use of multi-look for improved detection of multiple persistent scatterers even below the Rayleigh resolution. A multi-look extension of the so-called sup-GLRT, which in the single-look case has been shown to have super-resolution capabilities, was derived. Following the literature for single-look, a fast version of such a detector was considered. The Capon inversion was exploited in this case for the reconstruction of the backscatter distribution in the tomographic domain to take benefit of its leakage mitigation characteristics. The detector showed good performance in urban areas, being able to achieve the discrimination of double interfering scatterers associated with the layover phenomenon, typically affecting highly urbanized areas. In particular, the double scatterers detection scheme was tested on TerraSAR-X data characterized by poor elevation resolution. Application of the method to Cosmo-SkyMED data, characterized by higher resolution along the elevation, further showed the importance of handling the layover problem in urban areas. Reported densities of double scatterers compare favorably to percentages reported in the literature for the single-look case.
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