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Abstract: The downward-looking sparse linear array three-dimensional synthetic aperture radar (DLSLA 3D SAR) has attracted a great deal of attention, due to the ability to obtain three-dimensional (3D) images. However, if the velocity and the yaw rate of the platform are not measured with enough accuracy, the azimuth signal cannot be compressed and then the 3D image of the scene cannot be obtained. In this paper, we propose a method for platform motion parameter estimation, and downward-looking 3D SAR imaging. A DLSLA 3D SAR imaging model including yaw rate was established. We then calculated the Doppler frequency modulation, which is related to the cross-track coordinates rather than the azimuth coordinates. Thus, the cross-track signal reconstruction was realized. Furthermore, based on the minimum entropy criterion (MEC), the velocity and yaw rate of the platform were accurately estimated, and the azimuth signal compression was also realized. Moreover, a deformation correction procedure was designed to improve the quality of the image. Simulation results were given to demonstrate the validity of the proposed method.
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1. Introduction

Three-dimensional synthetic aperture radar (3D SAR) imaging can obtain 3D images of targets, and obtain more abundant target information than traditional SAR imaging, which often suffers from shading and layover effects [1–3]. Compared with other 3D SAR techniques, e.g., SAR tomography [4,5], which is a multi-baseline extension and employs many passes over the same area, downward-looking sparse linear array 3D SAR (DLSLA 3D SAR) can obtain the 3D image by single voyage and works in a more flexible mode [6,7]. The 3D resolution is acquired by pulse compression with wideband chirp signal, along-track aperture synthesis with flying platform movement, and cross-track aperture synthesis with physical sparse linear arrays [8–10]. In a practical system, array distribution is usually non-uniform and sparse due to some inevitable factors, e.g., installation restriction, wing vibration, etc. [11,12].
Existing DLSLA 3D SAR researchers have been focusing on three main aspects: Imaging methods, array optimization, and improving the cross-track resolution. Uniform linear array imaging algorithms are usually based on the beam-forming theory and multiple signal classification (MUSIC) algorithm to realize 3D imaging [13,14]. Sparse array methods exploit the sparsity of the 3D scene, and employ compressed sensing (CS) [15,16] and regularization methods [17] for DLSLA 3D SAR imaging [18,19]. Under the traditional CS framework, the continuous scene must be discretized. However, the coordinates to be estimated do not usually fall on discrete points, which may cause the off-grid effect [20,21]. To mitigate against the off-grid effect, continuous CS (CCS) based on atomic norm minimization (ANM) is applied to DLSLA 3D SAR [22]. A multilayer first-order approximation model is also proposed in [23] to deal with this issue. On the other hand, for sparse array methods, designing the arrays to obtain better imaging effects is a key research topic. An array design method based on the spatial convolution principle is proposed in [24]. An array optimization method based on the minimum average mutual coherence of the observation matrix is proposed in [25]. A particular issue in DLSLA 3D SAR imaging is that the cross-track resolution is relatively low, because the length of the array is limited by the platform size. Thus, a large amount of research is focused on how to improve the cross-track resolution, e.g., the two dimensional smoothed L0 (2D SL0) algorithm [26], the Bayesian compressed sensing algorithm [27], etc.

However, the above articles do not consider signal processing under non-ideal conditions. In practical applications, the actual path of the platform usually deviates from its ideal path. A joint multi-channel auto-focusing technology is proposed in [28] to estimate motion error, but the performance of this method is degraded when the synthetic aperture time is short. A method based on wavenumber domain sub-block is proposed in [29] to compensate the yaw angle error, but this method requires the velocity and yaw angle to be known, which restricts its application. Moreover, the yaw angle will cause image deformation, another aspect that was not considered. Actually, there is a difference between traditional SAR and DLSLA 3D SAR in motion compensation. Conventional SAR usually works in a long-range imaging mode, which has the characteristics of long synthetic aperture and long synthetic aperture time. Therefore, it is necessary to compensate the motion error with the sub-aperture technique [30,31]. However, in DLSLA 3D SAR, the cross-track resolution depends on the wavelength of the transmitted signal, the length of the array, and the flying height of the platform. Due to the fact that the length of the array is limited by the platform size, the flying height of the platform cannot be too high if the cross-track resolution is to be within an acceptable level. When the flying height of the platform is limited, the corresponding synthetic aperture length will be relatively short, resulting in a very short synthetic aperture time, especially for fast moving platforms. Thus, it can be considered that platform motion is constant during the synthetic aperture time. As long as the motion parameters of the platform are obtained, they can be used to construct a compensation function to compensate for motion errors and realize 3D imaging of the scene.

Based on the above analysis, this paper considers the situation where there is a yaw rate when the platform flies, and that the velocity and yaw rate obtained by the airborne measuring equipment are inaccurate. We proposed the following solutions: First, an imaging model of DLSLA 3D SAR with yaw rate was established; and second, the Doppler frequency modulation was calculated from the modulated cross-track coordinates (rather than the modulated azimuth coordinates). As a result, cross-track signal processing was carried out to obtain the cross-track coordinates before azimuth signal processing. Based on the minimum entropy criterion (MEC), the velocity and yaw rate of the platform were estimated, and the azimuth signal compression was also realized. Moreover, a deformation correction procedure was designed to improve the quality of the image. Compared with the existing methods, the proposed method was able to estimate the platform motion parameters precisely and achieve better imaging results. Simulation results demonstrated the validity of the proposed method.

The remainder of this paper is organized as follows: The imaging model is established and the Doppler frequency modulation is analyzed in Section 2; in Section 3, cross-track signal reconstruction is discussed; parameter estimation and the azimuth compression based on MEC are described in
Section 4; deformation correction is presented in Section 5; simulation experiments are carried out in Section 6; and some conclusions are drawn in Section 7.

2. DLSLA 3D SAR Imaging Model

The imaging geometry of airborne DLSLA 3D SAR is shown in Figure 1. In the downward-looking working mode, the beam illuminates the area below the platform. The platform flies at the altitude $H$ with velocity $v$. The flight path (azimuth direction) is paralleled to the X-axis. The sparse linear array is obtained by random selection on a uniform linear array, which is mounted underneath the wings along the cross-track direction (Y-axis) and symmetrical about the Z-axis. The Z-axis denotes the height direction (range direction), which is also the line of sight of the radar. That is, the height resolution is dependent on the transmitted wideband chirp signal. The azimuth resolution is dependent on the real aperture formed by the platform flying, and the cross-track resolution is dependent on the synthesis aperture formed by the sparse linear array. Suppose the sequence vector of uniform linear array with spacing $2d$ is $N = [1, 2, \ldots, N]$ and the sparse linear array is obtained by random selection from a uniform linear array. The value of $d$ can be set as half of the wavelength [32]. The hollow circle “•” in the middle represents the transmitting array and the solid circles “○” on both sides represent the receiving arrays. According to the equivalent phase centers (EPCs) principle [33,34], $N$ arrays can obtain $N$ EPCs. By random selection from a uniform linear array, the number $P$ of sparse EPCs can be obtained with $n_p \in N$. The obtained sparse EPC sequence vector can be denoted as $T = [n_1, n_2, \ldots, n_p]$, with $T \subset N$. Thus, the $p$th EPC is located at $A_p(x_m, y_{n_p}, H)$ at slow time $t_m$, where $x_m = v \cdot t_m$ and $y_{n_p} = (n_p - (N - 1)/2) \cdot d$. For the $p$th EPC, the ideal instantaneous distance from the array to the $k$th scatterer $(x_k, y_k, z_k)$ in the imaging scene is:

$$R_k(t_m) = \sqrt{(vt_m - x_k)^2 + (y_{n_p} - y_k)^2 + (H - z_k)^2}$$

![Figure 1. DLSLA 3D SAR imaging geometry model.](image)

Actually, due to the influence of air disturbance, the platform may deviate from its ideal path, which will affect the DLSLA 3D SAR imaging. Assume there is a yaw rate $\omega$ in the flight. The $\theta$ in
where \( \phi \) represents the number of scatterers in the scene discretization can be expressed as:

\[
R_{pk}(t_m) = \sqrt{(v_x t_m - y_{ip} \sin \theta - x_i)^2 + (y_{ip} \cos \theta + v_y t_m - y_k)^2 + (H - z_k)^2}
\]

\[
\approx R_k + v_x^2 t_m^2 - 2x_i v_x \cos \theta - 2y_i v_y \sin \theta + \frac{\pi c}{2R_k} + \frac{x_i^2}{2R_k}
\]

(2)

where \( v_x = v \cos \theta \), \( v_y = v \sin \theta \), and \( R_k = \sqrt{(H - z_k)^2 + y_k^2} \).

Assuming the radar transmits a linear frequency modulation (LFM) signal with the center frequency \( f_c \). In the far field, the received data of the \( p \)th EPC can be expressed as:

\[
s_p(\hat{t}, t_m) = \int \sigma_k \exp\left(-j4\pi f_c R_{pk}(t_m)/c\right) \cdot \exp\left(j\pi K_r \left(\hat{t} - 2R_{pk}(t_m)/c\right)^2\right) dx \hat{y} dz_k
\]

where \( D \) is the imaging region, \( \sigma_k \) is the reflectance of the \( k \)th scatterer, \( \hat{t} \) is the fast time, \( c \) is the electromagnetic wave speed, and \( K_r \) is the chirp rate.

Errors caused by EPC can be compensated using the method in [19]. When the range compression is completed and the errors caused by EPC are compensated, the echo signal in the time domain after scene discretization can be expressed as:

\[
s_p(t_m; R_k) = \sum_k \sigma_k \exp\left(-j4\pi f_c R_{pk}(t_m)/c\right)
\]

(3)

Thus, the signal represented by Equation (4) can be seen as a series of two-dimensional signals with different heights. Then, the two-dimensional signal of azimuth and cross-track of the \( i \)th range (height) cell is:

\[
s_p(t_m; R_i) = \sum_k \sigma_k \exp\left(-j4\pi f_c \frac{\nu^2 t_m^2 - 2x_i v_x \cos \theta - 2y_i v_y \sin \theta}{2R_i} + j\varphi_i\right)
\]

(5)

where \( \varphi_i = R_i + x_i^2/2R_i \) is the constant phase, \( R_i \) represents the range value of the \( i \)th range cell, and \( L \) represents the number of scatterers in the \( i \)th range cell.

Assuming the yaw rate is \( \omega \), and the initial yaw angle is \( \theta_0 \). Then the instantaneous yaw angle is \( \theta = \omega t_m + \theta_0 \). The instantaneous Doppler frequency can be obtained as follows:

\[
f_d(t_m) = -\frac{2}{\lambda} \frac{dR_{pk}(t_m)}{dt_m} = -\frac{2}{\lambda R_k} \left((v_x^2 t_m - x_i v_x \cos \theta + x_i v_t \omega \sin \theta - y_i v \sin \theta)\right)
\]

\[
-\frac{2}{\lambda R_k} \left(-y_i v \omega \cos \theta + y_i v t_m \omega \sin \theta + x_i y_i \omega \cos \theta + x_i y_i \omega^2 \sin \theta\right)
\]

(6)

where \( \lambda = c/f_c \) is the wavelength. Furthermore, the Doppler frequency modulation can be obtained by the following expression:

\[
\gamma = -\frac{2}{\lambda} \frac{d^2R_{pk}(t_m)}{dt_m^2} = -\frac{2}{\lambda R_k} \left(v_x^2 + x_i v_x \sin \theta + x_i v_t \omega \sin \theta + x_i v_t \omega^2 \cos \theta - y_i v \omega \cos \theta\right)
\]

\[
-\frac{2}{\lambda R_k} \left(-y_i v \omega \cos \theta + y_i v t_m \omega \sin \theta + y_i y_i \omega \sin \theta + y_i y_i \omega^2 \sin \theta + x_i y_i \omega \cos \theta - x_i y_i \omega^2 \sin \theta\right)
\]

(7)

Referring to the definitions of instantaneous Doppler and Doppler frequency modulations, the instantaneous frequency \( f_{cd}(y_n) \) and frequency modulation \( K_c \) of cross-track signal can be denoted as:

\[
f_{cd}(y_n) = -\frac{2}{\lambda} \frac{dR_{nk}(t_m)}{dy_n} = -\frac{2}{\lambda R_k} (y_n - y_k \cos \theta + x_k \sin \theta)
\]

(8)
where the first phase term represents the azimuth information and the second phase term represents the cross-track information. According to Equations (6) and (8), the Doppler frequency center \( f_d(0) \) and the cross-track frequency center \( f_{cd}(0) \) are:

\[
f_d(0) = -2 \frac{\lambda}{R_k} \left[ \left( -v - \omega y_{np} \right) \left( -x_k \cos \theta_0 - y_k \sin \theta_0 \right) \right]
\]

\[
f_{cd}(0) = -2 \frac{\lambda}{R_k} \left( \frac{dR_{nk}(t_m)}{dy_n} \right) = -2 \frac{\lambda}{R_k} \left( -y_k \cos \theta + x_k \sin \theta \right)
\]

Equations (10) and (11) indicate that the Doppler frequency modulation is space-variant, which is related not only to velocity and yaw rate, but also to the coordinates of the target. From experience, typical values are \( w = 0.05 \text{ rad/s} \), and \( \omega^2 = 0.0025(\text{rad/s})^2 \) [35,36]. Thus, the terms that contain factor \( \omega^2 \) can be ignored. Then, Equation (7) can be approximately expressed as:

\[
\gamma = -2 \frac{\lambda}{R_k} \left[ v^2 - 2v \omega (y_k \cos \theta - x_k \sin \theta) \right]
\]

Equation (12) indicates that the Doppler frequency modulation is space-variant, which is related not only to velocity and yaw rate, but also to the coordinates of the target. Denote

\[
x'_k = x_k \cos \theta_0 + y_k \sin \theta_0
\]

\[
y'_k = y_k \cos \theta_0 - x_k \sin \theta_0
\]

then

\[
x_k \cos \theta + y_k \sin \theta = \cos(\omega t_m) (x_k \cos \theta_0 + y_k \sin \theta_0) + \sin(\omega t_m) (y_k \cos \theta_0 - x_k \sin \theta_0)
\]

\[
\approx (x'_k \cos \theta_0 + y'_k \sin \theta_0) + \omega t_m (y_k \cos \theta_0 - x_k \sin \theta_0)
\]

\[
= x'_k + \omega t_m y'_k
\]

\[
y_k \cos \theta - x_k \sin \theta = \cos(\omega t_m) (y_k \cos \theta_0 - x_k \sin \theta_0) - \sin(\omega t_m) (x_k \cos \theta_0 + y_k \sin \theta_0)
\]

\[
\approx (y'_k \cos \theta_0 - x'_k \sin \theta_0) - \omega t_m (x_k \cos \theta_0 + y_k \sin \theta_0)
\]

\[
= y'_k - \omega t_m x'_k
\]

then, Equations (11) and (12) can be further approximately expressed as:

\[
f_{cd}(0) \approx -2 \frac{\lambda}{R_k} \left( -y'_k + \omega t_m x'_k \right)
\]

\[
\gamma \approx -2 \frac{\lambda}{R_k} \left[ v^2 - 2v \omega y'_k \right]
\]

According to Equations (9), (10), (17), and (18), the two-dimensional signal of azimuth and cross-track of the \( i \)th range cell can be constructed as:

\[
s_{pi}(t_m; R_i) = \sum_{l=1}^{L} c_l \exp \left( -j2\pi \cdot \frac{\left[ (\omega^2 - 2v \omega y'_k) t_m^2 - 2l^2 + \omega y_{np} y'_k \right]}{\lambda R_k} \right) = \sum_{l=1}^{L} c_l \exp \left( -j2\pi \cdot \frac{\left[ (\omega^2 - 2v \omega y'_k) t_m^2 - 2v^2 \omega \omega_{np} y'_k \right]}{\lambda R_k} \right) \cdot \exp \left( -j2\pi \cdot \frac{y_{np}^2 - 2v y_{np} y'_k \omega_{np} \omega}{\lambda R_k} \right)
\]

where the first phase term represents the azimuth information and the second phase term represents the cross-track information. Equation (18) shows that the Doppler frequency modulation \( \gamma \) is related to the modulated cross-track coordinates and unrelated to the modulated azimuth coordinates. It also
shows that the azimuth information is not contained in the second phase term of Equation (19), so the cross-track signal can be processed to obtain the modulated cross-track coordinates of scatterers before azimuth signal processing.

3. Cross-Track Signal Reconstruction with CS

For the azimuth and cross-track signals, each slow time sampling \( t_m \) can be seen as a snapshot. According to Equation (19), the cross-track signal of a single snapshot can be expressed as:

\[
s_p(R_i; m) = \sum_{l=1}^{L} e_l \cdot \exp \left( -j2\pi \frac{y_{l_def} - 2y_{l_non} y'_{i}}{\lambda R_i} \right) \cdot \exp(j \cdot f_1(m))
\]

\[= \sum_{l=1}^{m} e_l \cdot \exp \left( -j2\pi \frac{y_{l_def} - 2y_{l_def} y'}{\lambda R_i} \right)
\]

where \( L \) denotes the total number at the \( i \)th range cell, \( m = 1, 2, \ldots, M \), \( f_1(m) \) denotes the azimuthal phase corresponding to the slow time \( t_m \), and \( m_l = e_l \cdot \exp(j \cdot f_1(m)) \). After removing the independent quadratic phase terms, Equation (20) can be rewritten as:

\[
s_p(R_i; m) = \sum_{l=1}^{L} e_l \cdot \exp \left( j \cdot \frac{4\pi y_{l_def} y'}{\lambda R_i} \right)
\]

Generally, in 3D SAR imaging, there are large amounts of non-target zones in the 3D scene. It means that the cross-track signal to be reconstructed is sparse. Thus, the cross-track signal can be processed with the CS method.

Firstly, the cross-track scene needed to be discretized. The cross-track imaging scene \([-y_0, y_0]\) can be divided into \( Q \) equal intervals and the corresponding grid coordinates can be represented as \( y = [y_1, \ldots, y_Q] \), where \( y_1 = -y_0, y_Q = y_0 \). \( y_0 \) is half the width of the region of interest, and the grid interval is \( 2\Delta y = 2y_0/Q \). Then, the dictionary matrix of cross-track signal can be denoted as:

\[
A = \begin{bmatrix}
a(y_1), \ldots, a(y_Q) \\
\exp(j4\pi y_{l_1 y_1} / (\lambda R_i)) \quad \exp(j4\pi y_{l_2 y_1} / (\lambda R_i)) \quad \ldots \quad \exp(j4\pi y_{l_Q y_1} / (\lambda R_i)) \\
\exp(j4\pi y_{l_1 y_2} / (\lambda R_i)) \quad \exp(j4\pi y_{l_2 y_2} / (\lambda R_i)) \quad \ldots \quad \exp(j4\pi y_{l_Q y_2} / (\lambda R_i)) \\
\vdots \\
\exp(j4\pi y_{l_1 y_Q} / (\lambda R_i)) \quad \exp(j4\pi y_{l_2 y_Q} / (\lambda R_i)) \quad \ldots \quad \exp(j4\pi y_{l_Q y_Q} / (\lambda R_i))
\end{bmatrix}_{P \times Q}
\]

where \( a(y_q) = [a_1(y_q), \ldots, a_p(y_q)]^T \), and \( a_p(y_q) = \exp(j\frac{4\pi y_{l_p y_q}}{\lambda R_i}) \).

Assuming \( s(R_i; m) = [s_1(R_i; m), s_2(R_i; m), \ldots, s_p(R_i; m)]^T \), and \( o_m = [o_1, o_2, \ldots, o_Q]^T \), signal \( s_p(R_i; m) \) can be further expressed as:

\[
s(R_i; m) = Ao_m + w
\]

where \( w = [w_1, w_2, \ldots, w_p]^T \) represents the noise. Equation (23) can be solved with the CS method in [23].

4. Minimum Entropy Criterion for Azimuth Compression

Image entropy closely relates to the quality of image focus. It is generally acknowledged that SAR images with a better focusing quality have smaller entropy.

According to Equation (18), the Doppler frequency modulation is related to the velocity, yaw rate, and modulated cross-track coordinates. The modulated cross-track coordinates were obtained in Section 3, so the velocity and yaw rate are the parameters to be estimated next. Meanwhile, in the
same range and cross-track cells, targets located in different azimuth cells have the same Doppler frequency modulation.

After range compression and cross-track reconstruction, for scatterers in the \( i \)th range cell and \( l \)th cross-track cell, the azimuth signal can be denoted as:

\[
s(t_m; R_i, y_i') = \sum_{g=1}^{G} \sigma_g \exp \left( -j2\pi \cdot \frac{(v^2 - 2v\omega y_g')t_m^2 - 2vt_m x_g'}{\lambda R_i} \right)
\] (24)

where \( G \) is the number of scatterers in the \( i \)th range cell and \( l \)th cross-track cell.

According to the expression of Doppler frequency modulation, the compensation function can be constructed as:

\[
H_a(\eta) = \exp \left( -\frac{\pi \lambda R_i}{2\eta^2 f_a^2} \right)
\] (25)

where \( \eta \) is the phase compensation factor, which represents the Doppler frequency modulation; and \( f_a \) represents the Doppler frequency, \( f_a = [f_{a1}, f_{a2}, \ldots, f_{aM}] \).

The phase compensation operation can be completed by matrix operation. Assuming \( D(\eta) \) decided by \( \eta \) is the signal after compensation, then \( D(\eta) \) can be denoted as:

\[
D(\eta) = \omega_a \cdot [\omega_a \cdot s(R_i, y_i')] \otimes H_a(\eta)
\] (26)

where \( \omega_a \) denotes the discrete Fourier transform (DFT) matrix with size \( M \), \( \omega_a \) denotes inverse discrete Fourier transform (IDFT) matrix with size \( M \), \( \otimes \) represents the Hadamard product, \( s(R_i, y_i') = [s(t_1; R_i, y_i'), s(t_2; R_i, y_i'), \ldots, s(t_M; R_i, y_i')]^T \), and \( H_a(\eta) = [H_{a1}(\eta), H_{a2}(\eta), \ldots, H_{aM}(\eta)]^T \). According to the image entropy definition, the image entropy of \( D(\eta) \) can be defined as:

\[
E = -\sum_m |D_m(\eta)|^2 \ln \left( |D_m(\eta)|^2 \right)
\] (27)

where \( D_m(\eta) \) represents the \( m \)th element of vector \( D(\eta) \), \( m = 1, 2, \ldots, M \), \(| \cdot |\) represents the Euclidean norm operator. The image entropy can be used to evaluate the image focus quality, that is to say, when the entropy reaches minimum, the corresponding phase compensation factor \( \eta \) is the required value. The result can be obtained by solving the following optimization problem:

\[
\min_{\eta} -\sum_m |D_m(\eta)|^2 \ln \left( |D_m(\eta)|^2 \right) \\
\text{s.t. } D(\eta) = \omega_a \cdot [\omega_a \cdot s(R_i, y_i')] \otimes H_a(\eta)
\] (28)

It is not easy to solve the above optimization problem directly. To simplify the optimization problem, a substitution function can be constructed to replace the objective function of Equation (28). The substitution function is designed as follows:

\[
\Xi(\eta; \eta^{(u)}) = -\sum_m |D_m(\eta)|^2 \ln \left( |D_m(\eta^{(u)})|^2 \right)
\] (29)

where \( \eta^{(u)} \) is the \( u \)th iteration value, which is known in the \( u \)th iteration. Furthermore, the accurate phase compensation factor \( \eta \) can be obtained by an iterative algorithm, i.e., the problem of minimum entropy can be solved with the following iteration problem:

\[
\eta^{(u+1)} = \arg\min \Xi(\eta; \eta^{(u)})
\] (30)
Through solving the above problem, the convergence value $\eta_{opt}$ of the phase compensation factor $\eta$ can be obtained. Then, the azimuth compression can be carried out with the compensation function $H_{\omega}(\eta_{opt})$. The flowchart is shown in Figure 2.

![Flowchart](image.png)

**Figure 2.** The flow chart of MEC.

In Figure 2, $v_0$ is the velocity obtained by airborne measuring equipment. The concrete derive of $A^{(u)}$ and $B^{(u)}$ is shown in Appendix A. $\mu$ represents the step length, which is selected by the following searching method: Assuming the set of candidate values of step length is $\mu = [\mu_1, \cdots, \mu_I]$, each step length $\mu_i$ can obtain an image entropy value. Then, the step length corresponding to the minimum entropy can be taken as the required step length among these candidate values in this iteration.

5. Deformation Correction

After the above operation, a 3D image is obtained, albeit with the scatterers' coordinates still modulated by the yaw angle. For a scatterer $k$ located at $(x_k, y_k, z_k)$, its coordinates obtained by the focused image can be denoted as $(x'_k, y'_k, z_k)$, i.e., the azimuth and cross-track coordinates are modulated. The 3D image has been deformed and needs to be corrected.

It is noted that the starting time $T_{k,s}$ and the ending time $T_{k,e}$ of scatterer $k$ can be obtained from the signal $s(t_m; R_i, y'_i)$ before azimuth compression.
Then from \((x'_k, y'_k, z_k)\) and velocity \(v\), the theoretical starting time \(T'_{k,s}\), and the theoretical ending time \(T'_{k,e}\) can be expressed as in Equations (31) and (32), respectively:

\[
T'_{k,s} = \frac{(x'_k - L_{sar}/2)}{v} \quad (31)
\]

\[
T'_{k,e} = \frac{(x'_k + L_{sar}/2)}{v} \quad (32)
\]

where \(L_{sar}\) is the synthetic aperture length. Therefore, the relationship between the azimuth coordinates before and after modulation can be expressed as:

\[
x'_k - x_k = v \cdot (T'_{k,s} - T_{k,s}) \quad (33)
\]

or

\[
x'_k - x_k = v \cdot (T'_{k,e} - T_{k,e}) \quad (34)
\]

When combining Equations (13), (14), with (33) or (34), there are three unknown parameters, namely \(x_k, y_k\) and the initial yaw angle \(\theta_0\). By solving this system of equations, the unknown parameters can be obtained. Thus, the accurate coordinates \((x_k, y_k, z_k)\) are obtained and the deformation correction is also completed.

The flow chart of the proposed method is shown in Figure 3.
6. Experiments and Results

In this section, some experiments are presented to illustrate the performance of the proposed method.

6.1. DLSLA 3D SAR Imaging of Isolated Targets

In this subsection, isolated targets simulation is shown to verify the proposed method for DLSLA 3D SAR imaging. The parameters of simulation are listed in Table 1. The interval of linear array is \( d = 0.009 \) m. There were 20 isolated targets with the unit reflectivity in the Cartesian coordinates system, as shown in Figure 4.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency ( f_c ) (GHz)</td>
<td>17</td>
<td>Pulse repeat frequency PRF (Hz)</td>
<td>1000</td>
</tr>
<tr>
<td>Bandwidth ( B_r ) (MHz)</td>
<td>200</td>
<td>Pulse duration ( T_p ) (µs)</td>
<td>1</td>
</tr>
<tr>
<td>Height of platform ( H ) (m)</td>
<td>1500</td>
<td>Number of receiving antenna ( N )</td>
<td>210</td>
</tr>
<tr>
<td>Velocity of platform ( v ) (m/s)</td>
<td>60</td>
<td>Cross-track resolution ( \delta_c ) (m)</td>
<td>6.25</td>
</tr>
<tr>
<td>Yaw rate ( \omega ) (°/s)</td>
<td>2</td>
<td>Initial yaw angle ( \theta_0 ) (°)</td>
<td>3</td>
</tr>
</tbody>
</table>

![Figure 4. 3D isolated targets model.](image)

In the simulation experiments, it was assumed that the velocity and the yaw rate obtained by the airborne measuring equipment were 62 m/s and 0°/s, respectively. Noise was added to the signal after range compression, and the signal to noise ratio (SNR) was 5dB. The simulation results are shown in Figure 5. The imaging result after range compression and cross-track reconstruction with iterative shrinkage thresholding (IST) algorithm is shown in Figure 5a. The ratio of randomly selected array elements to the total linear uniform array elements was 0.875. Figure 5b shows the imaging results after azimuth compression from the Traditional Method (TM), with motion compensation function derived from parameters obtained by the airborne measuring equipment. It shows that the azimuth broadening exists, because these parameters obtained by the airborne measuring equipment were inaccurate. Figure 5c was obtained by autofocusing of the MapDrift (MD) method [24]. Compared to Figure 5b, the quality of Figure 5c was greatly improved. Figure 5d shows the imaging result obtained by the MEC before deformation correction. It shows that the azimuth signal was completely compressed, which demonstrated that the proposed MEC method can obtain the focused imaging result. Meanwhile, the estimation results of velocity and yaw rate were \( v = 59.91 \) m/s and \( \omega = 2.09 \) °/s, respectively. This meant that the proposed method can accurately estimate the parameter value and compensate for motion error.
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Figure 5. Imaging result: (a) 3D imaging result after range compression and cross-track reconstruction; (b) 3D imaging result by traditional method; (c) 3D imaging result by MapDrift method; and (d) 3D imaging result by the proposed method.

To evaluate the azimuth imaging quality of the proposed method, the azimuth sectional images of the rectangular and ellipse areas of Figure 5 are shown in Figure 6a,b. It shows that the azimuth signal obtained by the TM had an obvious broadening phenomenon. The poor quality of the TM was due to parameter inaccuracies. The imaging result obtained by the MD method was better than that of TM. However, a prominent isolated target in each azimuth sectional image was necessary for satisfactory imaging results with the MD method. When the isolated targets in the scene were uniformly distributed, the estimation performance decreased, as shown in Figure 6b. The quality of the image obtained by the MEC was the best of the three methods. Figure 6 shows that the MEC can achieve azimuth signal compression and compensate for motion error. That is, the proposed method is valid.

Figure 6. The azimuth sectional image of three methods: (a) The azimuth sectional image of the rectangular area in Figure 5; and (b) the azimuth sectional image of the ellipse area in Figure 5.
The 3dB width of the five targets with MD and MEC methods are shown in Table 2, where “improvement” is defined as the ratio of the width of MD to the width of MEC. Targets 1 and 2 correspond to targets in Figure 6a; and targets 3, 4, and 5 correspond to targets in Figure 6b. Table 2 shows that the performance of the MEC method was greatly improved.

<table>
<thead>
<tr>
<th>Targets</th>
<th>MD</th>
<th>MEC</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.59 m</td>
<td>0.2 m</td>
<td>2.95</td>
</tr>
<tr>
<td>2</td>
<td>0.63 m</td>
<td>0.25 m</td>
<td>2.52</td>
</tr>
<tr>
<td>3</td>
<td>1.53 m</td>
<td>0.2 m</td>
<td>7.65</td>
</tr>
<tr>
<td>4</td>
<td>1.68 m</td>
<td>0.19 m</td>
<td>8.84</td>
</tr>
<tr>
<td>5</td>
<td>1.57 m</td>
<td>0.22 m</td>
<td>7.13</td>
</tr>
</tbody>
</table>

According to the analysis, the azimuth and cross-track coordinates obtained were modulated. The 2D projection image of Figure 5a onto azimuth and cross-track is shown in Figure 7a. The ending time $T_{k,e} = 1.008$ s of the echo signal is also shown in Figure 7a. The 2D projection image of Figure 5d onto azimuth and cross-track is shown in Figure 7b. It shows that the coordinates obtained were modulated, with region 1 more severe than that of region 2, because modulation increased with coordinates. Meanwhile, according to Figure 7b, the modulated azimuth coordinate $x'_k$ was also obtained. Then, the theoretical echo signal ending time $T_{k,e}'$ of $x'_k$ was obtained. Finally, according to Equations (13), (14), and (45), the accurate coordinates $(x_k, y_k, z_k)$ were obtained and the initial yaw angle $\theta_0$ was obtained as $2.92^\circ$. Figure 7c shows the 2D projection result after deformation correction. It indicates that the azimuth coordinates have been corrected. However, due to the relatively poor cross-track resolution limited by the length of the antenna array, the correction effect of cross-track coordinates was not distinctive, so there is a deviation between the estimated values and the real values of cross-track coordinates.

![Figure 7](image-url)
Figure 8 shows the coordinates of target 3 (Figure 7c) before and after deformation correction. The azimuth and cross-track coordinates before and after deformation correction of the 5 targets are shown in Table 3. Take target 1 as an example, the definition of improvement in azimuth is that \( \frac{\text{distance to actual position before correction}}{\text{distance to actual position after correction}} = \frac{|-2.81 - (-3)|}{|2.91 - (-3)|} = 2.11 \). Obviously, it means that the deformation correction was effective when the improvement value was greater than 1; the larger the improvement value, the more improvement of the imaging result accuracy. Table 3 shows that the improvements of azimuth coordinate were significant. Due to the low resolution, the improvements of cross-track were not obvious. In general, the deformation correction method is valid.

![Figure 8. The azimuth and cross-track coordinates before and after deformation correction of target 3.](image)

**Table 3.** The azimuth and cross-track coordinates before and after deformation correction.

<table>
<thead>
<tr>
<th>Targets</th>
<th>Actual Coordinates (Azimuth, Cross-Track)</th>
<th>Coordinates before Correction</th>
<th>Coordinates after Correction</th>
<th>Improvement Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>((-3, -6)) m</td>
<td>((-2.81, -7.32)) m</td>
<td>((-2.91, -7.30)) m</td>
<td>((2.11, 1.01))</td>
</tr>
<tr>
<td>2</td>
<td>((-3, 6)) m</td>
<td>((-3.15, 7.32)) m</td>
<td>((-3.03, 7.25)) m</td>
<td>((5, 1.05))</td>
</tr>
<tr>
<td>3</td>
<td>((29, 29)) m</td>
<td>((29.91, 28.26)) m</td>
<td>((28.87, 29.48)) m</td>
<td>((7, 1.54))</td>
</tr>
<tr>
<td>4</td>
<td>((32, 29)) m</td>
<td>((33.28, 28.26)) m</td>
<td>((31.94, 29.58)) m</td>
<td>((21.33, 1.27))</td>
</tr>
<tr>
<td>5</td>
<td>((35, 29)) m</td>
<td>((36.38, 28.26)) m</td>
<td>((35.01, 29.68)) m</td>
<td>((138, 1.08))</td>
</tr>
</tbody>
</table>

During azimuth compression, the range cell and cross-track cell were determined. Figure 9 shows the corresponding image entropy convergence of an azimuth signal under different SNRs. In each iteration, the step length \( \mu \) was determined by the searching method. The convergence threshold was set as \( \varepsilon = 1 \times 10^{-4} \).

![Figure 9. Image entropy convergence curve.](image)
6.2. DLSLA 3D SAR Imaging of Distributed Extended Targets

In this subsection, the DEM data of an airborne CSAR 2D image [37] were used to represent a distributed scene. The scene had an extent of 200 m × 200 m × 35 m in the Cartesian coordinates system with the radar system parameters listed in Table 1. The azimuth coordinates of scatterers were uniformly distributed in [−100 m, 100 m] with 1 m intervals. The cross-track coordinates of scatterers were also uniformly distributed in [−100 m, 100 m] with 1 m intervals. The ideal 3D distributed scene is shown in Figure 10a, and its 2D projection onto azimuth and cross-track plane is shown in Figure 10b. According to the system parameters, the cross-track Rayleigh resolution δc was 6.25 m. The SNR was chosen as 5 dB after range compression. The ratio of randomly selected array elements to the total linear uniform array elements was 0.875. The 3D reconstructed image by the proposed method shown in Figure 11a,b gives the corresponding image obtained by the traditional method. Here, the traditional method meant that using the parameter obtained by the airborne measuring equipment to carry out azimuth compression, where the velocity and the yaw rate were given as 62 m/s and 0 °/s, respectively. The imaging result by the traditional method clearly suffered from broadening phenomenon, and lost many image details. On the contrary, the proposed method obtained a good 3D image of the scene. Based on the minimum entropy method, on the other hand, the velocity and yaw rate were estimated as \( v = 59.90 \text{ m/s} \) and \( v = 2.06 \text{ °/s} \), respectively. Further, the projection images onto the azimuth and cross-track plane by the two methods are illustrated in Figure 12a,b. It is seen that the coordinates of targets were affected by the deformation in both figures. Figure 13 shows the azimuth sectional image of a corresponding (range and cross-track cell) in Figure 12a,b. It is clear that TM (Figure 12b) suffered from the broadening phenomenon. However, because of the influence of range sidelobes, the azimuth sectional image of distributed targets (MEC, Figure 12a) was not as ideal as that of isolated targets (shown previously in Figure 6). By using the deformation correction method, the corrected result of Figure 12a is shown in Figure 14. The obtained initial yaw angle \( \theta_0 \) was 3.08°, which was very close to the real value. Comparing Figure 14 with Figure 10b, showed that the modulated coordinates in Figure 12a were corrected. In addition, the azimuth and cross-track coordinates before and after deformation correction of the 4 scatterers in Figure 10b are shown in Table 4. It can be found that the improvements of azimuth coordinate were significant.

Figure 10. The ideal scene: (a) The ideal 3D distributed scene; and (b) the 2D projection of ideal 3D scene onto azimuth and cross-track plane.
The azimuth sectional image of MEC and TM methods. (a) The proposed method; and (b) the traditional method.

Figure 12. 2D projection onto azimuth and cross-track plane: (a) The proposed method; and (b) the traditional method.

Figure 13. The azimuth sectional image of MEC and TM methods.

Figure 14. 2D projection onto azimuth and cross-track plane after deformation correction.
Finally, the topographic profile of the ideal scene is shown in Figure 15a. Since the focused image was deformed in azimuth and cross-track plane, the topographic profile was also deformed, which is shown in Figure 15. Figure 15c shows the topographic profile after deformation correction. It can be seen that Figure 15c is very similar to Figure 15a. Figure 15d shows the elevation errors of the corresponding positions in Figure 15a,c. All the errors were less than one range resolution unit (0.75 m). That is, the proposed method was able to obtain accurate 3D scene images.

7. Conclusions

In the DLSLA 3D SAR imaging model with yaw angle, the Doppler frequency modulation is spatial-variant, and is related to the modulated cross-track coordinates rather than the modulated azimuth coordinates, and the focused 3D image will be deformed in the azimuth and cross-track plane. In this paper, we propose a method to estimate platform motion parameters, which can be used to construct compensation functions to compress azimuth signal and compensate for motion error of the platform. The deformation correction of focused 3D image can be realized by the deformation correction procedure. It must be mentioned that the proposed method can also be extended to the

<table>
<thead>
<tr>
<th>Targets</th>
<th>Actual Coordinates (Azimuth, Cross-Track)</th>
<th>Coordinates before Correction</th>
<th>Coordinates after Correction</th>
<th>Improvement Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(95, −97) m</td>
<td>(80.08, −105.4) m</td>
<td>(95.34, −98.25) m</td>
<td>(43.88, 6.72)</td>
</tr>
<tr>
<td>2</td>
<td>(48, 100) m</td>
<td>(59.7, 97.04) m</td>
<td>(47.84, 101.5) m</td>
<td>(73.12, 1.97)</td>
</tr>
<tr>
<td>3</td>
<td>(16, −57) m</td>
<td>(12.32, −59.48) m</td>
<td>(16.28, −58.49) m</td>
<td>(13.14, 1.66)</td>
</tr>
<tr>
<td>4</td>
<td>(−50, −12) m</td>
<td>(−49.86, −11.48) m</td>
<td>(−49.87, −11.51) m</td>
<td>(1.07, 1.06)</td>
</tr>
</tbody>
</table>

Figure 15. Topographic profile: (a) The topographic profile of the ideal scene; (b) the topographic profile before deformation correction; (c) the topographic profile after deformation correction; and (d) the errors of the corresponding positions in Figure 15a,c.
applications of multi-input multi output (MIMO) radar systems, although the current paper analyzed a single transmitter element for clarity. In MIMO array, it is necessary to compensate for the error introduced by the EPC, which is related to the platform velocity. We will consider how to compensate for motion errors in the MIMO array in the future work.
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**Appendix A**

In this appendix, we will derive the calculation of \( \frac{d \mathcal{E}(\eta; \eta^{(u)})}{d \eta} \) and \( \frac{d^2 \mathcal{E}(\eta; \eta^{(u)})}{d \eta^2} \).

Firstly, we derive the derivative of plural modulus. For plurality \( a(\xi) = a_r(\xi) + ia_i(\xi) \), where \( a_r(\xi) \) is the real part, \( a_i(\xi) \) is the imaginary part, and \( \xi \) is a variable. The plural modulus can be obtained by \( |a(\xi)| = \sqrt{a_r^2(\xi) + a_i^2(\xi)} \). The first-order derivative of \( |a(\xi)| \) to variable \( \xi \) is:

\[
\frac{d |a(\xi)|}{d \xi} = \frac{1}{2 \sqrt{a_r^2(\xi) + a_i^2(\xi)}} \left( 2a_r(\xi) \frac{da_r(\xi)}{d \xi} + 2a_i(\xi) \frac{da_i(\xi)}{d \xi} \right)
\]

(A1)

then, the first-order derivative of \( \mathcal{E}(\eta; \eta^{(u)}) \) to \( \eta \) can be obtained by:

\[
A^{(u)} = \frac{d \mathcal{E}(\eta; \eta^{(u)})}{d \eta} = -2 \sum_m |D_m(\eta)| \ln \left( \left| D_m(\eta^{(u)}) \right|^2 \right) \cdot \frac{d |D_m(\eta)|}{d \eta} + D_{m,r}(\eta) \cdot \frac{d D_{m,r}(\eta)}{d \eta} + D_{m,i}(\eta) \cdot \frac{d D_{m,i}(\eta)}{d \eta}
\]

(A2)

\[
B^{(u)} = \frac{d^2 \mathcal{E}(\eta; \eta^{(u)})}{d \eta^2} = \sum_m 2 \ln \left( \left| D_m(\eta^{(u)}) \right|^2 \right) \cdot \left[ \left( \frac{d D_{m,r}(\eta)}{d \eta} \right)^2 + D_{m,r}(\eta) \cdot \frac{d^2 D_{m,r}(\eta)}{d \eta^2} \right] + D_{m,i}(\eta) \cdot \frac{d^2 D_{m,i}(\eta)}{d \eta^2}
\]

(A3)

where \( D_{m,r}(\eta) \) and \( D_{m,i}(\eta) \) are the real and imaginary parts of \( D_m(\eta) \), respectively. Meanwhile, the element \( D_m(\eta) \) is:

\[
D_m(\eta) = \sum_q \omega_a(m, q) \cdot \left[ (\omega_a(m, q) \cdot s_q(R_i, y'_j)) \cdot H_a(q) \right]
\]

(A4)

where \( \omega_a(m, q) \) and \( \omega_a(m, q) \) represent the \( m \)th row and \( q \)th column element of matrices \( \omega_a \) and \( \omega_a \), respectively. \( s_q(R_i, y'_j) \) and \( H_a(q) \) represent the \( q \)th element of vectors \( s(R_i, y'_j) \) and \( H_a \), respectively. \( \omega_a, \omega_a \) and \( s(R_i, y'_j) \) are known. Denote:

\[
I_{mq} = \omega_a(m, q) \cdot \omega_a(m, q) \cdot s_q(R_i, y'_j) = I_{mq,r} + I_{mq,i}
\]

(A5)
where $I_{mq,r}$ and $I_{mq,i}$ are the real and imaginary parts of $I_{mq}$, respectively. Meanwhile, the compensation function can be expressed as $H_{q}(q) = \cos(\varphi_{q}(\eta)) + j \cdot \sin(\varphi_{q}(\eta))$, where $\varphi_{q}(\eta) = -\frac{\pi \lambda R_{s}}{2 f_{0}} \hat{u} q$. Then:

$$D_{m}(\eta) = \sum_{q} \left( I_{mq,r} + j I_{mq,i} \right) \left[ \cos(\varphi_{q}(\eta)) + j \cdot \sin(\varphi_{q}(\eta)) \right]$$

$$= \sum_{q} \left( \left[ I_{mq,r} \cdot \cos(\varphi_{q}(\eta)) - I_{mq,i} \cdot \sin(\varphi_{q}(\eta)) \right] + j \left[ I_{mq,r} \cdot \sin(\varphi_{q}(\eta)) + I_{mq,i} \cdot \cos(\varphi_{q}(\eta)) \right] \right)$$

(A6)

According to Equation (40), the real part $D_{m,r}(\eta)$ and the imaginary part $D_{m,i}(\eta)$ of $D_{m}(\eta)$ can be expressed as:

$$D_{m,r}(\eta) = \sum_{q} \left[ I_{mq,r} \cdot \cos(\varphi_{q}(\eta)) - I_{mq,i} \cdot \sin(\varphi_{q}(\eta)) \right]$$

(A7)

$$D_{m,i}(\eta) = \sum_{q} \left[ I_{mq,r} \cdot \sin(\varphi_{q}(\eta)) + I_{mq,i} \cdot \cos(\varphi_{q}(\eta)) \right]$$

(A8)

then, the first and second derivatives of $D_{m,r}(\eta)$ and $D_{m,i}(\eta)$ can be obtained by the following equations:

$$\frac{d D_{m,r}(\eta)}{d\eta} = \sum_{q} \left[ - I_{mq,r} \cdot \sin(\varphi_{q}(\eta)) - I_{mq,i} \cdot \cos(\varphi_{q}(\eta)) \right] \cdot \frac{d \varphi_{q}(\eta)}{d\eta}$$

(A9)

$$\frac{d D_{m,i}(\eta)}{d\eta} = \sum_{q} \left[ I_{mq,r} \cdot \cos(\varphi_{q}(\eta)) - I_{mq,i} \cdot \sin(\varphi_{q}(\eta)) \right] \cdot \frac{d \varphi_{q}(\eta)}{d\eta}$$

(A10)

$$\frac{d^2 D_{m,r}(\eta)}{d\eta^2} = \sum_{q} \left\{ \left[ - I_{mq,r} \cdot \cos(\varphi_{q}(\eta)) + I_{mq,i} \cdot \sin(\varphi_{q}(\eta)) \right] \cdot \left( \frac{d \varphi_{q}(\eta)}{d\eta} \right)^2 \right. - \left. \left[ - I_{mq,r} \cdot \sin(\varphi_{q}(\eta)) - I_{mq,i} \cdot \cos(\varphi_{q}(\eta)) \right] \cdot \left( \frac{d \varphi_{q}(\eta)}{d\eta} \right)^2 \right\}$$

(A11)

$$\frac{d^2 D_{m,i}(\eta)}{d\eta^2} = \sum_{q} \left\{ \left[ - I_{mq,r} \cdot \sin(\varphi_{q}(\eta)) - I_{mq,i} \cdot \cos(\varphi_{q}(\eta)) \right] \cdot \left( \frac{d \varphi_{q}(\eta)}{d\eta} \right)^2 \right. + \left. \left[ - I_{mq,r} \cdot \cos(\varphi_{q}(\eta)) - I_{mq,i} \cdot \sin(\varphi_{q}(\eta)) \right] \cdot \left( \frac{d \varphi_{q}(\eta)}{d\eta} \right)^2 \right\}$$

(A12)

where $\frac{d \varphi_{q}(\eta)}{d\eta} = \frac{\pi \lambda R_{s}}{f_{0} \hat{u} q} \frac{d \varphi_{q}(\eta)}{d\eta} = -\frac{3 \pi \lambda R_{s}}{f_{0} \hat{u} q} \frac{d \varphi_{q}(\eta)}{d\eta}$. Then, $A^{(u)}$ and $B^{(u)}$ can be calculated, and $\eta^{(u+1)}$ can be obtained.
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