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Abstract: A digital surface model (DSM) is an important geospatial infrastructure used in various fields. In this paper, we deal with how to improve the quality of DSMs generated from stereo image matching. During stereo image matching, there are outliers due to mismatches, and non-matching regions due to match failure. Such outliers and non-matching regions have to be corrected accurately and efficiently for high-quality DSM generation. This process has been performed by applying a local distribution model, such as inverse distance weight (IDW), or by forming a triangulated irregular network (TIN). However, if the area of non-matching regions is large, it is not trivial to interpolate elevation values using neighboring cells. In this study, we proposed a new DSM interpolation method using a 3D mesh model, which is more robust to outliers and large holes. We compared mesh-based DSM with IDW-based DSM and analyzed the characteristics of each. The accuracy of the mesh-based DSM was a 2.80 m root mean square error (RMSE), while that for the IDW-based DSM was 3.22 m. While the mesh-based DSM successfully removed empty grid cells and outliers, the IDW-based DSM had sharper object boundaries. Because of the nature of surface reconstruction, object boundaries appeared smoother on the mesh-based DSM. We further propose a method of integrating the two DSMs. The integrated DSM maintains the sharpness of object boundaries without significant accuracy degradation. The contribution of this paper is the use of 3D mesh models (which have mainly been used for 3D visualization) for efficient removal of outliers and non-matching regions without a priori knowledge of surface types.
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1. Introduction

A digital surface model (DSM) is an important geospatial infrastructure used in various fields, such as orthoimage generation, 3D analysis, and city modelling. It is usually represented as grid data composed of regularly spaced cells with elevation values. For automatic generation of DSMs, light detection and ranging (LiDAR) survey and stereo image matching are mainly used. While high-quality point clouds can be extracted from LiDAR, it may be expensive and might lack texture information [1]. On the other hand, stereo image matching has become a more attractive solution for DSM generation with the recent spread of high-resolution satellite and unmanned aerial vehicle (UAV) images. In this paper, we focus on DSM generation from stereo image matching.

For stereo image matching, various algorithms have been developed [2–4] for efficient point cloud generation [2,3], as well as for reliable determination of correspondences [4]. However, regardless of the matching algorithms applied, there will be non-matching regions due to occlusions, shadows, and match failures. There will also be outliers in the point cloud generated because of mismatches. Non-matching regions generate groups of grid cells with no elevation value within a DSM. Outliers will generate unrealistic spikes and cliffs within a DSM.
To remove empty grid cells, several interpolation methods have been proposed, including kriging, and inverse distance weight (IDW)-based and triangulated irregular network (TIN)-based interpolation. Kriging determines the height of empty grid cells from sparsely located sampled heights by formulating statistical properties of heights using variograms [5]. IDW determines the value of empty grid cells by a linear weighted combination of sample points. The longer the distance between neighbors and an empty cell, the less impact it has on the results [6]. A TIN creates grid data of regular spaces using adjacent, non-overlapping triangles. It takes a long time to process because of the large amount of computation.

Various studies have been reported comparing interpolation methods for DSM generation. Lloyd and Atkinson [7] compared interpolation methods such as IDW, kriging, and trend. They showed that for a low point density of height points, kriging is more appropriate, and that IDW is suitable for detailed DSM in urban areas with a high point density. Gonçalves [8] tested five interpolation methods: IDW, TIN, minimum curvature, kriging, and radial basis functions. He reported that while all methods tested showed performance similar to ones with a high point density, IDW and TIN outperformed with a low point density. Choi and Hong [5] studied the difference between IDW and TIN and reported that if there are errors in a dense point cloud, IDW is useful for describing linear features, such as building boundaries, roads, and streams. Bafghi et al. [9] examined interpolation performance over holes in a DSM. They reported that IDW interpolation successfully fills holes and generates an interpolated DSM with a root mean square error (RMSE) of 3.5 m without deterioration of the accuracy of the original DSM (with an RMSE of 3.31 m).

We observed that most previous research on DSM interpolation presumed that point clouds do not possess outliers, or that outliers are removed by separate processing beforehand. However, in an urban area, removing outliers from point clouds obtained by stereo matching is not a trivial job. For high-resolution satellite or UAV images in particular, outliers are inevitable because of moving objects, textureless regions, and repetitive patterns. Moreover, we have observed that handling large holes is not trivial. The aforementioned interpolation methods showed difficulties in handling large holes. This problem could be eased by using an auxiliary DSM [10–13] or physical properties of the surface [14,15], or by classifying the types of holes [16–18]. However, a priori knowledge of surfaces to be interpolated may not be available, especially for densely gridded DSMs. Efficient interpolation methods to handle outliers and large holes are still needed.

On the other hand, various surface reconstruction techniques have been developed in the computer graphics field [19]. A 3D mesh model can be generated by estimating surface normal vectors using neighboring points and forming 3D surface patches using the vectors in similar directions [20]. It has the potential to reconstruct a 3D surface in the presence of outliers and large holes within a point cloud. It is also notable that this method does not require any assumptions about surface types. After forming a 3D mesh model, a DSM can be generated by sampling height values of the 3D mesh model generated in DSM grids.

In this paper, we propose a DSM interpolation method based on a 3D mesh model, which is more robust against outliers and large holes without any a priori knowledge of surface types. The mesh-based approach is applicable to general surfaces at any grid spacing, and should generate more accurate DSMs than the approaches based on local distribution models, such as IDW. For experiments, we compared the performance of a DSM generated by IDW interpolation and a DSM generated by a 3D mesh model. We then proposed a method to integrate the two DSMs to enhance accuracy and sharpness. Worldview-1 satellite images were used for point cloud generation, and a reference DSM from LiDAR surveying was used for accuracy assessment.

This paper is structured as follows. Section 2 introduces the process of generating a DSM from a 3D mesh model and the experiment dataset. The research results are described in Section 3. Section 4 discusses conclusions and directions for future study.
2. Materials and Methods

2.1. Proposed Method

Figure 1 shows the overall work flow of DSM generation from stereo image matching and a 3D mesh model. From stereo images, a point cloud is generated by applying stereo image matching. In this paper, we used the stereo matching algorithms proposed in the work of [4]. A 3D mesh model was then generated from a point cloud created by 3D surface reconstruction. In order to reconstruct a 3D mesh model with a point cloud, it is necessary to estimate the surface normal vectors of the point cloud. The surface normal estimation process consists of surface normal calculation and surface normal adjustment. For each point, we computed the covariance matrix from the nearest neighbors and performed principal component analysis (PCA).

Figure 2 shows the process of estimating a surface normal vector with PCA. This process searches the points surrounding the selected point and calculates a covariance matrix with the neighboring points using Equation (1). PCA can be done by eigenvalue decomposition of the covariance matrix. Then, three eigenvectors are extracted. The eigenvector with the smallest scalar value is estimated as the surface normal vector. In Equation (1), where \( k \) is the number of point neighbors considered in the neighborhood of \( p_i \), \( \overrightarrow{p} \) represents the 3D centroid of the nearest neighbors, \( \lambda_j \) is the \( j \)-th eigenvalue of the covariance matrix, and \( \overrightarrow{v}_j \) is the \( j \)-th eigenvector [21].

\[
C = \frac{1}{k} \sum_{i=1}^{k} (p_i - \overrightarrow{p})(p_i - \overrightarrow{p})^T, \quad C \overrightarrow{v}_j = \lambda_j \overrightarrow{v}_j, \quad j \in \{0, 1, 2\}
\]  

![Figure 1. Workflow for generating a mesh-based digital surface model (DSM).](image1)

![Figure 2. Estimating a surface normal vector with principal component analysis (PCA).](image2)
The direction of the surface normal extracted through PCA may be inconsistent because it is determined using only the surrounding points [22]. For this reason, the directions of the surface normal vectors are adjusted using sensor position. The process of adjusting the direction of the surface normal vector is shown in Figure 3. First, the surface normal vector of each point and the direction vector towards the sensor position at each point are calculated. Then, if the relation between the surface normal vector and the direction vector does not satisfy Equation (2), the direction of the surface normal vector is reversed toward the sensor position. In Equation (2), \( \mathbf{n}_i \) is the normal vector of \( p_i \), \( \mathbf{v}_p \) is the sensor position, and \( p_i \) represents the position of each point. The sensor position of each point is obtained during extraction of the point cloud by image matching.

\[
\mathbf{n}_i \cdot (\mathbf{v}_p - p_i) > 0
\]  

(2)

Figure 3. Adjusting the surface normal based on the geometry condition with a sensor position vector.

A Poisson surface reconstruction method is then applied to generate a mesh model [23]. This surface reconstruction technique is mainly used to create meshes with unstructured point clouds. As this technique generates a mesh model by estimating the surface using the surface normal of input points, an accurate surface normal is required. This has the advantages of being flexible to noisy data and constructing the surface in a large hole with an empty point [19]. The result produced from the Poisson surface reconstruction method is a smooth approximate surface, positioned near the initial point cloud. An important characteristic of Poisson surface reconstruction is the tendency to over-smooth the data. This may be undesirable in most cases, but it can be adjusted to the current needs of each implementation by defining the depth of the octree. The form of the Poisson surface reconstruction is based on the normal field (inward pointing), which represents the boundary of a solid and may be interpreted as the gradient of the solid’s indicator function. Thus, the main phases of Poisson surface reconstruction of a set of oriented points may be defined as follows: (a) transformation of the oriented point cloud into a continuous vector field in 3D, (b) finding a scalar function whose gradients best match the vector field, and (c) extraction of the appropriate iso-surface. In the next phase, an oriented point cloud is created by resampling the iso-surface. Then, the mesh model is generated using the oriented point cloud.

The surface reconstruction method starts by computing a 3D indicator function, \( \chi \), defined as 1 at points inside the model, and as 0 at points outside it (Figure 4). The gradient of the indicator function is non-zero only at points near the surface. At such points, it is taken to be equal to the inward surface normal. Thus, the oriented point samples can be viewed as samples of the gradient of the model’s indicator function. The problem reduces to finding \( \chi \) where the gradient best approximates vector field \( V \), defined by the input points. Next, if we apply the divergence operator, this problem transforms into a standard Poisson problem. In Equation (4), scalar function \( \chi \) is calculated, where the Laplacian equals the divergence of vector field \( V \). The implicit function \( \chi \) is represented using an adaptive octree, rather than a regular 3D grid. The output scalar function \( \chi \), represented in an adaptive octree, is then
iso-contoured using adaptive marching cubes to obtain the mesh [19]. Figure 5 shows an example of Poisson surface reconstruction in 2D.

\[ \nabla X = V \]  \hspace{1cm} (3)

\[ \Delta X = \nabla \cdot \nabla X = \nabla \cdot V \] \hspace{1cm} (4)

Figure 4. Concept of Poisson surface reconstruction in 2D.

After a 3D mesh model is generated, a DSM is generated with a DSM interpolation process. Figure 6 shows the process of calculating the elevation of a grid point projected onto the mesh. First, grid points are created on the XY plane to generate a DSM. The point spacing of the grid points is determined by the ground sampling distance (GSD) of the DSM to be generated. Then, each grid point searches a vertically projected mesh, and we extract the Z value of the mesh. For this, a plane equation is constructed using the vertex coordinates of a triangular mesh. An elevation value is calculated using the X and Y coordinates of the grid point. If there are several projected meshes, the Z value of the mesh at the highest position is selected as the elevation value of the grid point. Finally, the extracted Z value is set as the elevation value of the grid point, and thereby, the mesh-based DSM is generated [19].

Figure 5. Example of Poisson surface reconstruction in 2D.

Figure 6. Process of extracting the elevation of grid points from a mesh model.

For comparison, we generated interpolations based on a DSM with the IDW method. The IDW method estimates unknown values by specifying search distance, closest points, and the power setting.
Formally, the unknown value, \( \hat{y}(S_0) \), in location \( S_0 \), is estimated using the observed \( y \) values at sampled locations \( S_i \) in the following manner:

\[
\hat{y}(S_0) = \sum_{i=1}^{n} \lambda_i y(S_i)
\]  

(5)

Essentially, the estimated value in \( S_0 \) is a linear combination of the weights (\( \lambda_i \)) and observed \( y \) values in \( S_0 \), where \( \lambda_i \) is often defined as follows:

\[
\lambda_i = d_0^{-a} / \sum_{i}^{n} d_0^{-a}
\]  

(6)

with \( \sum_{i}^{n} \lambda_i = 1 \)  

(7)

In Equation (6), the numerator is the inverse of the distance (\( d_0 \)) between \( S_0 \) and \( S_i \) with a power, \( a \), and the denominator is the sum of all inverse distance weights for all locations \( i \) so that the sum of all \( \lambda_i \)'s for an unsampled point will be 1, as seen in Equation (7). The \( a \) parameter is specified as a geometric form for the weight, and it is possible to set other specifications. This specification implies that if \( a \) is larger than 1, the distance decay effect will be more than proportional to an increase in distance, and vice versa. Thus, a small \( a \) tends to yield estimated values as averages of \( S_i \) in the neighborhood, whereas a large \( a \) tends to give larger weights to the nearest points and increasingly down-weights the points that are farther away [24].

The interpolation-based DSM was created by adjusting the search distance to analyze the tendency to interpolate empty grid cells and the accuracy of the DSM. The unit of the distance is the GSD of the DSM, and means one grid space of the grid data.

2.2. Dataset

The stereo Worldview-1 images used came from one L1B stereo scene acquired in August 2008. One image was a nadir image (\(-1.3^\circ\)), and the other was an off-nadir (33.9\(^{\circ}\)); ground sample distances were 0.5 m and 0.76 m, respectively. Figure 7a is the left image of the stereo pair, and Figure 7b is the right image. The two images were the same size: 10,000 \( \times \) 10,000 pixels. However, the scale of the two images was not the same as a result of different GSDs.

Figure 7. Stereo Worldview-1 images from August 2008.
We set up test areas in the original images, and created a point cloud for the test area. The test area was set to about 1 km × 1 km in an urban area of the original stereo images. Figure 8a shows the boundary of the test area in the original left image. Figure 8b is the test image extracted from the original (left) image.

![Boundary of the test area from Figure 7a](image1)

![Test image extracted from Figure 8a](image2)

Figure 8. Stereo Worldview-1 images.

We created the point cloud by applying a stereo image-matching method to the test images. The method performs patch-based image matching using epipolar geometry constraints. Thus, we generated epipolar images through the geometry of the original image. Then, we set epipolar lines to the search range and performed image matching using a search window.

In the image matching process, we used a multi-dimensional search window-based image matching technique [4]. This technique creates a multi-dimensional search window by setting an adaptive and variable search window for the calculation of similarity. The multi-dimensional search window consisted of many sets of full, upper left, upper right, lower left, and lower right windows according to various window sizes. Compared with a fixed window, many similarity comparisons can be performed. It has been reported that this technique presents a more reliable and accurate image matching performance than using a fixed search window when the amount of texture information in the patch and the resolution of the images is different [4]. Figure 9 is an example of a search window set to perform a point match. As can be seen from the figure, a plurality of correlation results is calculated at one target point existing on the epipolar line.

![Multi-dimensional search window (five steps)](image3)

Figure 9. Multi-dimensional search window (five steps).

Figure 10 shows a point cloud extracted only for the test area by stereo image matching. The point cloud was generated by matching on a pixel-by-pixel basis using original scale images. Average spacing is 0.7 m. The textured areas in the figure are where the point cloud was generated and
textureless areas are where there were no matching results. For example, points on the walls of the building in the test image have been extracted with difficulty because of the usage of one nadir and one off-nadir image. These areas appeared without texture in the right-hand images of Figure 10. There were outlier points and large holes in the point cloud as a result of match failure.

Figure 10. Point cloud of the test area.

3. Results and Discussion

A 3D mesh model was generated from the point cloud using PCA and a Poisson surface reconstruction method to create a mesh-based DSM. In the process of Poisson surface reconstruction, the octree depth level was set to 9, and other parameters were set to default values. We implemented this process through Point Cloud Library 1.8.0 and Microsoft Visual Studio 2013 C++. A 3D mesh model was generated with the point cloud (Figure 11). There were no holes in the mesh model. Then, we created a mesh-based DSM using the proposed method (Figure 12). The GSD of the mesh-based DSM was set to 1 m. There were no empty grid cells and outliers.

Figure 11. 3D mesh model of the test area.
For comparing the performance of the mesh-based DSM, we generated an IDW-based DSM using Equations (5)–(7). Parameter $\alpha$ was set to 2.

We created the IDW-based DSM repeatedly by increasing the search distance incrementally by one GSD until all empty grids were filled. Figure 13 shows the DSM without interpolation and the IDW-based DSM without empty grid cells. All empty grid cells were interpolated when the search distance was set to 15. For the purpose of conciseness, only the results from search distances of 0, 1, 2, 5, and 15 times GSD are shown.

(a) DSM created without interpolation  
(b) IDW-based DSM with a search distance of 2

Figure 13. Cont.
Table 1 shows the number of empty grid cells and the accuracy of the DSM based on the search distance. The accuracy of the DSM was analyzed with a reference DSM. In this result, we confirmed that the empty grid cells decrease as the search distance increases; however, the accuracy of the DSM gets lower. Moreover, the DSM where all empty grid cells were interpolated by setting the search distance to a large value still had problems with outliers.

As a result, we confirmed that it is difficult to set a search distance to interpolate all empty grid cells. Moreover, we found the search distance where all empty grids were interpolated through the experiment, but error cells generated by outliers were not completely removed.

For analyzing the accuracy of DSMs, we generated a reference DSM. The reference data consisted of an airborne laser scanning point cloud (first pulse and last pulse) with approximately 0.3 points per square meter. The LiDAR points were acquired at the end of November 2007. The reference DSM was used to evaluate the accuracy of the DSMs and to generate the ground control point (GCP). GCPs were used to correct the rational rational polynomial coefficient (RPC) parameters of the stereo image.

The reference DSM was created by extracting points from the test area of LiDAR points. The GSD of the reference DSM was set to 1 m, and the elevation of each grid was calculated as the average value. The GSD and geometry information of the DSM generated during the experiment were set to be identical to those of the reference DSM. Figure 14 shows the LiDAR points of the test area, and the reference DSM created with the extracted point cloud.
Accuracy was analyzed by calculating the RMSE of the DSMs generated compared with the reference DSM. For additional comparison of DSM quality, we performed a visual analysis to check the clarity of object boundaries of the buildings. Figure 15 shows the results from comparing an IDW-based DSM and a mesh-based DSM. The RMSE of the mesh-based DSM was 2.7983 m, which was better than the accuracy of the interpolation-based DSM with a radius of 15 in Table 1. Figure 15a is the IDW-based DSM and (b) is the mesh-based DSM. Comparing Figure 15a1,b1 shows that because of the nature of surface reconstruction based on mesh models, building boundaries appear smoother on the mesh-based DSM. In the comparison of Figure 15a2,b2, the results show that the problem of a blurred building boundary makes it difficult to differentiate the boundary of the nearest buildings. The red circle in Figure 15b3 means the mesh-based DSM is robust to outliers. As a result, the accuracy of the mesh-based DSM was the best, but the building boundaries were not clear.
were not replaced. These outliers degrade the quality of the integrated DSM. On the other hand, the mesh-based DSM is robust to noise such as outliers. Therefore, if the elevation difference between each DSM is greater than a set threshold, we defined the elevation as the outlier and replaced it with the elevation of the mesh-based DSM. In the DSM integration step, if the elevation difference between each DSM is greater than a set threshold, we defined the elevation as the outlier and replaced it with the elevation of the mesh-based DSM. In this experiment, the threshold to remove an outlier was set at 3 m.

Figure 15 shows the IDW-based DSM, the mesh-based DSM, the integrated DSM, and the reference DSM. For the experiment, we used an IDW-based DSM with a search distance of 2. The DSM integration processing consisted of replacing the empty cells and filtering outliers of the IDW-based DSM using the mesh-based DSM. In the process of replacing the empty cells, the elevation value of an empty cell in the IDW-based DSM was replaced with the value from the cell in the same position in the mesh-based DSM. In order to interpolate empty grid cells using the mesh-based DSM, it is necessary to extract empty grid cells in the interpolated DSM and find the cell at the same position in the mesh-based DSM. Therefore, the GSD of the two DSMs should be set to the same value. In this experiment, we set GSD to 1.0 m because the GSD of the reference data was set to 1.0 m. In the process of replacing empty grid cells, outliers in the interpolation-based DSM were not replaced. These outliers degrade the quality of the integrated DSM. On the other hand, the mesh-based DSM is robust to noise such as outliers. Therefore, if the elevation difference between the mesh-based DSM and the interpolation-based DSM in a cell at the same position is large, the elevation of the interpolation-based DSM is likely to be the outlier. In the DSM integration step, if the elevation difference between each DSM is greater than a set threshold, we defined the elevation as the outlier and replaced it with the elevation of the mesh-based DSM. In this experiment, the threshold to remove an outlier was set at 3 m.

Figure 16 shows the IDW-based DSM, the mesh-based DSM, the integrated DSM, and the reference DSM. Figure 16a shows the IDW-based DSM without empty grid cells. Figure 16c is the integrated DSM created by setting the search distance of the IDW interpolation to 2. When set to 1, the integrated DSM was less affected by large holes, and the building boundaries were clear. For settings of 2, 3,
and 4, the clarity of the boundary of the buildings was maintained, and most of the error cells due to outliers were removed. In particular, the result of the comparison between Figure 16a,4,c4 shows that much noise disappeared from the building boundaries.

Figure 16. Cont.
Figure 16. Comparison of the resulting DSMs. (a1–a4) results from the IDW-based DSM, (b1–b4) results from the mesh-based DSM, (c1–c4) results from the integrated DSM, (d1–d4) results from the reference DSM.

Table 2 shows the accuracy of DSMs created by different interpolation methods. The accuracy of the integrated DSM was better than that of the IDW-based DSM and lower than that of the mesh-based DSM.

Table 2. Comparison of the accuracy of the DSMs.

<table>
<thead>
<tr>
<th>Interpolation Method</th>
<th>IDW</th>
<th>Mesh</th>
<th>Integration</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (m)</td>
<td>3.2160</td>
<td>2.7983</td>
<td>2.9104</td>
</tr>
</tbody>
</table>

As mentioned before, IDW has limitations in interpolating the DSM of an urban area because of outliers and large holes in the point cloud created from stereo image matching. The results of the comparison showed that the mesh-based DSM has successfully improved the problem of outliers and holes. However, the mesh-based DSM also has the limitation of blurring the building boundaries. We suspect that this side effect was caused from over-smoothing in the surface reconstruction method [25]. The results of the comparison between the integrated DSM and other DSMs (Figure 16 and Table 2) showed that our proposed method can improve the accuracy and maintain the sharpness of object boundaries.

Unlike previous studies using the auxiliary DSM, our results showed that interpolation method using the mesh model can be a good candidate for generating the DSM from stereo image matching.
when there is no knowledge of surface type or supplementary data available. Moreover, in the relevant study [9], they used only the original images and the unfilled DSM itself for interpolation. Their proposed method utilizes the shadow information and image segmentation information from the original images. They conducted DSM interpolation experiments on high-resolution satellite images of urban areas and reported an accuracy of 3.3 m. Thus, we expect that our proposed method with additional information extracted from the original images can improve DSM interpolation performance.

4. Conclusions

This paper proposed a new DSM interpolation method based on a 3D mesh model to handle outliers and large holes more efficiently without any a priori knowledge of surface types. We showed that the surface reconstruction method, which has been used mainly for 3D visualization, could be used for DSM interpolation as an alternative solution to interpolation models based on a local distribution model. In the results of the experiments, the mesh-based DSM was more accurate than the IDW-based DSM, and there were no erroneous grid cells due to large holes and outliers. However, object boundaries were smoothed out on the mesh-based DSM owing to the nature of surface reconstruction techniques. To overcome this weakness, we integrated the two DSMs to fill the erroneous grid cells and maintain the clarity of the boundaries. We confirmed that DSM quality was improved by the integration.

From this paper, it will be possible to complement the limits of the previous interpolation method. In particular, the proposed method is expected to contribute to improving the quality of a DSM that is generated by images of urban areas with large artificial structures. In the future, we will perform experiments to segment areas in an image domain and interpolate areas that are semantically classified. The limitations of our experiments include having processed an area that is mostly urban. Although we chose this type because it is the most challenging, we need to test the proposed method with various surface types. Our future research will include an extension of the proposed method to apply it to the generation of digital terrain models where non-terrain objects have to be removed and replaced by interpolation of neighboring terrain heights.
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