A Recursive Update Model for Estimating High-Resolution LAI Based on the NARX Neural Network and MODIS Times Series
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Abstract: Leaf area index (LAI) remote sensing data products with a high resolution (HR) and long time series are in demand in a wide variety of applications. Compared with long time series LAI products with 1 km resolution, LAI products with high spatial resolution are difficult to acquire because of the lack of remote sensing observations in long-term sequences and the lack of estimation methods applicable to highly variable land-cover types. To address these problems, we proposed a recursive update model to estimate 30 m resolution LAI based on the updated Nonlinear Auto-Regressive with Exogenous Inputs (NARX) neural network and MODIS time series. First, we used a variety of HR satellite remote sensing observations to produce HR datasets for recent years. Historical low spatial resolution MODIS products were employed as background information and used to calculate the initial parameters of the NARX neural network for each pixel. Subsequently, one year’s reflectance from the HR dataset was used as the new observation that was input into the NARX model to estimate the HR LAI of that year, and the background and HR data were then used for remodeling to update the NARX model parameters. This procedure was recursively repeated year by year until both MODIS background data and all HR data were involved in the modeling. Finally, we obtained an LAI time series with 30 m resolution. In the cropland study area in Hebei Province, China, the results were compared with LAI measurements from ground sites in 2013 and 2014. A high degree of similarity existed between the results for the two study years (RMSE 2013 = 0.288 and RMSE 2014 = 0.296). The HR LAI estimates showed favorable spatiotemporal continuity and were in good agreement with the multisample ground survey LAI measurements. The results indicated that for data with a rapid revisit cycle and high spatial resolution, the recursive update model based on the NARX neural network has excellent LAI estimation performance and fairly strong fault-tolerance capability.
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1. Introduction

The leaf area index (LAI) is defined as the one-sided green leaf area per unit of horizontal ground area [1]. LAI is a critical input parameter for models related to ecological and environmental monitoring, crop modeling, and climate change [2]. The precise estimation of LAI is critical for its subsequent application. At present, various fields have widely used long-term global LAI products,
such as Moderate Resolution Imaging Spectroradiometer (MODIS), Satellite Pour l’Observation de la Terre (SPOT/VEGETATION) and Advanced Very High Resolution Radiometer (AVHRR). However, land surfaces tend to be highly heterogeneous at coarse resolutions, and existing remote sensing LAI products fail to satisfy the need for regional research. In response to this demand, many studies have been conducted to provide long time series LAI data with high temporal and spatial resolutions [3].

Due to technological and economic restrictions, sensors with a short revisit cycle usually have a coarse spatial resolution; however, sensors with high spatial resolutions are associated with a longer time interval between acquisitions of data in the same region. The revisit cycle of Landsat Thematic Mapper (TM) data (30 m spatial resolution) is 16 days in most cases. If the area is prone to cloud or haze cover, there may be only one available data point in a month or two. Therefore, LAI products with long time series have in the past been characterized by low or medium resolutions (no better than 500 m). However, in recent years, with the continuous progress of science and technology, sensors of various types have been developed. Many satellites with high spatial resolutions and revisit cycles of less than 3 days have been launched, such as the small environment and disaster monitoring and forecasting satellite constellation HJ-1A/B, FORMOSAT-2, the WorldView satellites and Sentinel-2 [3–6].

The common algorithms used to estimate LAI based on remote sensing data are empirical regressions, nonparametric regressions, radiation transfer methods and hybrid methods [6,7]. In detail, the empirical regression approach normally uses remotely sensed imagery and terrestrial survey data acquired simultaneously to carry out multilinear regression modeling [8] or statistical models [9] to estimate LAI; most of these methods use various vegetation indices [10–13] as input parameters. Because these methods are subject to the availability of terrestrial survey data and to regional limitations, they are very difficult to generalize and use. LAI inversion using a radiative transfer model [14–17] is an extremely effective method with superior generality. However, due to the complexity of the radiative transfer model and the relatively finite nature of remote sensing observational data, considerable prior data should be included when using these models. Moreover, the input parameters have difficulty accurately describing the spatial and temporal variation characteristics of vegetation; in most cases, this difficulty leads to an ill-posed inversion [18,19]. The hybrid method combines elements of statistics and physically based methods [19–21]. This method has the advantages of high speed and flexibility and can produce uncertainty estimates. However, these methods may be difficult to use in practical applications.

Nonparametric regression methods estimate LAI without a priori assumptions [22] and are optimized with a training process using reference data. In contrast to empirical regression methods, nonexplicit choices need to be made regarding the spectral band relationships, transformation or fitting function. Neural networks belong to nonparametric methods [23]. An artificial neural network can not only process nonlinear, nonnormal, and collinear data that cannot be dealt with in a statistical model [24], but also has been extensively used in remote sensing data classification [25,26], biomass extraction [27,28], and LAI estimation [29–31], among other applications.

Currently, most high spatial resolution LAI estimation methods mainly use data fusion or neural network methods. Several data fusion methods have been proposed to combine high spatial resolution and high temporal resolution data to generate synthetic imagery with a high spatiotemporal resolution. For instance, the Spatial and Temporal Adaptive Reflectance Fusion Model (STARFM) [32] estimates high-resolution (HR) pixel values by combining information from all input images by weight functions. STARFM assumes that the change in reflectance is consistent and comparable in coarse and high resolutions, and the transfer function is empirical, so uncertainty is easily introduced during the transfer process.

The Nonlinear Auto-Regressive with Exogenous Inputs (NARX) model is a recurrent nonlinear dynamic neural network with a global feedback. In this model, autofeedback effects occur constantly during estimation, and this network has been widely used in timing sequence modeling. NARX has a rapid training and convergence speed and strong representativeness and is characterized by favorable dynamics and resistance to interference. The NARX is well suited for modeling the complicated
nonlinear systems because of its long term-dependencies and its computational power [33,34]. It is demonstrated promising performance in research for time series modelling. By comparing validation period results, NARX showed a significant superiority over static neural networks [35]. For example, this method has been used for change detection in snow caps [36] and LAI time series estimation [37] based on MODIS data.

In this paper, a recursive update model using neural networks with a long time series auto-feedback function [38,39] was used to generate HR LAI time series. The new method has the following strengths: (1) it uses historical low spatial resolution MODIS nadir BRDF-adjusted reflectance (NBAR) and LAI time series as background information to estimate HR LAI; (2) it needs fewer predefined parameters; and (3) the estimation results have the advantage of a high temporal resolution (8 days) and a high spatial resolution (30 m). A recurrent update model was developed in this study and tested in eight pilot sites using HR images.

2. Methods

In a given area, if the crop type does not change, the phenological curve of different years has a strong similarity in time series. On this basis, we use a large amount of accumulated coarse-resolution remote sensing data to support high spatial resolution LAI estimation. First, a phenological change model of vegetation was trained using coarse spatial resolution remote sensing data. Then, in the phenological change model, the HR data were used as inputs to estimate the HR LAI. Finally, the coarse spatial resolution and high spatial resolution data were used to form the new time series training data; the phenological change modeling was performed again, and the model parameters were updated by taking advantage of the HR data. During the LAI estimation process, the phenological change model was refitted every time HR data were added to the training data. In this process, the node coefficients of the model were continually corrected to the estimation of high spatial resolution data, and finally, the goal of estimating high spatial resolution LAI was achieved.

2.1. Recursive Update Model

The algorithm proceeds through several stages shown in Figure 1, processing the images from one one-year time series at a time. The neural network is trained with coarse-resolution data, and a set of weights is obtained. To renew the weights, high spatial resolution LAI and coarse resolution data are simultaneously provided to the neural network, and the neural network is retrained with the new training set in each iteration. The recursive update process of the neural network is as follows:

Step 1: Create the NARX network for background information.

We use the MODIS NBAR and LAI time series of 2008–2010 (i.e., D(1) in Figure 1) as input for the neural network and to train the NARX neural network to estimate the LAI for each pixel. The neural network is trained on a reflectance database comprising radiative transfer model simulations. The relationship between the MODIS LAI and the reflectance time series is modeled (i.e., M(1) in Figure 1) and represented by the parameters of the neural network, which are taken as the time series background for further processing.
Step 2: HR LAI estimation

The HR time series surface reflectance in 2011 is used as input for the neural network (M(1)) to estimate HR LAI. Note that in this step, each HR pixel is taken as a subpixel of the related MODIS pixel. The background information of each MODIS pixel can be used as a priori knowledge of approximately 272 (500*500/30*30) HR pixels. In this step, although the retrieved HR LAI has a 30 m spatial resolution, it also contains substantial MODIS pixel information.

Step 3: Retraining of NARX networks.

High spatial resolution information is added to the training data, and the neural network is retrained using the same structure. In this step, the MODIS reflectance data of 2008-2010 and the HR reflectance data of 2011 are set as new inputs for the neural network, and the MODIS LAI of 2008–2010 and HR LAI of 2011 are set as the corresponding outputs to retrain the NARX neural network for each HR pixel. The new training dataset is called D(2). After creating a new training set, the neural network is retrained with D(2). The new set of NARX network weights is found (M(2)). This process changes the initial weights and biases of the network and may produce an improved network after retraining. Through updating of the neural network, the new coefficients contain information from both MODIS and the 30 m resolution datasets. Consequently, using the MODIS (500 m) and HR (30 m) data as the background, the LAI time series with HR pixels (30 m) is estimated.

Step 4: Recursive model construction.
Steps 2 and 3 are repeated for a number of iterations until all HR datasets are involved in the training. The effect of HR data on the LAI results gradually increases during the estimation process. In these cases, the recursive procedures provide model improvement.

By conducting recursive training, the proportion of HR information in the training data was increased, and the result can be considered HR LAI data. With the gradual increase in HR spatial detail, the retrieved results achieved the full complement of HR pixels. Using the proposed method, the neural network feedback is continually updated. As the HR images in the training data increase, a more accurate estimate of the 30 m resolution LAI can be obtained.

2.2. Application of the NARX Network

When using historical coarse spatial resolution data as a priori knowledge for the estimation of high spatial resolution LAI, we chose to use the NARX neural network to train time series data to extract the phenological characteristics. The NARX network is a nonlinear autoregressive network with exogenous inputs [39]. It is not only applicable to modeling and predicting nonlinear systems and time series, but is also able to achieve favorable outcomes for LAI estimation [37]. The general form of the NARX network can be expressed as follows:

\[ y(t) = f(y(t-1), y(t-2), \ldots, y(t-i), u(t), u(t-1), \ldots u(t-j)) \]  

(1)

In this expression, \( y \) refers to the time series output signal, \( u \) to the exogenous input time series, and \( i \) and \( j \) to the time-delay orders of input and output, respectively, which approximate the function \( f \). For feedback neural networks, the tapped delay line (TDL) plays the most important role. According to the TDL (Figure 2), the inputs of a neural network are divided into external inputs and delayed external inputs, and the outputs are split into present outputs and delayed outputs. It is assumed that the current predicted value of a time series depends on both the predicted value of the moment before the present moment and the exogenous time series input parameters for the current and previous moments. The existence of the TDL relates the output results to the present input parameters and is the result of interactions between the first \( i \) input parameter(s) and the first \( j \) output result(s); the estimation results will not fluctuate due to errors in the current input parameters.

![Figure 2](image.png)

**Figure 2.** Architecture of the NARX network configured with tapped delay lines (TDLs).

A typical NARX network consists of input, hidden, and output layers and the input and output TDLs. During network training, standardization using input data is required. Moreover, a sigmoidal transformation function should also be used as a transmission function for hidden neurons. To obtain the best result, the suggested number of hidden neurons should not be too large; otherwise, the overfitting phenomenon will occur. To increase training speed, the Levenberg–Marquardt backpropagation algorithm is used to train the neurons.

The overall procedure for using time series to estimate LAI recursively is presented in Figure 2. When the model training data were constructed, the reflectance values in the red and near-infrared (NIR) bands, which are the most sensitive to vegetation growth, were selected as input data. The cosine
of the solar zenith angle (SZA), the cosine of the viewing zenith angle (VZA), and the cosine of the relative azimuth (RA) were also taken as the input data. Meanwhile, $u$ and $y$, which are the input and output variables of the NARX network, respectively, can be expressed by a time series as follows:

$$
\begin{align*}
\mathbf{u} &= \begin{bmatrix} \text{Red}_1 & \text{Red}_2 & \cdots & \text{Red}_n_m \\ \text{Nir}_1 & \text{Nir}_2 & \cdots & \text{Nir}_n_m \\ \text{SZA}_1 & \text{SZA}_2 & \cdots & \text{SZA}_n_m \\ \text{VZA}_1 & \text{VZA}_2 & \cdots & \text{VZA}_n_m \\ \text{RA}_1 & \text{RA}_2 & \cdots & \text{RA}_n_m \end{bmatrix} \\
\mathbf{y} &= \begin{bmatrix} \text{LAI}_1 \\ \text{LAI}_2 \\ \vdots \\ \text{LAI}_{n_m} \end{bmatrix}
\end{align*}
$$

During NARX training, MODIS NABR and MODIS LAI data were used initially to acquire a prior LAI background field at MODIS pixel resolution. For the purpose of trained neural network optimization, data were grouped into training, validation, and testing data at a ratio of 0.7:0.15:0.15. Considering the availability and flexibility of the model, the TDL was set to 0 for the input variables and 1 for the output variables. Equation (1) can be rewritten as follows:

$$
y(t) = f(y(t-1), u(t))
$$

In the methods section, we discuss how to use the recursive update model for HR LAI estimation and address how to create a NARX network and configure the network parameters.

3. Materials

3.1. Study Area

The study area is located in Zhangjiakou City, Huailai County, Hebei Province in northern China (115°80'N, 40°35'E). The study area is a 3 km × 3 km block of farmland, over 90% of which is planted in maize. The land-cover type of the eight ground sites in this area is maize; the LAI values were measured at four sites in 2013 and four sites in 2014. The geographical distribution of the ground measurement sites is shown in Figure 3. The eight sites are located in different MODIS pixels.

![Figure 3](image-url)
3.2. Field Data

A continuous LAI surface observation experiment was performed in the experimental area during the maize-growing season from 2013 to 2014. For the LAI measurements, LAINet was used in 2013, and the LICOR LAI-2000 Plant Canopy Analyzer was used in 2014. LAINet is an automatic device that obtains multi-angle transmittance of the vegetation canopy during the day following the sun’s movement, based on wireless sensor network (WSN) technology, and then calculates the crop LAI from multi-angle transmittance using a vegetation gap probability model. One advantage of LAINet is its ability to provide continuous observations of the vegetation growth process. When the LAI is greater than 3.5, the measured LAINet values may be more accurate than the LAI-2000 values. For the design, the algorithm and validation of LAINet were fully described and tested in previous studies [40,41]. There are four ground samples of measurement during the maize growing season for each year, and the sample size is 30 × 30 m. We selected five points in each sample to perform LAI measurements and took the average to represent the LAI result of the sample. The spatial distribution of the five measurement points consists of four corner points and a center point.

In 2013, the value of the observed sample time series from Julian days 185 to 233 was calculated [42] (Figure 4a). Since the weather changes may cause errors in the measurement results of the LAI, the mean value in the 8-day interval was taken as the LAI value of the sample. In Figure 4a, the dotted black line indicates the LAI timing sequence variations, and the vertical line represents the standard deviation of measurement results for every sampling point. Figure 4a shows a significant growth trend from Julian days 185 to 210; subsequently, the LAI curve gradually becomes flat and stable with a maximum of approximately 3.5.

In 2014, through observations from Julian days 185 to 247 in a single area, the LAI tendency of maize was obtained. From Julian days 185 to 210, the LAI rapidly increased; subsequently, the maximum LAI value was attained, and the LAI gradually became stable at a maximum value near 3; finally, after day 240, the LAI began to decline.

![Figure 4](image.png)  
**Figure 4.** Temporal variation in mean LAI at the Huailai sites. The error bars are the standard deviation:  
(a) The measuring instrument in 2013 was LAINet. (b) The measuring instrument in 2014 was LAI-2000.

3.3. Satellite Image Pre-Processing

In the study area, large quantities of HJ-1 CCD, GF-1 Wide Field of View (WFV), Landsat 5 Thematic Mapper (TM), Landsat 7 Enhanced Thematic Mapper Plus (ETM+), Landsat 8 Operational Land Imager (OLI), and MODIS surface reflectance data were collected; the available data on the maize growth season are presented in Table 1.
Table 1. Summary of different types of satellite images used in Huailai.

<table>
<thead>
<tr>
<th>Data</th>
<th>Band</th>
<th>Spectral (nm)</th>
<th>Spatial (m)</th>
<th>Temporal (day)</th>
<th>Year</th>
<th>Images for Huailai</th>
</tr>
</thead>
<tbody>
<tr>
<td>HJ-1 CCD</td>
<td>Red</td>
<td>630–690</td>
<td>30</td>
<td>4</td>
<td>2011</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2012</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2013</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2014</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>NIR</td>
<td>760–900</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GF-1 WFV</td>
<td>Red</td>
<td>630–690</td>
<td>16</td>
<td>2</td>
<td>2013</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2014</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>NIR</td>
<td>770–890</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Landsat 5 TM</td>
<td>Red</td>
<td>630–690</td>
<td>30</td>
<td>16</td>
<td>2011</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Landsat 7 ETM+</td>
<td>Red</td>
<td>630–690</td>
<td>30</td>
<td>16</td>
<td>2012</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Landsat 8 OLI</td>
<td>Red</td>
<td>640–670</td>
<td>30</td>
<td>16</td>
<td>2013</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2014</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>NIR</td>
<td>850–880</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCD43A4</td>
<td>Red</td>
<td>620–670</td>
<td>500</td>
<td>8</td>
<td>2008</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2009</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2010</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>NIR</td>
<td>841–876</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCD15A2</td>
<td></td>
<td></td>
<td>500</td>
<td>8</td>
<td>2008</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2009</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2010</td>
<td>12</td>
</tr>
</tbody>
</table>

3.3.1. HR Reflectance Data

We used HJ-1, GF-1, and Landsat 5/7/8 observations to produce HR reflectance datasets during 2011–2014. The HJ-1 satellite was launched on September 6, 2008; two CCD cameras with the same design principle were placed symmetrically according to the subsatellite point. The resulting data have a spatial resolution of 30 m. With two CCD cameras, the field of view is divided equally, and observations can be performed in parallel; in addition, push-broom imaging is conducted jointly for four spectrum bands with a swath width of 700 km over the ground. Because the revisit cycle is only four days, a large amount of data can be acquired within a short period. The GF-1 satellite was launched on 26 April 2013; it was the first satellite of the HR Earth observation system in China. The spatial resolution of its multispectral large-width camera is 16 m, and the revisit cycle is two days; in addition, the composite width of its four multispectral image cameras with 16 m resolution is greater than 800 km. Therefore, this satellite has unique advantages for large-scale surface observation and environmental monitoring. These two satellites have the characteristics of HR data and a short revisit cycle and have unique advantages for large-scale surface observation and environmental monitoring. With respect to the revisit cycle, the HJ-1 satellite data are superior to Landsat data, and constructing a long time series dataset is easier with HJ-1 data.

All Landsat 5/7/8 scenes for the study area covering the growing season were acquired through the United States Geological Survey (USGS) (https://earthexplorer.usgs.gov). Landsat 5/7 images were preprocessed using the Landsat Ecosystem Disturbance Adaptive Processing System (LEDAPS) [43]. LEDAPS applies atmospheric correction routines to Landsat TM data, similar to routines derived from MODIS. The Second Simulation of a Satellite Signal in the Solar Spectrum (6S) [44] radiative transfer model was used to generate Landsat surface reflectance. Landsat-8 OLI surface reflectance data are generated from the Landsat Surface Reflectance Code (LaSRC) [45], which is distinctly different with the LEDAPS algorithm. The LaSRC makes use of the coastal aerosol band to perform aerosol inversion tests, uses auxiliary climate data from MODIS and uses a unique radiative
transfer model. Landsat 5 Thematic Mapper (TM) operational imaging ended in November 2011. On 31 May 2003, the Scan Line Corrector (SLC), which compensates for the forward motion of the satellite, failed. For the scan line errors of the Landsat 7, we masked the missing data and fill in empty pixels using data from HJ-1 and GF-1 acquired in the same period. Landsat 8 launched on 11 February 2013. The OLI is intended to be broadly compatible with the previous ETM+ bands. At the same time, the OLI bands are refined in order to avoid atmospheric absorption features.

All HJ-1 CCD and GF-1 WFV scenes for the study area were acquired through the China Center for Resources Satellite Data and Application (CRESDA) (http://www.cresda.com). Before constructing the HR datasets, the following steps were applied in the HJ-1 CCD and GF-1 WFV data processing: absolute radiometric calibration, cloud detection, atmospheric correction, and geometric correction.

Absolute calibration parameters provided by CRESDA were also used to carry out radiometric calibration for HJ-1 and GF-1 so that the digital number (DN) value could be translated into apparent reflectance. In this processing, the first step is to convert the DN to spectral radiance $L$. The formula for GF-1 data is

$$ L = \text{Gain} \times \text{DN} $$

The calibration formula for HJ-1 data is

$$ L = \text{Gain} \times \text{DN} + \text{Offset} $$

The apparent reflectance is calculated as

$$ p_{\text{toa}} = \frac{\pi L d^2}{\cos(\theta_s) E_s} $$

$E_s$ is the band-specific exoatmospheric solar constant, $\theta_s$ is solar zenith angle, and $d$ is the Earth–Sun distance in astronomical units. $E_s$, Gain and Offset can be found on the website of CRESDA.

Due to the impact of clouds and haze, the surface reflectance changes over the course of a time series; in addition, all data require cloud detection before they can be used to ensure that ground survey sites exhibit clear-sky conditions. This approach ensures that the acquired data represent actual surface physical parameters. Due to the need for cloud detection in HR data, simple indices and thresholding methods must be applied initially to detect thick clouds:

$$ \left\{ \begin{array}{l} R_{\text{Red}} > 0.3 \\ 0.8 < \frac{R_{\text{NIR}}}{R_{\text{Red}}} < 1 \end{array} \right. $$

where $R_{\text{Red}}$ is the reflectance of the red band and $R_{\text{NIR}}$ is the reflectance of the NIR band. For the detection results, visual acquisition is used again to determine the presence of clouds and haze. Images that are still contaminated by clouds and haze are discarded.

Atmospheric corrections for HJ-1 and GF-1 satellite data are performed based on the new proposed aerosol retrieval algorithm [46,47] with prior surface reflectance data support. The distributions and surface reflectance of dense pixels are determined using the MOD09 8-day synthetic surface reflectance products to estimate the aerosol contents. Then, these estimates are used as inputs in the 6S radiative transfer model to perform atmospheric correction on every pixel along with precalculated Look-Up Tables (LUTs).

As a level-2 product, the HJ-1 satellite data experience systemic geometric corrections. By comparison, GF-1 is a level-1 product with built-in rational polynomial coefficient (RPC) parameters that must be used to perform coarse geometrical corrections so that geographical coordinate projection can be realized for related images. Level 1 products have experienced only rough geometric correction, and some geometrical errors remain with respect to other remote sensing images. The GF-1 WFV images were resampled to 30 m resolution using the average resampling method to match the HJ-1 CCD data. Because geometric correction at the system level has low positioning precision, high-precision
geometric corrections are still required. To rectify GF-1 and HJ-1 satellite data geometrically, Landsat TM data serve as the benchmark, and obvious boundary points such as roads and corners of buildings serve as datum points to implement ground control point (GCP) corrections. Hence, the error in point measurements is within 0.5 pixels.

3.3.2. MCD43A4 NBAR Product

The MCD43A4 version 5 provides 500 m reflectance data adjusted using the bidirectional reflectance distribution function to model the values as if they were collected from a nadir view [48]. The NBAR algorithm produces 8-day composite data using 16-day reflectance data from the Aqua and Terra satellites. Validation at stage 3 has been achieved for the MODIS C5 NBAR product. All images covering the study area were downloaded from The National Aeronautics and Space Administration (NASA) (https://earthdata.nasa.gov). We reprojected the MODIS images to the UTM-WGS84 projection to match the HR reflectance data.

3.3.3. MCD15A2 LAI Product

The MCD15A2 version 6 MODIS LAI product is an 8-day composite dataset with a 500 m pixel size. The algorithms include a main LUT-based procedure and a back-up algorithm based on the LAI-NDVI relationships [49]. Because retrievals of the back-up algorithm have a low quality, this study only used the values retrieved with the main algorithm [50]. The LAI product is considered to be validated to stage 2. MODIS LAI is closer to true LAI than effective LAI and the C6 product is considerably better than C5 [51]. All scenes of MOD15A2 LAI covering the study area were obtained from NASA.

3.3.4. Surface Reflectance Normalization

Within the study area, the primary maize-growing season ranges from Julian days 137 to 257; during this period, the zenith observation angle for the HJ-1, GF-1 and Landsat satellite data usually varies between 0° and 30°, and the satellite passes Huailai between 10:00 AM and 11:00 AM local time every day. The variation in viewing angle will cause apparent change in observed surface reflectance. In order to eliminate the directional effect, we used the method developed by Roy et al. [52] to normalize the high-spatial-resolution surface reflectance to nadir BRDF adjusted reflectance (HR NBAR). So that we can use the MODIS BRDF model parameters (MCD43A1) in the HR NBAR derivation. The data processing technique uses fixed BRDF kernel coefficients for each spectral band derived from a large number of pixels in the BRDF product that are globally and temporally distributed. The technique is very stable, reversible, easy to implement for operational processing [52].

Due to the differences between the spectral response functions of MODIS and the HR sensors, the variation in the surface reflectance is simulated with the 6S radiative transfer model [44] under different geometric observations (SZA, VZA, and RA) and atmospheric conditions. The ranges of parameters used to simulate 6S model are shown in Table 2. The different sensor characters are corrected by comparing the surface reflectance simulated under the same parameters. Figure 5 shows the comparison of HR and MODIS surface reflectance of red and NIR bands.
Table 2. List of variables required to 6S model and their ranges.

<table>
<thead>
<tr>
<th>Parameter Description</th>
<th>Parameter Name</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>geometrical conditions</td>
<td>Solar zenith angle</td>
<td>20–60 (°)</td>
</tr>
<tr>
<td></td>
<td>Satellite zenith angle</td>
<td>20–60 (°)</td>
</tr>
<tr>
<td></td>
<td>Relative azimuth angle</td>
<td>0–180 (°)</td>
</tr>
<tr>
<td>atmospheric model</td>
<td>Midlatitude summer</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Midlatitude winter</td>
<td>-</td>
</tr>
<tr>
<td>aerosol model</td>
<td>continental model</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>urban model</td>
<td>-</td>
</tr>
<tr>
<td>aerosol optical depth</td>
<td>aerosol optical depth at 550</td>
<td>0–1</td>
</tr>
<tr>
<td>reflectance</td>
<td>TOA</td>
<td>0–0.5</td>
</tr>
</tbody>
</table>

Figure 5. The relationships between Moderate Resolution Imaging Spectroradiometer (MODIS) surface reflectance and high resolution (HR) surface reflectance in the red and near-infrared (NIR) bands. (a–e) Surface reflectance in the red band; (f–j) surface reflectance in the NIR band.
The NIR band needs to be considered and can be corrected as follows

\[ r_{\text{MODIS}} = a \cdot r_{\text{hr}} + b \]  

where \( a \) and \( b \) are two linear fitting coefficients, \( r_{\text{hr}} \) is the surface reflectance of HR data, and \( r_{\text{MODIS}} \) is the surface reflectance of MODIS.

The composite method of the HR dataset is based on the generation algorithm of the MOD09 products. For each pixel, a value is selected from all acquisitions within the 8-day composite period. The criterion for the pixel choice is that the HR surface reflectance data are the minimum-blue [53,54]. The surface reflectance values of each of the different bands for the same location and day are copied to the composite image files using minimum blue criteria. The composite HR data not only reduces the inconsistency between the two data due to cloud contamination, but also reduces the difference in reflectance between the data, which facilitates the training of the neural network to retrieve a smooth LAI.

4. Results

4.1. 2013 and 2014 LAI Estimations from Satellite Data

After twice updating the background information of the HR data in the 2011 and 2012 estimation processes, the HR LAI results of 2013 were estimated. The time series comparison between the LAI retrievals from satellite and ground observations at Huailai sites is shown in Figure 6 for 2013 and in Figure 7 for 2014. We note that there is no significant fluctuation in the LAI time series dynamically predicted by the NARX model. The time series from 2008 to 2010 is MODIS LAI data products, and that from 2011 to 2014 is the HR LAI time series.

Figure 6. LAI dynamics derived from HR data using NARX prediction over the study sites and comparison with ground-measured LAI values by LAINet. 1–4 are the four ground sites in 2013. Mean values derive from multiple measurements by the LAINet instrument. Error bars indicate standard deviations of the LAINet measurements.
Figure 7. LAI dynamics derived from HR data using NARX prediction over the study sites and comparison with ground-measured LAI values by LAI-2000. 5–8 are the four ground sites in 2014. Mean values derive from multiple measurements by the LAI-2000 instrument. Error bars indicate standard deviations of the LAI-2000 measurements.

Figure 6 depicts the LAI time series estimated using our method at the Huailai sites in 2013. The time series from 2008 to 2010 is MODIS LAI products, and that from 2011 to 2014 is the LAI time series retrieved from HR data. The results show the classical temporal pattern for maize, with increasing LAI during the vegetative stage, a peak LAI during the reproductive stage, and a subsequent relatively rapid decline. With the increases in HR data during the estimation process, the LAI appears to be significantly different in the time series. Figure 6 (1–4) shows the temporal trajectories of LAI differences for the 2013 site with the maize crop biome type. The retrieval values, except for those contaminated by residual clouds, are 1 and 2 LAI units higher than the MODIS values during the reproductive stage. In Figure 6, the accuracy of the LAI estimation in the reproductive stages is slightly lower than in the other vegetation stages. The possible reason is that the retrieval results are inaccurate due to the image being covered by clouds during the maturity of the corn.

Direct comparisons of the ground measurements from LAINet and the retrieval LAI values demonstrate that the NARX method provides good performance for the HR data in 2013 ($R^2 = 0.87$ and RMSE = 0.288) and in 2014 ($R^2 = 0.864$ and RMSE = 0.296). Most LAINet measurements have a small standard deviation, but there are a few data with very large deviations, and the standard deviation of the LAI-2000 measurements is relatively consistent. The LAINet is an automatic measuring device that may cause large deviations in certain results during the measurement process due to weather. The average of multiple measurements will weaken the error, preventing it from having a significant impact on the final verification result. It can be seen in Figure 8 that the mean of the measurements is substantially within the 95% confidence interval.
predictions for the same background pixel would present the characteristics of HR data. Based on the 2019 Remote Sens. article, this situation has been improved. This capability indicates that the NARX neural network has extremely strong ability to handle the accumulations caused by chain reactions. Compared with fluctuations in MODIS, HR results have a lower fluctuation in input surface reflectance, leading to variations in the LAI. The feedback effect caused by clouds or shadows results in estimation errors. For the HR dataset retrieval results, even though there are invalid values in the MODIS data, which occupy approximately one-half of the entire region, the spatial resolution retrieval results for the regions shown in Figure 9, the entire LAI set of retrieval results for the Huailai area conform to the tendencies of the measured data. The LAI reached its maximum on the 201st day of 2013 and on the 217th day of 2014.

4.2. Regional LAI Estimation

To test the applicability of the NARX model, it was further used for HR LAI estimation in the Huailai study region (blue box in Figure 3). In this way, the 2013~2014 LAI retrieval results for this region were acquired, as shown in Figure 9. The size of each white cell is 500 m × 500 m, which is the MODIS pixel resolution. These figures show that more detail can be achieved at HR satellite pixel resolution; for MODIS pixel resolution, the area of one MODIS pixel is approximately equal to the area of 272 HR pixels. In the case where land-cover types of the sample region are consistent, with flat terrain and weak heterogeneity, for instance, the retrieval results at MODIS pixel resolution can be representative. In real-world situations, the probability of such a large-scale uniform surface is low. However, at a spatial resolution of 30 m, most regions can be considered pure pixels, unlike the coarse 500 m resolution MODIS images. On the MODIS pixel scale, the mixed-pixel phenomenon is much more serious than in the HR dataset. Although the background field is MODIS-scale, the surface reflectance of HR data served as the input parameter during estimation, the spatial resolution of the HR data is higher than MODIS data so that the differences in the results obtained through relevant predictions for the same background pixel would present the characteristics of HR data. Based on spatial resolution retrieval results for the regions shown in Figure 9, the entire LAI set of retrieval results for the Huailai area conforms to the tendencies of the measured data. The LAI reached its maximum on the 201st day of 2013 and on the 217th day of 2014.

In the HR regional results and the MODIS data for the same region, the edges of the Guanting Reservoir are shown in the upper left corner, but other areas without vegetation coverage are denoted by invalid values in the MODIS data, which occupy approximately one-half of the entire region. For these invalid values, we use the model constructed by the nearest pixel to retrieval the LAI value. In the comparisons of regional retrieval results, more in accordance with the phenological patterns of maize LAI. In Figure 10, MODIS LAI exhibited a very large jump on day 209 of 2014, it may be due to estimation errors caused by clouds or shadows. For the HR dataset retrieval results, even though fluctuations occurred in the input surface reflectance, leading to variations in the LAI, the feedback action of NARX enabled the LAI retrieval results to remain within a reasonable range, without error accumulations caused by chain reactions. Compared with fluctuations in MODIS, HR results have improved this situation. This capability indicates that the NARX neural network has extremely strong...
fault tolerance. Moreover, for the HR retrieval results, with changes in the day of the year (DOY), no significant fluctuation occurs, and these data effectively conform to surface measurement results.

![Spatiotemporal LAI maps of the Huailai area in 2013 and 2014 (100 × 100 pixels, 30 m spatial resolution) predicted by the NARX model.](image)

**Figure 9.** Spatiotemporal LAI maps of the Huailai area in 2013 and 2014 (100 × 100 pixels, 30 m spatial resolution) predicted by the NARX model.

![Time series comparison between the mean of the LAI at Huailai and the corresponding LAI of the MODIS product: (a) 2013, (b) 2014.](image)

**Figure 10.** Time series comparison between the mean of the LAI at Huailai and the corresponding LAI of the MODIS product: (a) 2013, (b) 2014. The error bars represent the standard deviation from the MODIS LAI product (black) and the retrieved LAI (red).

5. Discussion

In this research, MODIS, NBAR, and LAI time series from 2008 to 2010 were used as background information to calculate the initial parameters of the NARX neural network. Then, HR observation data of 2011 were input into the trained neural network to estimate HR LAI data for 2011, and both MODIS and HR data were used to update the parameters of the NARX neural network, which was
then used as the background to estimate the 2012 LAI. This procedure is recursively repeated year by year until both MODIS background data and all HR data were involved in the training.

The empirical model has high precision in specific regions, but the model seems to lack generic capacity and may not be applicable to other areas, and radiative transfer models are mostly under-determined and ill-posed. The number of unknowns is typically much larger than the number of independent observations [55]. For the estimation of surface parameters with obvious annual cycle variation characteristics, such as LAI, the variation characteristics can be extracted from a long-term low-resolution dataset. It can be used as supplementary material for HR observation data and constrained inversion for LAI. At the same time, our recursive update method effectively solves the difference between low-resolution background data and high-resolution sub-pixels, which can effectively improve the estimation accuracy of HR LAI. Compared to the empirical and radiative transfer models, meanwhile, our model combining low-resolution images and high-resolution images with machine learning algorithms. The recursive update model only requires multiyear low-resolution background data, sequential variation in the data from low-resolution LAI products were used as a reference for HR LAI estimation, and HR LAI retrieval can be conducted on this basis. Due to the characteristics of the NARX neural network, the model has a strong capacity for fault tolerance to the input data, the noise in the HR surface reflectance data can be effectively suppressed. The estimation results are more consistent with the phenological changes of maize LAI. In this paper, estimating the HR LAI using the NARX model can be considered a semi-physical model, because the background data is obtained by inversion using the radiative transfer model. Compared with the downscaling and data fusion method, the method in this paper has obvious differences. Coarse resolution data need to be used only in the early stages of the estimation process to provide background information support, and all subsequent estimations are performed using high spatial resolution data. The general neural network algorithm requires pure pixels for training in the estimation process, but our method does not require pure pixels. During the training process, the background information is extracted based on the growth information of each pixel. The recursive updating model is insensitive to the outliers in the observed data. This will not cause errors in the estimation results due to fluctuations in a certain period of time in the pixel. The comparison of the model estimation results with the ground measurements demonstrates that the two results show relatively good consistency. Compared with the results without BRDF correction, the accuracy of the estimation results is significantly improved after the BRDF correction. Previous research has shown that MODIS BRDF spectral parameters can be used to reduce the BRDF effects of high spatial resolution data [56–58].

However, due to the limitations of HR satellite data, such as those for HJ-1, in the neural network training process, the input parameters included only the reflectance of the red and NIR bands, which are fairly sensitive to vegetation. If shortwave infrared bands are measured by satellites, these data can be introduced as a modification to counteract satellite data noise. Due to the HR data having a high spatial resolution, minor deviation in geometric positioning can generate substantial errors. Therefore, precise geometric corrections are required during initial processing. Although the retrieval model presented here has achieved good results in croplands, applications in other land types need to be further validated. Moreover, the quality of the training samples has a serious impact on the estimation results, MODIS over-estimating LAI in sparse vegetation areas and underestimating LAI in dense vegetation areas [59] and the effect of using MODIS LAI as a training sample on the results needs further analysis. The NARX neural network needs to be trained for the time series of each pixel, it will take a long time to estimate in a large area. On average, it took about 8 minutes of training time for 300 × 300-pixel image size. The time was measured on a computer with Intel Core i7 3.4 GHz processor and 4 GB of random access memory (RAM). We will try to improve the algorithm and shorten the training time.
6. Conclusions

In this study, HR satellite data with short revisit intervals are used to predict high spatial resolution LAI values over the area of the Huailai experimental region in Hebei Province, China. A historical low-resolution MODIS product was used as background information to extract the stable phenological changes in vegetation, which were used to estimate the HR LAI. The HR data and low-resolution data are then used for recursive update training, resulting in LAI data with a spatial resolution of 30 m. This study demonstrated the feasibility of frequent observations at high spatial resolution for crop monitoring. The estimation results of our proposed recursive update model are compared with ground-measured data, and the two show good consistency. The results demonstrate that the new method can produce temporally continuous and smooth LAI profiles from HR time series observations. The main advantage of the recursive approach is the ability to update model dynamics. Additional studies should be conducted to improve phenological information extraction and disturbance detection in subsequent dynamic monitoring. With the increase in HR remote sensing data, we will further study the method of normalizing multisource remote sensing data, and we plan to obtain high-precision surface reflectance data and to improve the accuracy of the time series estimation of LAI.
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